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A Cross-Language Methodology for
Corpus Part-of-Speech Tag-Set Developrhent

Eric Atwell?

This paper examines criteria used in depetent of Corpus Part-of-Speech tag sets
used when PoS-tagging a corpus, thateisriching a corpus by adding a part-of-
speech category label to each word. This iregua tag-set, a list of grammatical
category labels; a tagging scheme, practicfihifiens of each tg or label, showing
words and contexts where each tag appbest a tagger, a program for assigning a
tag to each word in the corpus, implementing the tag-set and tagging-scheme in a tag-
assignment algorithm.

We start by reviewing tag-sets demgdd for English corpora, since English
was the first language studied by corgimguists. Traditional English grammars
generally provide 8 basic pga of speech, derived fronatin grammar. However,
most tag-set developers wadtto capture finer grammaedil distinctions, leading to
larger tag-sets. Figure 1 illustrates a rangewaf English PoS-tag-sets applied to a
short example sentence; even with this simple sentence, it is easy to see some
significant similarities and differencestiseen these rival tag-sets for English.

The pioneering Corpus Linguists who collected the first large-scale English
language corpora all thought that theirrpmra could be more useful research
resources if the source tegsamples were enriched witinguistic analyses. These
pioneering English corpusnijuistics projects included paajts to collect the Brown
corpus, the Lancaster-Oslo-Bergen corpudg), the Spoken English Corpus (SEC),
the Polytechnic of Wales corpus (PoWhe University of Pennsylvania Corpus
(UPenn), the London-Lund Corpus (LLC), theéemational Corpus of English (ICE),
the British National Corpus (BNC), the Spak€orpus Recordings British English
(SCRIBE), etc.; for references see below. In nearly every case (except PoW), the first
level of linguistic enrichment was to addPart-of-Speech tag to every word in the
text, labeling its grammatical category.

The different PoS-tagsets used iedtd English general-purpose corpora are
illustrated in Figure 1, derived from the AMALGAM multi-tagged corpus (Atwell et
al. 2000). This corpus is PoS-tagged actwydo a range of vial English corpus
tagging schemes, and also parsed accorttirgy range of rival parsing schemes, so
each sentence has not just one p&es- but “a forest” (Cure 1980). The
AMALGAM multi-tagged corpus contains text from three quite different genres of
English: informal speech of London teeeegy from COLT, th Corpus of London
Teenager English (Andersen and Stenstrom 1996); prepared speech for radio
broadcasts, from SEC, the Spoken Emgl@orpus (Taylor md Knowles 1988); and
written text in software manuals, frof?’SM, the Industrial Parsing of Software
Manuals corpus

! This paper is an abridged summary version of an article on “Development of tag-sets fbr part-o
speech tagging” to appear in Anke Ludeling &fterja Kytd (editors) Corpus Linguistics: An
International Handbook, Mouton de Gruyter.
2 University of Leeds

e-mait eric@comp.leeds.ac.uk



Collins SCRIBE | Brown |LOB |UPenn |BNC- BNC- ICE PoW | LLC

English parts C5 C6

Dictionary
If s.conjunction subgcj CSs CSs IN cJs CS CONJUNC(subord) | B CcC
your determiner pos PP$ PP$ PRP$ | DPS APPGE | PRON(poss) DD | TB
library noun noun NN NN NN NN1 NN1 N(com,sing) H NC
is verb be BEZ BEZ | VBZ VBZ VBZ V(cop,pres) OM | VB+3
on preposition prep IN IN IN PRP Il PREP(ge) P PA
a determiner art AT AT DT ATO AT1 ART(indef) DQ | TF
network noun noun NN NN NN NN1 NN1 N(com,sing) H NC
and c.conjunction conj CC CcC CcC cJC CC CONJUNC(coord) & CA
has verb verb HVZ HVZ | VBZ VHZ VHZ V(montr,pres) M VH+3
the determiner art AT ATI DT ATO AT ART(def) DD | TA
Dynix noun noun NP NP NNP NPO NP1 N(com,sing) HN | NP
Gateways noun noun NPS NNS | NNPS | NN2 NN2 N(com,sing) HN | NP
product noun noun NN NN NN NN1 NN1 N(com,sing) H NC
, (unspecified) , , , , PUN YCOM | PUNC(com) , ,
patrons noun noun NNS NNS | NNS NN2 NN2 N(com,plu) H NC+2
and c.conjunction conj CcC CcC CcC cJC CcC CONJUNC(coord) & CA
staff noun noun NN NN NNS NNO NN N(com,plu) H NC
at preposition prep IN IN IN PRP Il PREP(ge) P PA
your determiner pos PP$ PP$ PRP$ | DPS APPGE | PRON(poss) DD | TB
library noun noun NN NN NN NN1 NN1 N(com,sing) H NC
can verb aux MD MD MD VMO VM AUX(modal,pres) OM | VM+8
use verb verb VB VB VB VVI VVI V(montr,infin) M VA+0
gateways noun noun NNS NNS | NNS NN2 NN2 N(com,plu) H NC+2
to preposition verb TO TO TO TOO TO PRTCL(to) I PD
access verb verb VB VB VB VVI VVI V(montr,infin) M VA+0
information noun noun NN NN NN NN1 NN1 N(com,sing) H NC
on preposition prep IN IN IN PRP Il PREP(ge) P PA
other determiner adj AP AP JJ AJO JJ NUM(ord) MOC| JS
systems noun noun NNS NNS | NNS NN2 NN2 N(com,plu) H NC+2
as (unspecified) prep QL RB RB AV021 | RR21 ADV(add) AL | AC
well (unspecified) adv RB RB” RB AV022 | RR22 ADV/(add) AC

(unspecified) . . . . PUN YSTP PUNC((per) .

Figure 1. Example sentence illustrating rlvenglish PoS-taggings (from the
AMALGAM multi-tagged corpus)

(Sutcliffe et al. 1996). The ample sentence in Figure 1 is from the software manuals
section. The PoS-tagging schemes illusttaite Figure 1 include: Brown corpus
(Greene and Rubin 1981), LOB: Lancagbslo/Bergen corpus (Atwell 1982,
Johansson et al. 1986), SEC: Spoken English Corpus (Taylor and Knowles 1988),
PoW: Polytechnic of Wales corpugSouter 1989b), UPenn: University of
Pennsylvania corpus (Santorini 199QLC: London-Lund Corpus (Eeg-Olofsson
1991), ICE: International Corpus oinflish (Greenbaum 1993), and BNC: British
National Corpus (Garside 1996). For carpon, also included are the simpler
“traditional” part-of-speech categories used in the Collins English Dictionary, and the
basic PARTS tag-set used to tag SCRIBE corpus (Atwell 1989).

As already mentioned, in deciding time range and numbef PoS-tags, it
makes sense to take into account the pakoses of the PoS-tagged corpus. Many
English Corpus Linguistics projects reparte ICAME Journal and elsewhere have
involved grammatical analysis or taggiodg English texts (@ Leech et al. 1983,
Atwell 1983, Booth 1985, Owen 1987p@&er 1989a, O’'Donoghue 1991, Belmore
1991, Kyt6 and Voutilainen 1995, Aarts 1998iao and Huang 1998). Apart from
obvious uses in linguistic aryalis, some unforeseen applions have been found. As
Kilgarriff (2007) put it, “... two external influences needentioning: (i) lexicography
- different agenda but responsible for latsthe actual corpus-building work and



innovation, at least in UKBNC was lexicography-led(ii)) NLP / computational
linguistics, which has cometm the field like a schoolyd bully, forcing everything
that's not computational into submasi collusion or the margins.” Further
applications include using the tags td diata compression of English text (Teahan
1998); and as a possible guide in the seé&wclextra-terrestrial intelligence (Elliott
and Atwell 2000). Specific uses and results make use of part-of-speech tag
information. For example, searching arahcordancing can be made more efficient
through use of part-of-speech tags to sapatdferent grammatical forms of a word.
An indelicate annotation is sufficientrfanany NLP applications, e.g. grammatical
error detection in Word Processing (Asiiv 1983), training Neral Networks for
grammatical analysis of texBenello et al. 1989, Atwell993), or training statistical
language processing models (Manning and Schitze 1999).

EAGLES guidelines for PoS-tagginggéch et al 1996) aimed to extend PoS-
tagging standards beyond the pioneeringglEEh corpora to corpus linguistics
research in other languages. The EAS guidelines focus on enumerating the
categories and sub-categariavhich apply across a range of European Union
languages. However, developers of a tagesed corpus must also take into account
a range of other issues, including: mnermdag names; underlying linguistic theory;
classification by form or function; analysef idiosyncratic words; categorization
problems; tokenisation issues: definingawttounts as a word; multi-word lexical
items; target user and/or application; availability and/or adaptability of tagger
software; adherence to standards; variationgenre, registemr type of language;
and degree of delicacy of the tag-set.

In our presentation, we will exangna range of examples of tag set
developments for different languages, ilostrate how thesecriteria apply. We
consider standard tag-sets for ariren Part-of-Speech tagging service fonglish
(Atwell et al 2000); design of a tapt for a closely related languageer man
(Schiller et al 1995); a tag-set for a languérgen a far-off branch of the broad Indo-
European language familJrdu (Hardie 2004); a tag-sdéor a non-Indo-European
language with a highly inflexional grammakyabic (Khoja 2003); and a Part-of-
Speech tag-set for a contrasting non-Indoelpaan language with isolating grammar,
Malay (Knowles and Mod 2003). These criteria constitute a design checklist for Part-
of-Speech tag-set developments for new corpora and languages.

A survey of previous practice is poteffifamore useful if it ends with some
recommendations for the future. Corpusduistics and Natural Language Processing
researchers are increasingly working withry large corpora; whereas pioneering
Brown and LOB corpus projects took severears to collate and PoS-tag one million
words of text, the current “web-as-corpugiproach is allowingorpus linguists to
collate corpora of one hundred million weréth weeks or even days. When PoS-
tagging a very large web-as-paois, it is not practical to consider manual analysis or
even manual post-editing and correctiortagjging-program output; we have to rely
on a highly-accurate PoS-tagger program.iSis, even more impdant to decide at
the outset on a part-of-speech tag-sehich can minimize error-rate while
maintaining linguistic integnt and also to use a PoS-tagger program which can use
all the tricks of the trade to apply thigtaet with minimal errors. We conclude by
recommending a combination of strategigs improve accuracy of future PoS-
tagging: we advocate the developmentaof Open-source Knowledge-rich Hybrid
Adaptive Adaptable Multihgual Architecture for Web-As-Corpus PoS-Tagging.
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