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Abstract

A coherent method of design of active noise control systems for compact and distributed
sources of noise in a three-dimensional non-dispersive propagation medium is presented.
An analysis of single-input single-output, single-input multi-output and multi-input multi-
output control structures is provided. Conditions for the robust operation of such systems
on the basis of optimum cancellation, in relation to controller design, are determined.
These conditions are interpreted as constraints on the geometric compositions of the

system.

Key words: Active noise control, three-dimensional propagation, feedforward control

structure, feedback control structure.
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1 Introduction

Active noise control (ANC) is realised by artificially generating secondary (cancelling)
source(s) of sound through detecting the primary (unwanted) noise and processing it by a
suitable electronic controller, so that when the secondary wave is superimposed on the
primary wave the two destructively interfere with one another and reduction of the
unwanted sound occurs. Theoretical and practical investigations have shown that,
generally, due to the broadband nature of the noise emitted by practical sources, the
control process 1s required to realise suvitable continuous frequency-dependent
Characteristics so that cancellation over a broad range of frequencies of the noise is
achieved (Leitch and Tokhi, 1986, 1987; Nelson and Elliott, 1992; Tokhi and Leitch,
1992). Moreover, in practice, the characteristics of sources of noise vary, e.g. due to
operating conditions, leading to time-varying spectra. Furthermore, the characteristics of
System components are subject to variation, e.g. due to ageing, environmental effects, etc.
Therefore, the control process is further required to incorporate an adaptive capability so
that the required performance is achieved and maintained. Through his experiments of
reducing transformer noise Conover was the first to realise the need for a 'black box'
controller that would adjust the cancelling signal in accordance with information gathered
at a remote distance from the transformer, as the performance of his ANC system was
deteriorating from time to time due to the time-varying nature of the transformer noise
(Conover, 1956, 1957). Later it has been realised by numerous researchers that for an
ANC system to be practically successful it is essential that it incorporates an adaptive
capability (Alvarez-Tinoco, 1985; Chaplin, 1980; Burgess, 1981; Darlington and Elliott;
Elliott and Nelson; 1986 Elliott et.al, 1987; Eriksson et.al, 1987, 1988; Leitch and Tokhi,
1987; Ross, 1982: Tokhi and Leitch, 1989, 1991a).

In practice, sources of noise can broadly be classified as compact or distributed. A
compact source of noise is theoretically modelled as a point source with contours of equal
pressure levels forming spherical surfaces around the source. A distributed source of noise,

on the other hand, can be modelled as a set of point sources distributed around the surface
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of the source. In cancelling the noise of a compact source, a single detector is generally
sufficient to obtain the required signal information needed to generate the cancelling signal.
This leads to the realisation of a control structure incorporating a single input signal.
However, in cancelling the noise of a distributed source, to obtain sufficient signal
information, a multiple set of detectors will be required. This will lead to the realisation of
a multi-input control structure. Similarly, at the output end, the performance requirements
of the system as related to the physical extent of cancellation in the medium, will lead to
the realisation of either single-output or multi-output control structures. Therefore,
depending on the application a suitable control structure incorporating the required
number of inputs and outputs can be employed.

The analysis presented in this paper is concerned with the cancellation of noise of both
compact and distributed sources in three-dimensional (free-field) propagation. The system
is considered within the realisation structures of the single-input single output (SISO),
single-input multi-output (SIMO) and multi-input multi-output (MIMO) forms. The
controller design relations are developed in the frequency-domain. These can, equivalently,
be thought of either in the complex frequency s—domain or the z—domain allowing the
practical realisation of the corresponding controller in either the continuous-time or the
discrete-time using analogue or digital techniques accordingly.

The analysis focuses on ANC systems in stationary (steady-state) conditions. This
corresponds to a system with fixed controller of the required characteristics under
situations where substantial variations in the characteristics of secondary source(s),
transducers and other electronic equipment used do not occur. In an adaptive ANC
system, this means that once a steady-state (stationary) condition has reached the situation
is equivalent to the case of the fixed controller. Therefore, in an adaptive ANC system the
analysis applies to periods of time when a steady-state condition has reached and

substantial variation in the parameter values do not occur.
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Active noise control structure

A schematic diagram of a general ANC structure, namely the MIMO feedforward control

structure (FFCS), is shown in Figure 1(a). A set of n primary point sources emit unwanted

acoustic signals (noise) into the medium. This is detected by a set of n detectors,

processed by the controller and fed to a set of k secondary sources. The secondary signals

thus generated are superimposed upon the unwanted noise so that the noise level is

reduced at a set of k observation points. The corresponding frequency-domain equivalent

block diagram of Figure 1(a) is shown in Figure 1(b) where

E

w2

v wn
-]

= = |

is an nXn matrix representing transfer characteristics of the acoustic paths between
the primary sources and the detectors,

is a k X n matrix representing transfer characteristics of the acoustic paths between the
secondary sources and the detectors,

is an nxk matrix representing transfer characteristics of the acoustic paths between
the primary sources and the observers,

is a k x k matrix representing transfer characteristics of the acoustic paths between the
secondary sources and the observers,

is an nXn diagonal matrix representing transfer characteristics of the detectors,

is a 1xn matrix representing the primary signals at the source points,

isa 1xk matrix representing the primary signals at the observation points,

is a 1xk matrix representing the secondary signals at the source points,

is a 1xk matrix representing the secondary signals at the observation points,

is a 1Xn matrix representing the detected signals, and

is a 1xk matrix representing the combined primary and secondary signals at the

observation points.

As seen in Figure 1(a), each detector gives a combined measure of the primary and

secondary waves that reach the corresponding detection point. The secondary waves thus

reaching the detectors form closed feedback loops that can cause the system to become
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unstable. Therefore, a careful consideration of these loops is necessary in a design stage.
Alternative techniques attempting to avoid the instability problem in one-dimensional
propagation (duct noise) by isolating the detector from secondary source radiation through
using either uni-directional detectors or multiple-detector/ multiple-source configurations
such as acoustic dipole and tripole have been reported (Jessel and Mangiante, 1972;
Eghtesadi and Leventhal, 1981; Leventhal, 1976; Leventhal and Eghtesadi, 1979;
Swinbanks, 1973). It is possible to avoid the instability problem in three-dimensional
propagation by using uni-directional detector(s) or by employing indirect detection (Tokhi
and Leitch, 1991b). However, a stability analysis of the system based on relative stability
measures will lead to a robust design (Tokhi and Leitch, 1991c).

Note, in Figure 1, that moving the observation points so that to coincide with the
detection points will lead to a feedback control structure. This type of structure has been
investigated for the SISO system extensively (Bleazy, 1962; Chaplin et.al, 1985; Lueg,
1936; Olson, 1956, 1961; Olson and May, 1953; Short, 1980; Tokhi and Leitch, 1988,
1991b; Trinder and Nelson, 1983a,b). The feedforward control structure, on the other
hand, has more popularly been employed and investigated, as a general structure, in one-
dimensional as well as three-dimensional enclosed and free fields (Conover, 1956, 1957;
Eriksson et.al, 1988; Hesselman, 1978; Munjal and Eriksson, 1988; Leitch and Tokhi,
1986, 1987; Lueg, 1936; Nelson et.al, 1987; Ross, 1978; Roure, 1985; Tokhi and Leitch,
1988, 1989, 1991a,b,c).

3  Design of the controller

The objective in Figure 1 is to reduce the level of noise to zero at the observation points.
This corresponds to the minimum variance design criterion in a stochastic environment.
This requires the observed primary and secondary signals at each observation point to be

equal in magnitudes and have a phase difference of 180°;

S, =-P (1)
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Using the block diagram in Figure 1(b), P, and S, can be expressed as

P, =PG

o

(2)
S, = PEMCL[I-FMCL]'H

where I is the identity matrix. Substituting for P, and S, from equation (2) into equation

(1) and simplifying yields the required controller transfer function as

C=M"A"GHL" 3)

-

where A is an n X n matrix given by

A=GH'F-E (4)

Equation (3) represents the required controller design relation for optimum cancellation of
noise at the observation points. In designing such a controller a careful consideration of
the acoustic feedback loops, due to secondary source radiation reaching the detectors, that
can cause the system to become unstable is required. Moreover, note in equation (3) that,
for given sources, sensors and necessary electronics, the controller characteristics are
dependent on the transfer characteristics of the acoustic paths and, hence, system
geometry. A study of this dependence will give an insight into the complexity and practical
realisation aspects of the controller and, therefore, is extremely important in a design

stage.

4. Limitations in controller design

. It follows from equation (3) that for given detectors and secondary sources with necessary
electronic components, the controller characteristics required for optimum cancellation is
dependent on the characteristics of the acoustic paths from the primary and secondary

sources to the detection and observation points. Any set of such points in the medium

N
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require particular controller characteristics. In particular, if the set of detection and
observation points are such that the determinant of A in equation (3) becomes zero then
the critical situation of infinite gain controller (IGC) requirement arises. The locus of such
points in the medium (as a practical limitation in the design of the controller) is therefore
of crucial interest.

Under the situation of the IGC requirement equation (4), for periodic waves, can be

written as
|A(jo)| =|G(jo)H™ (jo)F(jo) - E(jo)| =0 (5)

where E(jw), F(jw), G(jo) and H(jw) represent the frequency responses of the
corresponding acoustic paths in Figure 1, j is the unit imaginary number and ® is radian
frequency. Note that equation (5) is given in terms of the characteristics of the acoustic
paths in the system. This implies that the IGC requirement is a geometry-related problem
in an ANC system. Therefore, an analysis of equation (5) will lead to the identification of
loci of (detection and observation) points in the medium for which the IGC requirement
holds. To obtain the solution of equation (5) a SISO system is considered first. The results

obtained are then used and extended to the SIMO and MIMO ANC systems.

4.1 Single-input single-output system

Let the ANC system in Figure 1 incorporate a single primary source (n=1) and a single
secondary source (k =1) and the functions E(jo), F(jo), G(jo) and H(jo), in this case,
be denoted by e(jo), f(jo), g(jo) and h(jo) with the associated distances as r., By B

and r, respectively;

2 r,
s k=n=1 (6)
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where A is a constant. Substituting for E(jo), F(jo), G(jw) and H(jo) from equation

(6) into equation (5) and simplifying yields

: (re} ~slry=r )2 (rg} ~iln=r )2
= le =|-£le
E r,

This equation is true if and only if the amplitudes as well as the exponents (phases) on
either side of the equation are equal. Equating the amplitudes and the phases, accordingly,

yields

=a , r-r,=n-r, (7)

<t |-e"'
-~

where a is a positive real number representing the distance ratio. Equation (7) defines the

locus of points for which [A( ju))| =0 and the controller is required to have an infinitely

large gain. Note that this equation is in terms of the distances r,, r,, r, and r, only.

Therefore, the critical situation of IGC requirement is determined only by the locations of

the detector and observer relative to the primary and secondary sources.

Eliminating r, and r, in equation (7) and simplifying yields
r(a=-1)=r(a-1) )

Two possible situations, namely a =1 and a # 1, are considered separately.

4.1.1 Unity distance ratio
For a unity distance ratio equation (8) yields the identity 0 = 0. Therefore, substituting for

a =1 into equation (7) yields the locus of points for IGC requirement as
T,
Z—] and =] ©)
T'f L
If the locations of the primary and secondary sources are fixed then each relation in

equation (9) defines a plane surface perpendicularly bisecting the line joining the locations

N\
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of the primary and secondary sources (see Appendix). This plane for the primary and
secondary sources located at points P(0,0,0) and S(“,vvp“’s) respectively with a distance

r apart in a three-dimensional UVW —space is given by
u v w

B E

2 2
which intersects the U~, V- and W -axes at points (;—,0,0J, (O,L—,O) and
u 5

s

2
(0,0,{——) respectively. If the detector is placed at any point on this plane (the IGC
w

plane) and if at the same time the observer location coincides with a point on this plane
then the ‘critical situation' of equation (5) occurs and the controller is required to have an

infinitely large gain for optimum cancellation to be achieved at the observation point.

4.1.2 Non-unity distance ratio

For a non-unity distance ratio equations (7) and (8) yield

.
L=g , =g and == (10)
i"f rh ?:g

It follows from the Appendix that each of the first two relations in equation (10) describe

spherical surfaces. These surfaces for the primary and secondary sources located

respectively at P(0,0,0) and S(u,,v,,w,) are defined by

u+i%—2+ v+—fiz—vﬁ-2+ w+ 2, 2_[ = T ; a#l (11)
1-4° =i 1-a*| [1-4*] °




Tokhi, M. O.

which has a radius R=il 2| and centre along the line PS at point
-a

2
Q( atu, a’v, aw, J
~— 5 9 e .

=g I=a l=g’
The third relation in equation (10) requires the equality of the distances r, and r,. The
locus of such points in the three-dimensional UVW —space (for, say, constant r,) is a

sphere with radius equal to 7, and centre at the location of the primary source;

u' +vi+w? =1t (12)

Therefore, the locus of points defined by equation (10) is given by the intersection of the
two spheres in equations (11) and (12). Such an intersection results a circle (the IGC
circle) located in a plane that is at right angles with the line joining the centres of the
spheres. The centre of the circle is the point of intersection of the plane and the line.

Manipulating equations (11) and (12) yields the plane of the IGC circle as

+ =1 (13)

where
l 2 l 2 1 2 2 2

Equation (13) defines a plane surface on which the IGC circle is residing. It can be shown
(see Appendix) that the line PS is at right angles with the plane of the IGC circle. This is
shown in two dimensions in Figure 2(a) where point E is the location of the detector. The
corresponding IGC circle is shown in Figure 2(b) where r. is the radius of the IGC circle.
The quantity B in equation (14) gives a measure of the intersection of the plane in

equation (13) with the coordinate axes and, thereby, with the line PS. It is evident from

equation (14) that B is dependent on r, r, and r, or, for constant r, is dependent on the
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location of the detector only. If 8 denotes the angle between the lines PE and PS in a

plane formed by these lines, Figure 2(c), then the following holds

r; =r’+r? -2rrcosB (15)

Substituting for rf2 from equation (15) into equation (14) yields

B =rrcos8

Therefore, as the detection point varies the limits for B are found to be

|Bl<rr

This variation, in relation to the location of the plane of IGC circle, is shown in two
dimensions in Figure 2(c).

The radius 7, of the IGC circle from Figure 2(c) is

r.=rsinB® ; 0<0<n

Thus, the maximum value 7, __ of the radius is r, and occurs when the plane of the IGC

circle intersects the line PS at point P, Figure 2(c). Movement of the plane to either side

of point P will lead to a decrease in the radius. At the extreme cases where the line PE is

aligned with the line PS (8 is either 0° or 180°) the radius r. is zero. In general, for
constant values of the angle 6 the radius r, is directly proportional to the distance ¥,
between the primary source and the detector. This implies that for r. to be minimised the
detector is required to be placed as close to the primary source as possible.

It follows from the above that the requirement of an infinitely large gain controller is
directly linked with the locations of the detector and observer relative to the primary and
secondary sources. This derives from the dependence of the controller characteristics on
the transfer characteristics of the acoustic paths from the detector and observer to the
primary and secondary sources which demand a particular controller transfer function for a

particular set of detection and observation points in the medium. The above analysis

10

N
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reveals that particular sets of detection and observation points in the medium exist that for
optimum cancellation require the controller to have an infinitely large gain. These form the

locus of IGC requirement as follows

(a) If the detector and observer are equidistant from the sources the locus is a plane
surface that perpendicularly bisects the line joining the locations of the primary and
secondary sources.

(b) If the detector and observer are not equidistant from the sources the locus is a circle,
with centre along the line PS joining the locations of the primary and secondary
sources, and on a plane that is parallel with that in (a). The radius of the circle is given

by the distance between the detector and the line PS.

Note that, if the first two relations in equation (10) are divided side-by-side (assuming

a #0) then the following equivalent relations are obtained

Bl ang Mg (16)
"
'

This means that starting with equation (16), rather than equation (10), will also lead to
exactly the same results obtained in the preceding paragraphs.

Note in Figure 1(a) that if the observer and the detector coincide with one another

then the feedback control structure (FBCS) is obtained. In such a process the distances r,

and r, effectively become equal to the distances r, and r;, respectively. This in terms of the
transfer functions E, F, G and H and the distances I, Iy, I, and r, corresponds to

r,.=r, or G=E

(7)
r,=r, or H=F

Projecting the-above into the controller design relation of equation (3) the corresponding

controller design relation for the FBCS is obtained.

11
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Substituting for G and H from equation (17) into equation (4) and simplifying yields
|A|=0 corresponding to the critical situation of IGC requirement discussed above.
Therefore, for optimum cancellation of noise, the FBCS will always require a controller
with an infinitely large gain. With a practically acceptable compromise between system
performance and controller gain, and careful consideration of system stability, reasonable

amounts of cancellation of the noise can be achieved with this structure.

4.2 Single-input multi-output system
Let the ANC system in Figure 1 incorporate a single primary source (n=1) and k
secondary sources. Thus, the controller transfer characteristics, C, in equation (3) will

represent a 1 Xk matrix;

C=[e, ¢, ... ¢]

where ¢, (i=1,2,...,k) represents the required controller transfer function along the

secondary path from the detector to secondary source i . In this manner, the controller is
realised in a SIMO form as shown in Figure 3.
Consider the simple case of k=2 with the functions E(jo), F(jw), G(jw) and

H(jw) represented as

E(jo) = e jo) . FGo)=[f(e)  f(jo)]
(18)
h, (jw) h,,(jo)
G(jw)=[g,(jw)  g,(jo)] . H(jo)=
hzl(jm) hzz(jm)

where

12




e(jo) =27 | t(jio)=Ae e
r, Iy
(19)
. _jﬂfgt‘ " A -J.Erm
g(jo)=—e ¢ » h,(jo)=—:¢"*
i Thim

i=1,2; m=12; A is a constant and r,, r;, r,; and r,,, are the distances of the acoustic
paths with transfer characteristics e(jw), f,(jw), g,(jo) and h, (jo) respectively.
Substituting for E(jw), F(jo), G(jo) and H(jw) from equation (18) into equation (5)

and simplifying yields
f, (gthZ -g,h,, ) + fz(gzhu = gjhu) = e(huhzz =h,h,, ) (20)

Manipulating equation (20) yields the set of solutions

f, h

L | I

h

12 22
]
€

€ g g

=—2 1)

Substituting for e, f,, f,, g,, g, hy;, hy,, h;, and h,, from equation (19) into equation

(21) accordingly and simplifying yields

[i)e‘f%('p —'.-) _ ( rg] )e'—j'{_}(rﬁll-rgl) =[ 7}2 )e‘f%(fm—’,z)

Tl Tay Thi2

_ef ( LT . _
x5 A J?(rfz r) - T )8 ]—c‘(ful o) =[ U7 )E J?(rm ) 22)
Ty T Thn

o 4 © ©
rf] e‘f?(’.fz"ﬂ) - rk]] JE‘J?{’MI"’M} ” [ rm )e‘i?‘:’m"m)
ey Thai Thn

For the relations in equation (22) to hold, the amplitudes and phases on either side should

be equal in each relation. Equating the amplitudes and phases accordingly yield

13




r, _Ta Te2

—= =——=a, 5 Tg=L=h) Ty =hn Tn
Fri Thn Thiz
r, a1 Ty
e __ gl __ g __ i - — - — -
= = =a, ; Tp— L =hy~Tly=hn T (23)

o Ty T

r T L
1 _Ten _ Thia ‘ _ . _ - in
“—=——=="=4p ; Tn~TIgThn =" =hn "ho
'ra T o

where a,, a, and a,, are positive real numbers representing distance ratios. Equation (23)
defines loci of detection and observation points for which |A( j(x))l =0 and the controller in
each secondary path is required to have an infinitely large gain for optimum cancellation of
noise to be achieved at the observation points.

The first relation in equation (23) describes the locations of the detection and
observation points relative to the primary source and secondary source one (say). In this
manner, this defines the locus of detection and observation points relative to the locations
of the two sources, considered as fixed points in the medium. Using a similar analysis

procedure as presented in the previous section with the SISO system reveals that for a

unity distance ration (@, =1) the locus is given by

r J"g] T

Ty S S 1 (24)
i Tar Th
Equation (24) defines a plane surface that perpendicularly bisects the line joining the

locations of the two sources (see Appendix). This plane for the primary source and

secondary source one located at P(0,0,0) and Sl(usl,vﬂ,wﬂ) respectively with a distance

r, apart in a three-dimensional UVW —space is given by

Uu 5 vV + w _ 1
r r r
zusl 2V51 2‘4’51
14




Tokhi, M. O.

2 2
which intersects the U—, V- and W —axes at points (z_rl._,g,o], (O, 2’5 ’0) ahd
1

sl

2
(O,O,E—r‘-—) respectively. If the locations of the detector as well as observers coincide with

s1

points on this plane then the critical situation of the IGC requirement arises.

If the distance ratio g, is not unity, then the first relation in equation (23) yields

r T I, T r r,
T Na Th T T2 T

It follows from the Appendix that both relations in equation (25) define spherical surfaces.

The first relation defines the sphere

2 T av, | aw, | i
[u+—la_l_ “2] +{v+———11_“2:| +[w+ : ‘;} =[ a*rlz] 3 =] (26)
a; a, I=a I-a;
which has a radius R =|]a]rl 2‘ and centre along the line PS, at point

2 2 2
0 [_ Gu, _av, _aw,
1 s 2

=5 = . The second relation in equation (25) (for, say, constant r,)
l-a;" 1-=g;" 1-aq

defines a sphere with a radius equal to , and centre at the location of the primary source;
u'+vi4w? =1’ (27)

Therefore, the locus of detection and observation points defined by equation (25) is given
by the intersection of the two spheres in equations (26) and (27). Such an intersection
results in a circle located in a plane that is at right angles with the line passing through the
centres of the spheres. The centre of the circle is the point of intersection of the plane and

the line. Manipulating equations (26) and (27) yields this plane as

15




=1 : (28)

BIGIS

2
where B, =%{rf -%rj} =%[rf —(rf] -rf)]. The point of intersection of the plane in
1

equation (28) with the line PS, is described by B,. This can be interpreted in a similar
manner as described in the previous section with the SISO system.

Manipulating equation (25) yields the alternative relation

[

1 rg

T T r T,
e _ gl _ TSl Tfl TR _ .
L=l =L M=) ; g=l

pay

Tpo T Tz T

(¥

This is an equivalent relation describing the locus of detection and observation points
relative to the locations of the primary source and secondary source one as the IGC circle.
Thus, the situation can alternatively be interpreted as when the ratio of the distances from
the primary source to the detection point and each observation point as well as to the pair
of observation points and from secondary source one to the detection point and each
observation as well as to the pair of observation points are each equal to unity then the
locus of detection and observation points is given by the IGC circle.

The loci given by the remaining two relations in equation (23) can be obtained
through a similar analysis as above. Here, the locus of detection and observation points
leading to the IGC requirement are given in the second relation with respect to the
locations of the primary source and secondary source two (say) and in the third relation
with respect to the locations of the two secondary sources. In each case, as above, the
locus, for unity distance ratio, is defined by a plane surface perpendicularly bisecting the
line joining the locations of the two sources and, for a non-unity distance ratio, is defined
by a circle with centre along the line joining the locations of the two sources and on a

plane that is at right angles with this line.

16
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From the above analysis a generalisation of the solution to equation (5) for a SIMO

ANC system with k& secondary sources follows easily. Consider the system in Figure 1 to

incorporate a single primary source and k secondary sources with the functions E(jw),

F(jo), G(jw) and H(jo) represented as

E(jo) =e(jo)
F(jo)=[f(jo) f,(jo) ... f(jo)] (29)

G(jo)=[g,(jo) g(jo) ... gjo)]

h”(jﬁ)) hu(jm) s hm(jm)
h, (jo) hy,(jo) ... h,(jo)

H(jo)=

hm(jm) hkz(jm) huk(jm)

where

jo)=2e" |, tljo)=2e "

r, r;

(30)

g(jo)=Le”™ | hy(jo)=L-e

Ty Fhim

i=1,2,..,k; m=1,2,..,k; A is a constant and r,, Ts» T; and r,,. are the distances of the
acoustic paths with transfer characteristics e(jw), f,(jo), g,(jw) and h, (jw)
respectively. Substituting for E(jo), F(jo), G(jo) and H(jo) from equation (29) into

equation (5) and manipulating yields the set of solutions
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LI T P
e g g B«
;s m=1,2,...,k (31)
f h, h, h,

Substituting for the functions in equation (31) from equation (30) accordingly and

simplifying yields
r. r, I, T
Lo o =Dy
e N T L
i 1= hidiaak (32)
rﬁ—y;_, =hy —rgl =rhi2_':g2 — . rhik_rgk
and
Y5 _ T Thiz Thix )
_=m=_="l=—-=afm ; l=1’2’¢¢¢,k
Tm  Teml Thm2 Tk
s m=12,...,k (33)
Ton =T = Dot ~Thit = Thma ~Thiz Teoe= Ve —Thi 3 i#m

where a; and a,, are positive real numbers representing distance ratios. Equations (32) and
(33) define the loci of detection and observation points for which ]A( jm)]=0 and the
controller, for optimum cancellation of noise at the observation points, is required to have
infinitely large gain in each secondary path.

Equation (32) describes the locus of detection and observation points relative to the
location of the primary source and secondary source i (i =1,2,...,k). It follows from the
Appendix and the analysis presented above that, if the primary source and secondary
source i are located at points P and S; respectively in the medium, then the locus for
unity distance ratio (g, =1) is a plane perpendicularly bisecting the line PS,. If a, #1,
however, the locus is a circle, with centre along a straight line joining points P and S, in a

plane that is at right angles with this line. The radius of the circle ., is given by
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r,=rsinB, ; 0<6,<n

where, assuming the detector is located at point E in the medium, 6, is the angle between
the lines PE and PS; in a plane formed by these lines.

Equation (33) describes the locus of detection and observation points relative to
secondary sources i (i=1,2,...,k) and m (m=1,2,...,k), located at points S, and S,
respectively. In this case, as follows from the previous analysis, the locus for unity distance
ratio (a,, =1) is a plane perpendicularly bisecting the line S.S . For a non-unity distance
ratio (a,, #1), however, the locus is a circle, with centre along a straight line joining the

points §; and S, , in a plane that is at right angles with this line. The radius r, of this circle

is given by

Tm =Tgsin6, ; 0<6, <7

m

where, assuming the detector is located at point E, 6, is the angle between the lines S,E
and S5, .

It follows from the above that in a SIMO ANC system the locus of detection and
observation points leading to the IGC requirement is defined in relation to the locations of
the primary source considered with each secondary source as well as each secondary

source considered with any other secondary source. In this manner, for a system with &

k
secondary sources a total of Zi pairs of sources can be identified. Among these, the

i=]
primary source considered with each secondary source leads to k pairs, whereas the

k=1
remaining Ei pairs are formed by considering the secondary sources with one another. In
i=l

each case, assuming the two sources in question are located at points X and ¥, the

following two situations lead to the IGC requirement

(a) When the detector and all observers are equidistant from points X and Y. This defines
the locus of detection and observation points as a plane (the IGC plane) that

perpendicularly bisects the line XY .
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(b) When the distance ratios from point X to the detector and observer m
(m=1,2,...,k) and to each pair of observation points as well as the distance ratios
from point ¥ to the detector and observer m (m=1,2,...,k) and to each pair of
observation points are each equal to unity. This defines the locus of detection and
observation points as a circle (the IGC circle), with centre along a straight line passing

through points X and Y, on a plane that is at right angles with this line.

Note that in a FBCS, where both the detection and observation points coincide with
one another, the situation described in (a) above corresponds to the detection point being
on the IGC plane. In a FFCS, however, this corresponds to the situation when the
detection point and all the observation points are on the IGC plane. With the situation
described in (b), on the other hand, a FBCS always satisfies the requirement. In a FFCS,
however, it is possible to minimise the region of space occupied by the IGC circle by a

proper geometrical arrangement of system components.

4.3 Multi-input multi-output system
Let the ANC system in Figure 1 incorporate n primary sources and k secondary sources.
Thus, the controller transfer characteristics, C, in equation (3) will represent an nxk

matrix given by

Ch €2 Cix
C C C
a1 Cx 2k
C=
€1 Cu ww Oy

where ¢, (i=1,2,...,n; m= 1,2,...,k) represents the controller transfer function along

the secondary path from detector i to secondary source m. In this manner, the controller
is realised in a MIMO form as shown in Figure 4.
Consider the simple case of k =n=2 with the functions E(jo), F(jo), G(jo) and

H(jo) represented as
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~ . en(jm) eu(jm)j| , —fu(jm) fu(jm):l
E = , F(jw)= . .
o [eZI(jm) e, (jo) (o) _le(.l(’)) f,,(jo)
(34)
o _[eu(io) g.z(jm)} - [hy (o) hu(jo))]
G = , H = . .
() [ng(jm) g2, (jo) () Lhzl(.]m) h,,(jo)
where
€ (](D) = ie':";’m s fim(jm) = ie—jgrﬁn
reim rﬁm
(35)
B (j0) =, by (jo) =
gim him

) i=1,2; m=1,2; A isaconstantand r,,, 1., I,;, and r,, are the distances of the acoustic

paths with transfer characteristics e, (jo), f, (jo), g, (jo) and h_(jo) respectively.

Substituting for E(jo), F(jo), G(jo) and H(jw) from equation (34) into equation (5)

and simplifying yields

(eufiz _eufu)(gzzhzl = g21h22)+(e12f21 -eufzz)(gzzhu —g21h12) +
(e21f12 - ezzfn)(gnhzz - glzh21)+(ezzf21 -e,f;, )(gnhlz - g12h11)+ (36)
(fufzz _fZIflz)(glngZ i gzngu)"‘ (euezz "ezle:z)(huhzz _hthu)

Manipulating equation (36) yields the set of solutions

&szﬁ=h=§£ (37a)
€y €3 8x B

ety by By

€ €2 Eu B (37b)

b B _hy _hy
€n €, E8u B
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o _f _hy _hy
€; €3 8u En
f By _hy _hy
€3 €3 8y Bn
£ £ _hy _hy
f, f, h, h,

Substituting for e, f,

(37) and simplifying yields

Tokhi, M. O.

(37¢c)

(37d)

s 8 and h, (i=1,2; m=1,2) from equation (35) into equation

== = =4 5 Ty~ ha S hy =T Shy = ha Thin —hn (38a)
i T2 T T2
r. T Ten2
el _ Yo _ Tenl _ Te12 : Yy = _—r =y ey =y —
= = = =@y 8 T R i T Tl T hin T hi T hi
i Tre T T
(38b)
r r T, T
ell . 'e12 _ Tell __ “gl2 i - = - = - = =
=== = =dyp s T Than Tl T Thy =Ty Thn T
'rm T ha  hn
r r r I,
€2l . Texa __ g2l _ g2 . - - = . - -
= = = =4y oy T Tl ST Tl Tha Thy Thn Thn
'm Tia T T
(38¢)
r r r, F,m
e21 _ “em __ g2l 8 _ . - - - - _ =
= = = San 5 T Tha SThn Tl Thoy ha Thn ~hn
T'iv T T i
r r  f I
f11 112 Rl Th12 i . = _ o _ - _
= =ay 5 Ty TThn ST T Sy =Ty = hy ~ (38d)
e Tt ha him

where a,, a,, a,,, a,,, a,, and a,, are positive real numbers representing distance ratios.

Equation (38) defines loci of detection and observation points for which |A(jw)|=0 and

the controller in each secondary path is required to have an infinitely large gain for

optimum cancellation of noise to be achieved at the observation points. In particular,

equation (38a) defines the locus of detection and observation points relative to the
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locations of the two primary sources, equation (38b) defines the loci with respect to the
locations of primary source one (say) and each secondary source, equation (38c) defines
the loci with respect to the locations of primary source two (say) and each secondary
source and equation (38d) defines the locus with respect to the locations of the two
secondary sources. It follows from the Appendix and the analysis in the previous sections
that, in each case, assuming the two sources in question are located at points X and Y
respectively, the locus for the corresponding distance ratio being unity is given by a plane
that perpendicularly bisects the line XY . For a non-unity distance ratio, however, the locus
is a circle with centre along the line passing through the points X and Y, in a plane that is
at right angles with this line. Mathematical description of these loci within the three-
dimensional UVW —space can be obtained and interpreted in a similar manner as discussed
in the previous sections.

A general solution of equation (5) corresponding to the MIMO ANC system of a
general form can be obtained easily through a similar analysis as presented above. Consider

the ANC system in Figure 1 to incorporate n primary and k secondary sources with the

functions E(jo), F(jw), G(jo) and H(jw) represented as

e, (jo) e,(jo) .. e,(jo)

E(jo) = e, (Jo) ey,(jo) ... e, (jo) (392)

e, (jo) e,(jo) ... e,(jo)

f,,(jo) fu(j(t)) o £, (jo)
F(jo) = £, (jo) f5:(0) s fzn(lw) (30b)

f,(jo) f,(jo) .. f_(jo)
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g, (jo)
g, (jo)

gnl(jm)
h,(jo)
h,, (jo)
hk:(f(l))

where

e A —'.(Er'.
e, (jo)=—¢ e

eim

L
=-j—r,

. A ;.
g (jo)=—c¢e "¢

gis

= lad st H0= L Dguntts 5= 12y

g,,(jo)
g,,(jo)

g.,(jw)
h,,(jo)
h,,(jo)

h,,(jo)

. A

9 fm(jm)z_e
. A

’ hsl(lm)=_e

wkit=1,2,...,k; A is a constant and r.
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gik(jm)
82 (jo) (39¢)
gnk(jm)
h, (jo)
h,, (JCU) (39d)
hy (jo)
Tiom C
(40)

®
™

c
Vst

r

eim? rfm’ gis

and r,, are the distances of the acoustic paths with transfer characteristics e, (jw),

f.(jo), g.(jo) and h,(jo) respectively. Substituting for E(jm), F(jo), G(jo) and

H(jw) from equation (39) into equation (5) and manipulating yields the set of solutions
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L S S _hy _hy by
fml fm! o frrm hml hm2 mk ’

(41c)
=2k 3 m=L2ik | igm

Substituting for the functions in equation (41) from equation (40) accordingly and

simplifying yields
reml 2 remZ = — remn — gml ?:2"12 — — r:E"'-k =q
LR N T - b s we — — P
T Tei Tin — Tet  Tein Feik
— _ _ _ (42a)
Ten — reml . re£2 remZ Zeee=Toin remn . rgi] _rgm] r:ng - gm2 T T rglL -rgm.l.
i=L2,...,n 3 m=1,2,...,n ; i#m
reml = rem2 = = T orin _ rgml r:?mz rgﬂ‘!f\' =a
s — - = g — - ps
T'm  Tha Ten Tt T ik
_ _ _ _ (42b)
Tar = Temt = Ty = Voma Seee =V = Ty = Bt =Ty =iz L Rl e
1=l dyenyk 3 = Ldinest
o _Tma _ T _ B _ T _ T
LR Rl — -_— —esse —— s
Ta ) Tan  Tha Thiz L
_ (42¢)

T =Tt S Tgy gy Seee= g =V Sho — Tl =ty Tty TeeeT g — Ty
i=1,2,...,k 3 m=1,2,...,k ; i#m

where a,, a,, and a, are positive real numbers representing distance ratios. Equation (42)

defines loci of detection and observation points relative to the locations of the sources in
the medium for which the IGC requirement holds. In particular, equation (42a) defines the

locus of detection and observation points relative to the locations of primary sources i
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and m, equation (42b) defines the locus with respect to the locations of primary source m
and secondary source i and equation (42c) defines the locus with respect to the locations
of secondary sources i and m. It follows from the Appendix and the analysis presented in
the previous sections that, in each case, assuming the two sources in question are located
at points X and Y respectively, the locus for the corresponding distance ratio being unity
is a plane perpendicularly bisecting the line XY . For a non-unity distance ratio, however,
the locus is a circle, with centre along a line passing through the points X and Y, in a
plane that is at right angles with this line.

It follows from the above that in a MIMO ANC system the locus of detection and
observation points leading to the IGC requirement is defined in relation to the locations of
all possible pairs of sources, each pair considered at a time. In this manner, for a system

k-1 n-1

with n primary sources and k secondary sources a total of zi +2m+nk pairs of

i=] m=1
sources can be identified. Among these, the primary sources considered with one another
n—1 k-1
lead toZm pairs, the secondary sources considered with one another lead to 21‘ pairs
m=1 i=l
and the remaining nk pairs are formed by considering each primary source with the

secondary sources. In each case, assuming the two sources in question are located at

points X and Y, the following two situations lead to the IGC requirement

(a) When all the detectors and observers are equidistant from points X and Y. This
defines the locus of detection and observation points as a plane (the IGC plane) that
perpendicularly bisects the line XY .

(b) When the distance ratios from point X to each pair of detection points, to detector i
(i=1,2,...,n) and observer m (m=1,2,...,k) and to each pair of observation points
as well as the distance ratios from point Y to each pair of detection points, to detector
i (i=1,2,...,n) and observer m (m=1,2,...,k) and to each pair of observation

points are each equal to unity. This defines the locus of detection and observation
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points as a circle (the IGC circle), with centre along a line passing through points X

and Y, on a plane that is at right angles with this line.

Note that in a FBCS, where both the detection and observation points coincide with
one another, the situation described in (a) above corresponds to the detection points being
on the IGC plane. In a FFCS, however, this corresponds to the situation when all the
detection and observation points are on the IGC plane. With the situation described in (b),
on the other hand, a FBCS always satisfies the requirement. In a FFCS, however, it is
possible to minimise the region of space occupied by the IGC circle by a proper

geometrical arrangement of system components.

5 Conclusion

An analysis and design procedure for ANC systems in a three-dimensional non-dispersive
propagation medium on the basis of optimum cancellation of noise has been presented.
The relation between the transfer characteristics of the required controller and the
geometrical arrangement of system components has been studied and conditions
interpreted as geometrical constraints in the design of ANC systems have been derived and
analysed.

For optimum cancellation of noise to be achieved at the observation points in the
medium the controller is required to have suitable continuous frequency-dependent
characteristics to produce a cancelling wave that is an exact mirror image of the noise. The
transfer characteristics of such a controller are found to be dependent upon the transfer
characteristics of transducers, secondary sources and propagation paths from the primary
and secondary sources to the detection and observation points.

The dependence of controller characteristics on the characteristics of the acoustic
paths in the system, arising from geometrical arrangement of system components, can
sometimes lead to practical difficulties in the design of the controller and to instability

problems in the system. A particular arrangement of system components requires the
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controller to have a particular transfer characteristics. In particular, there are specific
arrangements of system components, identified as loci of detection and observation points
relative to the sources, which lead to the critical situation of infinite-gain controller
requirement. In a SISO ANC system, two situations are found in general lead to the IGC

requirement

(i) When both the observer and detector are equidistant from the primary and secondary
sources. This corresponds to the locus of detection and observation points forming a
plane that perpendicularly bisects the line joining the locations of the sources.

(ii) When the ratio of the distances from the primary source to the detector and observer
and the ratio of the distances from the secondary source to the detector and observer
are each equal to unity. This corresponds to the locus of detection and observation
points forming a circle, with centre along a straight line passing through the locations

of the primary and secondary sources, in a plane that is at right angles with this line.

In a SIMO ANC system the locus of detection and observation points leading to the
IGC requirement is defined in relation to the locations of the primary source considered
with each secondary source as well as each secondary source considered with any other
secondary source. In each case, assuming the two sources in question are located at points

X and Y, the following two situations lead to the IGC requirement

(iii) When the detector and all observers are equidistant from points X and Y. This defines
the locus of detection and observation points as a plane that perpendicularly bisects
the line XY .

(iv) When the distance ratios from point X to the detector and observer m
(m=1,2,...,k) and to each pair of observation points as well as the distance ratios

from point Y to the detector and observer m (m=1,2,...,k) and to each pair of

observation points are each equal to unity. This defines the locus of detection and
observation points as a circle, with centre along a straight line passing through points

X and Y, on a plane that is at right angles with this line.
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In a MIMO ANC system the locus of detection and observation points leading to the
IGC requirement is defined in relation to the locations of all possible pairs of sources, each
pair considered at a time. In each case, assuming the two sources in question are located at

points X and Y, the following two situations lead to the IGC requirement

(v) When all the detectors and observers are equidistant from points X and Y. This
defines the locus of detection and observation points as a plane that perpendicularly
bisects the line XY .

(vi) When the distance ratios from point X to each pair of detection points, to detector i
(i=1,2,...,n) and observer m (m=1,2,...,k) and to each pair of observation points
as well as the distance ratios from point Y to each pair of detection points, to detector
i (i=1,2,...,n) and observer m (m=1,2,...,k) and to each pair of observation
points are each equal to unity. This defines the locus of detection and observation
points as a circle, with centre along a straight line passing through points X and Y, on

a plane that is at right angles with this line.

In a FBCS, where both the detection and observation points coincide with one
another, the situation leading to the IGC plane corresponds to the detection point(s) being
on the IGC plane. In a FFCS, however, this corresponds to the situation when the
detection as well as the observation points are on the IGC plane. With the situation leading
to the IGC circle, on the other hand, a FBCS always satisfies the requirement. In a FFCS,
however, it is possible to minimise the region of space occupied by the IGC circle by a

proper geometrical arrangement of system components.
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A Appendix: Locus of constant distance ratio

Consider two fixed points P(0,0,0) and S(u,,v,,w,) and an arbitrary point T(u,v,w) in a
three-dimensional UVW —space. Let the distances PS, PT and ST be denoted by r, 71,

and r, respectively;

r=yu’ +v: +w?
r,=Vu' +v +w’ (A.1)

T =J(u—u5)2 -f-(v-vJ)2 +(w—wS)2

"
Let the distance ratio = be denoted by, a positive real number, a;
L=q (A.2)

Substituting for r, and r, from equation (A.1) into equation (A.2), simplifying and using

equation (A.1) yields

(l -a’ )u2 +2a’uu+ (1 -a’ )v2 + 2a2v5v+(1 — az)w2 +2a’ww=dd’ (A.3)
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This gives the locus of points in the UVW —space that corresponds to a particular distance

ratio a.

A.1 Non-unity distance ratio
If the distance ratio a is not unity then equation (A.3), after completing squares and

simplifying, yields
+ a’u, 2+ v+ av, 2+ w+ a’w, 2 [ = ]2 a#l (A.4)
u = g ;
1-a* 1-a’ 1-a? 1-a?

ar
|1 -a’

This  represents a  sphere with radius R=

2 2 2
Q[__aus _av, _aws)
’ : -

1-a®" 1-a*" 1-a°

| and centre at

To obtain the 'Iocation of the centre of the sphere Q in relation to points P and S, let

the coordinates of point Q be denoted by (uq,vq,wq), unit vectors in the directions of U —,

V- and W - axes be denoted by i , j and k respectively and unit vectors along lines PS

and PQ pointing towards points S and Q respectively be denoted by 7, and I, ;

2 2
au av aw
l, S g PSm— 5 WS- % (A.5)
l1-a l1-a 1-a
; ZMitvi+wk _Uuj+v j+wk

- =4 2 __ 4 A.6)
ps 2 3 P 2 2 2 (
,/u, +v, +w, .‘fuq +v, tw,

Substituting for Uy, v, and w, from equation (A.5) into equation (A.6), simplifying and

using equation (A.1) yields

7= l(usi+vs j+wk)
r
(A.7)
-]

Pe 1_a2

l(usi-i- vsj+w,k)
.
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or

+I for a>1
1 = (A.8)
-1 for a<l

It follows from equation (A.8) that the centre of the sphere (point Q) is located along the

line PS and, specifically, if P is chosen as reference then for a > 1 the centre is located on
the portion of PS corresponding to points away from P in the direction of 7, whereas for
a <1 the centre of the sphere will be on the portion of P§ corresponding to points away

from P in the direction of —I,. In either of these situations, as follows from equation

(A.5), the centre of the sphere lies outside the range (P, S). This is shown below.

Let the distance between points P and Q be denoted by r,, and the distance between

points Q and S be denoted by r,

7°

= [ 2 2
Foy ™ uq+vq+wq

Py = .J(uq -—u:)z +(vq —1.»5)2 +(wq —w,)2

Substituting for u,, v, and w, from equation (A.5) into the above, using equation (A.1)

and simplifying yields

which implies that

Te>t, and r,>r for a>l

r.<r. and r_>r for a<l

Pq sq g

Therefore, point Q is always outside the range (P, ).
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Let the line passing through points P and S intersect the sphere in equation (A.4) at

point N(un,v,,,w,,) with distances r,, and r,, relative to points P and S respectively and

let the unit vectors pointing towards N from points P and S be denoted by 7, and I

respectively;
N
r.m = J(uﬂ' —us)z +(vﬂ' —v5)2 +(Wﬂ —n,S)z
and

L
pn
Ton

(A.9)
(un - us)i+(v,r -vs)j+(w,, —ws)k
r

sn

I =

sn

Since N is a point along the line PS, the vectors 1, and I, are pointing either in the same

or in opposite directions. Therefore, it follows from equation (A.9) that

U, - U, —u, , IVH| _ vV, —V, ’ w _ w, — W, (A]O)
rpn r.m rpn rm rpn rm
. rpn . . . .
Since — represents the distance ratio a, equation (A.10) can be written as
r.m
2 2 2 - S 2 2 s 2
u,=a (un—us) , V,=a (vn—vs) , W, =a (wn—w‘) (A.11)

Solving equation (A.11) for u,, v, and w, yields
2 2 2
-a ta -a"ta -a“*a
un=( — Jus . vﬂ=[ - )vs . wﬂ=[ — st (A.12)

It follows from equation (A.12) that a line, passing through points P and §, and the

sphere in equation (A.4) intersect at two points E and F with coordinates (u,,v,,w,) and

(u frVpa W, ) respectively;
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uc’:__-us .4 ve=_vs :J W'e=_%'s (A13)

s WSl (A.14)

Equations (A.13) and (A.14) imply that point E is always located inside the range (P,S)
and point F outside this range. In particular, if a>1 then points E and F are closer to

point S whereas if a <1 then points E and F are closer to point P. If the distances from

points E and F to points P and § are denoted respectively by r,,, 7, and r,, r, then,
using equations (A.1), (A.13) and (A.14) these distances are given by
. = L=t
* 1+a  * l+a
i = ar - r
S RN R
A.2 Unity distance ratio
If the distance ratio a is unity, then equation (A.2) yields
r=r, (A.15)

Substituting for r, and , from equation (A.1) into equation (A.15), simplifying and using

equation (A.1) yields

u v w
+

> + 3 > =1 (A.16)
This represents a plane surface which intersects the U—-, V- and W —axes at points

'"—200 Or—20md00r2 tivel
2“5’ ;] L] ’21)35 ] ,2ws I‘eSpeC Vey.
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The direction of the plane in equation (A.16) is represented by a unit vector at right

angles with the surface and pointing outward from the surface. Let such a unit vector be

denoted by I_. Simplifying equation (A.16) yields
uu+2vy+2ww-r’=0

Let the left-hand side of the above equation be denoted by a variable Z;
Z=2uu+2vy+2ww-r’ (A.17)

As Z varies from —ee to +eo equation (A.17) defines an infinite set of plane surfaces

parallel to the plane in equation (A.16). Thus, the unit vector I, is given by

0Z . 0Z . K oZ
—i+—j+—k
]S . au2 av - aW - (AIS)
(55 +(5%)
ou v ow
d ) ; " S
where —, — and — denote the partial derivatives with respect to u, v and w

du’ v ow
respectively. Substituting for Z from equation (A.17) into equation (A.18), simplifying

and using equation (A.1) yields

p=tejplej ey (A.19)
r r r

Comparing equation (A.19) with equation (A.7) yields

L=1I, (A.20)
Equation (A.20) implies that the line PS is perpendicular to the plane surface in equation
(A.16). Moreover, it follows from equation (A.15) that the point of intersection of the

plane and the line PS is equidistant from points P and S. Therefore, the plane in equation

(A.16) perpendicularly bisects the line PS.
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In a two-dimensional space, the locus of constant distance ratio can be obtained
through a similar manipulation as presented above and equivalent interpretations of the
corresponding results can be made. In this manner, for a non-unity distance ratio, the locus
is given by a circle with centre along the line PS. For a unity distance ratio, however, the

locus is given by a straight line perpendicularly bisecting the line joining points P and §.
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Figure 1l: Active noise control structure;
(a) Schematic diagram,

(b) Block diagram.
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(b)
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Figure 2: The infinite-gain controller circle;
(a) Formation,

(b) IGC circle,

(c) Position with detector location.
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Figure 3:

SIMO controller.
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