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Abstract

In this thesis, we consider the method of Harris-Soudry-Taylor et al. of

attaching 2-dimensional l-adic Galois representations to cuspidal automor-

phic representations for GL(2) over imaginary quadratic fields. In this pro-

cess, one lifts an automorphic representation for GL(2) over an imaginary

quadratic field to an automorphic representation for GSp(4) over the ratio-

nals; the latter automorphic representation has associated a 4-dimensional l-

adic Galois representation, which turns out to be induced from a 2-dimensional

representation of the absolute Galois group over the imaginary quadratic

field. We aim in using this method to transfer level lowering results for

GSp(4) over the rationals to level lowering results for GL(2) over an imagi-

nary quadratic field.

Firstly, we study in detail the conductors of irreducible admissible non-

supercuspidal and non-generic supercuspidal representations of GSp(4) over

a non-archimedean local field, and we obtain a result in the sense of Carayol

and Livné on how the conductors degenerate modulo a prime number. In

particular, when we have a corresponding mod l Galois representation and

an l-adic lift of it, we list all the cases where the conductors differ.

Having this in our machinery, together with an explicit local theta cor-

respondence between irreducible admissible representations of GL(2, L) and

irreducible admissible representations of GSp(4, F ) (here L is either a de-

gree 2 field extension over F , or L is isomorphic to F × F , with F a non-

archimedean local field), we obtain a conditional result on level lowering for

automorphic representations of GL(2) over an imaginary quadratic field of

prime discriminant. The result is conditional in the sense that we assume a

level lowering result for representations of GSp(4) over the rationals.

Finally, we prove a level lowering result by twisting particular automor-

phic representations over imaginary quadratic fields by grössencharacters.
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Chapter 1

Introduction

If π is a cuspidal automorphic representation for GL(2) defined over Q,

Deligne in [12] and Deligne-Serre in [13] proved, using the theory of Eichler

and Shimura, that one can attach 2-dimensional l-adic Galois representa-

tions to π. More generally, for F a totally real field, the analogous result for

cuspidal automorphic representations of GL(2) defined over F , was proved

by Carayol, Taylor, and Jarvis, respectively in [6], [63], [33]. The problem of

attaching an l-adic Galois representation to a cuspidal automorphic represen-

tation defined over an imaginary quadratic field K has been considered and

solved mainly by Taylor in [65], Harris-Soudry-Taylor in [29], Berger-Harcos

in [3], and Mok in [40]. The method they followed, which will be discussed

in detail in this thesis, goes through automorphic representations for GSp(4)

over Q and the Galois representations attached to them (due to Weissauer

[68] and Taylor [64]); the idea is to lift an automorphic representation π for

GL(2) defined over K to an automorphic representation for GSp(4) over Q,

via the theory of the theta correspondence. We remark that this process re-

quires the central character of π to be Galois invariant; nevertheless, in 2013,

during working on this thesis, Harris-Lan-Taylor-Thorne in [28] and Scholze

in [54] were able to associate l-adic Galois representations to cuspidal auto-

morphic representations defined over imaginary quadratic fields (in fact over

CM fields) without this assumption on the central character.

The initial goal of this thesis was to use known results of level lower-
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ing/raising congruences for modular Galois representations with image in

GSp(4, Q̄l) and descend them to congruences for Galois representations at-

tached to automorphic representations over an imaginary quadratic field. In

particular, starting with a cuspidal automorphic representation π for GL(2)

over an imaginary quadratic field K, we construct the global theta lift Π to

GSp(4) over Q. Write R for the l-adic Galois representation associated to

Π, which turns out to be induced by a Galois representation ρ of the abso-

lute Galois group of K; the latter Galois representation is the one attached

to π. By knowing a congruence between R and some l-adic representation

R′, one may ask whether we can descend it back to a congruence between ρ

and some ρ′, where ρ′ is the l-adic Galois representation associated to some

automorphic representation π′ for GL(2) over the imaginary quadratic field

K.

This idea faced some difficulties, and as a result we may only use it

under certain hypotheses. More precisely, there is a theorem of Gee and

Geraghty (Theorem 7.6.6 of [22]) that allows one to lift an automorphic

mod l Galois representation with image in GSp(4, F̄l) to an automorphic l-

adic Galois representation of GSp(4, Q̄l) in a way in which one may choose

the ramification of this lift at the bad places. Unfortunately, this theorem

is not directly applicable in the case we consider due to technical reasons,

though one expects these technicalities to be removed in the future; this is

something that we discuss in the last chapter. Another obstacle is that, even

if one has an automorphic lift arising from an automophic representation,

say Π′, of GSp(4,AQ), it is hard to tell whether Π′ arises as a theta lift from

some automorphic representation of GL(2,AK), where K is an imaginary

quadratic field; for this, we use a criterion which involves studying the poles of

the degree 5 standard L-function of Π′. Despite this fact, we have developed

a method, depending on some hypotheses, which allows one to obtain level

lowering over an imaginary quadratic field with discriminant divided by only

one prime p with p ≡ 3 mod l. In particular, in Section 6.2, under some

hypotheses, we prove the following

Proposition. Let l be a prime, and consider the imaginary quadratic field
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K = Q(
√
−p) with p ≡ 3 mod 4. Let Σ = {p, q, q̄} be the set of primes such

that pOK = p2 and qOK = qq̄. Let π =
⊗

w πw be a regular algebraic cus-

pidal automorphic representation of GL(2,AK), of Galois invariant central

character, such that π is unramified outside Σ, and for places in Σ we have

1. πp = (µ| |1/2p )StGL(2), where µ is a character which is not Galois in-

variant and it is ramified, that does not degenerate modulo l;

2. πq is a supercuspidal representation which degenerates modulo l, and

πq̄ = χ× χ−1ωπq, where χ is a ramified non-degenerate character.

Then there exists an automorphic Galois representation ρ′ which is isomo-

prhic modulo l to the Galois representation ρ attached to π; moreover, the

conductor of ρ′ is lower than the conductor of ρ.

As we discuss in the same section, one can find more such examples of level

lowering congruences over imaginary quadratic fields, by using the same

method. Moreover, we prove level lowering results by twisting particular

L-parameters with a character that extends to a grössencharacter. In partic-

ular, we have the following two results (which require no extra hypotheses)

Theorem 6.3.1. Suppose we have a modular mod l Galois representation

ρ̄ : GK → GL(2, F̄l),

i.e., it has a lift ρ which arises from a regular algebraic cuspidal automorphic

representation π. Assume that the component πp of π, at a prime p which

lies above a rational prime p that stays inert in K with p 6= l, is one of the

following types:

1. it is a principal series representation πp = µ×ν, with µ tamely ramified

with unramified reduction such that it factors through the norm map,

and ν ramified;

2. it is a twisted Steinberg representation πp = (µ| |1/2)StGL(2), with µ a

tamely ramified with unramified reduction such that it factors through

the norm map.
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Then ρ̄ is modular of level lower than the level of π.

Theorem 6.3.2. Suppose we have a modular mod l Galois representation

ρ̄ : GK → GL(2, F̄l),

i.e., it has a lift ρ which arises from a regular algebraic cuspidal automorphic

representation π. Let pOK = pp̄ with p 6= l, such that for the components1

πp and πp̄ of π at p and p̄ respectively, we have that a(πp̄) > 1 and that πp is

one of the following types:

1. principal series representation µ × ν, with µ tamely ramified with un-

ramified reduction, and ν ramified;

2. twisted Steinberg representation (µ| |1/2)StGL(2), with µ tamely ramified

with unramified reduction.

Then ρ̄ is modular of lower level than the level of π.

In addition, in this thesis, we study in great detail the conductors of

non-supercuspidal irreducible admissible representations of GSp(4, F ) over

a non-archimedean local field F . In particular, in Subsection 4.2.2, by con-

sidering the conductor of a mod l Galois representation of Gal(F̄ /F ), we

compare it with the conductor of an l-adic lift of this representation (here l

is different from the residual characteristic of F ), and we get a list of all the

possible degenerations of conductors for non-supercuspidal representations

of GSp(4, F ); this result is towards listing the possible levels of a modu-

lar mod l Galois representation with image in GSp(4, F̄l). In addition, in

Section 5.6, we consider the conductors of L-parameters of non-generic su-

percuspidal representations, we define the conductor on the automorphic side

for such representations (and the generic supercuspidal representations that

share the same L-packet), and we prove that they are equal.

This thesis starts with some general theory for the group GSp(4), and

some basic notions of representation theory; this is presented in Chapter 2.

1Note that πp and πp̄ have equal central characters in this situation.
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Moreover, there is an explicit description of the non-supercuspidal irreducible

admissible representations of GSp(4, F ), where F is a non-archimedean local

field, following Roberts and Schmidt ([48]).

In Chapter 3, we define some Galois theoretic notions which will be useful

in the rest of this thesis. We also discuss the local Langlands correspondence

for the groups of our interest; namely, we give a list of the L-parameters

corresponding to infinite dimensional irreducible admissible representations

of GL(2, F ) and GSp(4, F ), where F is a non-archimedean local field. For

these representations, we also present a list of the local degree 4 and 5 L-

factors as in [48]. None of the results in this chapter is new.

In Chapter 4, we consider the notion of the conductor, which measures

the ramification behaviour of a representation. After presenting a list (see

Table 4.1) for the conductors of the L-parameters of non-supercuspidal irre-

ducible admissible representations for GSp(4, F ) (although in [48], this list

is given for representations with trivial central character, our list is for gen-

eral central character), we compare them with the conductors of their mod l

reductions. This provides a classification of the degeneration of conductors

for GSp(4), in the same fashion as Carayol and Livné did in 1989 for GL(2),

extending this result in our situation. This classification has not appeared

in the literature, and can be found in Subsection 4.2.2.

In Chapter 5, we lift a cuspidal automorphic representation of GL(2)

defined over an imaginary quadratic field to a cuspidal automorphic rep-

resentation of GSp(4) over Q as mentioned above; conversely, we give a

criterion for an automorphic representation of GSp(4,AQ) to be a non-zero

theta lift from such a representation (this depends on the poles of the de-

gree 5 L-function, and is due to Kudla-Rallis-Soudry). For this, we need the

theory of the theta correspondence, and thus we discuss it in some detail;

at the same time we provide an explicit description of the local theta corre-

spondence between irreducible admissible representations of GL(2) and irre-

ducible admissible representations of GSp(4). Furthermore, we describe how

one attaches Galois representations to cuspidal automorphic representations

for GL(2) defined over imaginary quadratic fields. The theta correspondence
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also helps us define the conductors for some supercuspidal representations of

GSp(4), namely the non-generic ones (and evidently the generic ones that

share the same L-packet), and prove that these conductors and the conduc-

tors of the associated L-parameters are equal. The discussion in Section 5.6

(particularly, Definition 5.6.3, and Theorems 5.6.4 and 5.6.5) is the only new

outcome in this chapter.

In Chapter 6, we study the level of a modular mod l Galois representation

of the absolute Galois group of an imaginary quadratic field. After writing

down the possible levels that such a representation can have, we present

a method for conducting level lowering over imaginary quadratic fields with

prime discriminants, by using level lowering results for GSp(4); we do this by

assuming the existence of congruences between l-adic Galois representations

with image in GSp(4), and we discuss how far this hypothesis is from being

proved. In addition to that, we prove the existence of some congruences over

imaginary quadratic fields, by twisting with a grössencharacter. Finally,

we present some examples which indicate that in the case of an imaginary

quadratic field, we do not have all the congruences that one expects, as we do

in the classical case or in the totally real case. The results in this chapter (in

particular Section 6.2 and Theorems 6.3.1 and 6.3.2) are the main outcomes

of this thesis.
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Chapter 2

Representation theory of

GSp(4, F )

In this chapter, we introduce the reader to the similitude symplectic group

GSp(4), over a non-archimedean local field F . Our goal is to describe the

representation theory concerning that group. Firstly, we define the group

GSp(4, F ) and some important subgroups for our theory. After that, we

discuss some aspects of representation theory for a general reductive alge-

braic group. Finally, following [48], we list and classify all the irreducible

admissible non-supercuspidal representations of GSp(4, F ).

2.1 Generalities

To begin, we will set up some notation. As mentioned, we are going to

consider GSp(4) over a non-archimedean local field F . Let OF be its ring of

integers, pF the unique maximal ideal of OF and q the number of elements

of OF/pF ; denote by p the characteristic of the residue field OF/pF . We

also fix a generator $ for the ideal pF (i.e. pF = $OF ), and if x ∈ F× we

denote the normalized absolute value of x by |x|, normalized in the sense

that |$| = q−1. That is

OF = {a ∈ F : |a| ≤ 1},
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pF = {a ∈ F : |a| < 1},

and

O×F = {a ∈ F : |a| = 1}.

Let us now consider the group GSp(4, F ). We define GSp(4, F ) to be the

group consisting of all matrices g ∈ GL(4, F ) such that

tgJg = λ(g)J

where λ : GSp(4, F ) → F× is the similitude character of GSp(4, F ), and J

is the matrix

J =


1

1

−1

−1

 .

Note that when λ is the trivial character, we get the group Sp(4, F ).

Now we are going to describe some important subgroups of GSp(4, F );

for more information on this, the reader may consult Section 2.1 of [48]. A

more general description of the theory can be found in [53].

2.1.1 The parabolic subgroups

The algebraic group GSp(4) has three proper parabolic subgroups up to

conjugacy; these are respectively the Borel parabolic, the Klingen parabolic,

and the Siegel parabolic subgroup.

Let us consider first the (F -rational points of the) Borel parabolic sub-

group, denoted byB. It consists of all upper triangular matrices inGSp(4, F ),

which we may view as follows

B =




∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗
∗


 ,
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where ∗ denotes an arbitrary element in F . One may write an element g in

B in the following form

g =


a

b

cb−1

ca−1




1

1 x

1

1




1 λ µ κ

1 µ

1 −λ
1

 ,

where a, b, c ∈ F× and x, λ, µ, κ ∈ F ; this is the so-called Levi decompo-

sition, which is a property of parabolic subgroups. They can be repre-

sented as a semi-direct product of the so-called unipotent radical U and

the Levi subgroup M . From the above decomposition of an element g ∈ B,

we see that the unipotent radical U consists of all matrices of the form
1

1 x

1

1




1 λ µ κ

1 µ

1 −λ
1

, and the Levi subgroup M consists of all di-

agonal matrices of the form


a

b

cb−1

ca−1

. Finally, it is not difficult

to see that for g ∈ B we have that the similitude character is λ(g) = c.

Now we consider the (F -rational points of the) Klingen parabolic, denoted

by Q. One defines the Klingen parabolic as the subgroup of GSp(4, F )

Q =




∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

∗


 .

From the Levi decomposition we have that every element q of Q can be
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written as

q =


t

a b

c d

∆t−1




1 λ µ κ

1 µ

1 −λ
1

 ,

where ∆ = ad − bc ∈ F×, t ∈ F× and λ, µ, κ ∈ F . The unipotent radical

consists of all upper triangular matrices of the form


1 λ µ κ

1 µ

1 −λ
1

, and

the Levi subgroup consists of elements of the form


t

a b

c d

∆t−1

. By

definition, one may compute that the similitude character of an element q of

the Klingen parabolic subgroup is λ(q) = ∆.

Finally we consider the (F -rational points of the) Siegel parabolic sub-

group, denoted by P . It is defined as follows

P =




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

∗ ∗
∗ ∗


 ,

and every element p of P can be written as

p =


a b

c d

λa/∆ −λb/∆
−λc/∆ λd/∆




1 µ κ

1 x µ

1

1

 ,

where ∆ = ad − bc ∈ F×, λ ∈ F×, and x, µ, κ ∈ F . Note that the Levi
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subgroup is the group of elements of the form


a b

c d

λa/∆ −λb/∆
−λc/∆ λd/∆

.

We may write an element of the Levi subgroup in a more compact notation;

let A =

(
a b

c d

)
∈ GL(2, F ), and set

A′ =

(
0 1

1 0

)
tA−1

(
0 1

1 0

)
=

1

∆

(
a −b
−c d

)
.

In this notation, an element of the Levi subgroup may be written as

(
A

λA′

)
.

Finally, we have that λ(p) = λ for p ∈ P .

Levi subgroups are important since later we are going to induce repre-

sentations from the parabolic subgroups which are trivial on the unipotent

radical, to get the non-supercuspidal admissible representations ofGSp(4, F ).

2.2 Representation Theory

In this section we are going to talk about some important notions of the

theory of admissible representations for reductive groups in general.

Let F be a non-archimedean local field and denote by G the group of

F -rational points of a reductive algebraic group defined over F .

Definition 2.2.1. An admissible representation of G is a pair (π, V ), where

V is a complex vector space and

π : G→ Aut(V )

is a group homomorphism, such that

1. every vector in V is fixed by an open compact subgroup K of G; these

representations are called smooth;
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2. for any open compact subgroup K, the space V K of K-fixed vectors is

finite dimensional.

An admissible representation (π, V ) of G is called irreducible when there

are no proper G-stable subspaces of V . An irreducible constituent (sometimes

called irreducible subquotient) of an admissible representation (π, V ) is an

irreducible representation isomorphic to W/W ′, where W ′ ⊂ W ⊂ V are

G-fixed subspaces of V . The length of a representation will be the number

of its composition factors in its Jordan-Hölder series; in this thesis, we will

consider representations of finite length, which means that they will have a

finite number of irreducible subrepresentations and irreducible subquotients.

A representation (π, V ) of G is called unitary, when there exists a non-

degenerate Hermitian form on V which is G-invariant. A character of G is a

smooth 1-dimensional representation of G, i.e., a continuous homomorphism

from G to C×. If (π, V ) is a smooth representation and the centre of G

acts as a character on V , we call this character the central character of π.

If such a character exists, we denote it by ωπ. Note that an irreducible

admissible representation admits a central character; this is a consequence of

Schur’s lemma, Proposition 4.2.4 of [4]. Moreover, if (π, V ) is a representation

of G and χ is a character of G, we denote by (χπ, V ) the representation

with representation space V , defined via χπ(g) = χ(g)π(g); we call this

representation the twist of π by the character χ.

2.2.1 Induction from the parabolic subgroups

If G is a locally compact group1, then there is on G a left (resp. right)

translation-invariant Borel measure, unique up to constant multiple, which

we denote by
∫
G
dg; this is called the left (resp. right) Haar measure. A

unimodular G has equal right and left Haar measures.

Let G be unimodular. Let M and U be closed subgroups of G, such that

M normalizes U , M ∩U = 1, P = MU is closed in G, U is also unimodular,

1Note that the group of F -rational points of a reductive algebraic group defined over
F is locally compact.
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and P\G is compact. One can take for P a parabolic subgroup of G and

P = MU its Levi decomposition. Fix a Haar measure du on U . Now, for

p ∈ P let δP (p) be the positive number such that for all locally constant

compactly supported complex valued functions f on U , we have∫
U

f(p−1up)du = δP (p)

∫
U

f(u)du.

The character δP : P → C× is called the modular character of P . This

character can also be defined as the ratio of the left and right Haar measures

on P ; note that the parabolic subgroups P are the only important non-

unimodular groups for the theory. Now we may introduce the normalized

induction from P to G.

Let (σ,W ) be an admissible representation of P trivial on U (i.e., a rep-

resentation of M). We define IndGPσ to be the representation of G with

representation space the space of locally constant functions f on G with

values in W , such that

f(pg) = δP (p)1/2σ(p)f(g),

where p ∈ P , and g ∈ G. Moreover, the action of G on this space is by right

translation, i.e.,

(IndGPσ)(h)f(g) = f(gh),

for h, g ∈ G. The representation IndGPσ is called the normalized induction2

from P to G of the representation σ. As we will see in the following propo-

sition the admissibility is transferred by normalized induction; the induction

is normalized by the modular character in order to preserve also unitaricity

of the representation σ (see Proposition 3.1.4 of [9]).

Proposition 2.2.2. With notation as above, if (σ,W ) is an admissible rep-

2Note that IndG
P δ
−1/2
P σ will be the unnormalized induction, which has representation

space consisting of locally constant functions f : G→W such that

f(pg) = σ(p)f(g).
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resentation of P , then IndGPσ is an admissible representation of G.

Proof. Let K be an open compact subgroup of G, X a finite subset of G,

and W0 a finite dimensional subspace of W . Then the space

I(K,X,W0) = {f ∈ (IndGPσ)K : f(X) ⊂ W0, f has support in PXK}

is finite dimensional.

Assume that (σ,W ) is admissible. As before, let K be an open compact

subgroup of G, and let X be a finite subset of G such that PXK = G; we

can do this since P\G is compact. Moreover, let L =
⋂
x∈X

xKx−1 and take

W0 = WL∩P which is finite dimensional since σ is admissible. Then, with

these choices of X and W0, we have (IndGPσ)K = I(K,X,W0), which is finite

dimensional, that is IndGPσ is admissible. For more details, the reader may

also consult [9], Theorem 2.4.1.

One representation that we are going to use quite often in our theory,

and is defined in terms of normalized induction, is the so-called Steinberg

representation and is described below.

Definition 2.2.3. Let G be unimodular and let P∅ be its minimal parabolic

subgroup3. For each parabolic subgroup P , define the representation πP to

be the representation IndGP δ
−1/2
P . Note that πG is the trivial representation

contained in all other πP . We define the Steinberg representation of G to be

the representation

StG = πP∅

/∑
P 6=P∅

πP .

The Steinberg representation StG is an irreducible admissible representa-

tion of G. The irreducibility follows from Theorem 8.1.3 of [9], and admis-

sibility from Proposition 2.2.2 since the modular character is an admissible

representation.

3As mentioned in the beginning of this section, G denotes the F -rational points of a
reductive algebraic group defined over F ; this is known to be locally compact.
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Our next goal is to understand the notion “non-supercuspidal”. In order

to do so, we are going to discuss a form of Frobenius reciprocity; this will

imply that irreducible admissible representations come in two classes, namely

the non-supercuspidals and the supercuspidals.

Let P,M,U be subgroups of G as defined above, and let (π, V ) be a

smooth representation of G. Consider the subspace V (U) of V , generated by

the vectors v− π(u)v, for v ∈ V and u ∈ U . The normalized Jacquet module

rU(π) of π is the smooth representation of M defined by rU(π) = πU ⊗ δ−1/2
P ,

where πU is the representation with representation space VU = V/V (U) and

such that πU(m)(v+V (U)) = π(m)v+V (U); that is, for m ∈M and v ∈ V ,

we have

(rU(π))(m)(v + V (U)) = δ
−1/2
P (m)π(m)v + V (U).

The form of Frobenius reciprocity that we want is

HomG(π, IndGPσ) ∼= HomM(rU(π), σ),

where σ is a representation of P , trivial on U . This is implied by the following

lemmata, which can be found in [9].

Lemma 2.2.4. Let M be a closed subgroup of G, and (σ,W ) a smooth rep-

resentation of M . If (π, V ) is a smooth representation of G, then we have

an isomorphism

HomG(π, IndGPσ) ∼= HomM(π, δ
1/2
P σ).

Proof. Consider the map4 Λ : IndGPσ → W , defined via f 7→ f(1). If we

have any morphism F in HomG(π, IndGPσ) and we compose it with Λ, then

we have a morphism Λ ◦ F ∈ HomM(π, δ
1/2
P σ); note that as δ

1/2
P σ is a twist

of σ by δ
1/2
P , it has as representation space the space W .

To define an inverse map, let f : V → W be in HomM(π, δ
1/2
P σ). Define

a morphism Φ : V → IndGPσ via v 7→ Φv, where Φv(g) = f(π(g)v). Now we

4This map is a P -intertwiner according to Theorem 2.4.1(b) of [9].
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have that Φv ∈ IndGPσ since π is smooth and for p ∈ P and g ∈ G we have

Φv(pg) = f(π(pg)v) = δ
1/2
P (p)σ(p)f(π(g)v) = δ

1/2
P (p)σ(p)Φv(g),

as f ∈ HomM(π, δ
1/2
P σ). To see that the map f 7→ Φ is the inverse of the

previous map, one has to check that

Λ(Φv) = Φv(1) = f(π(1)v) = f(v).

Lemma 2.2.5. If 0 → X → V → W → 0 is an exact sequence of smooth

U-representations, then the sequence 0→ XU → VU → WU → 0 is exact.

Proof. This is straightforward. From the fact that for a space V , V (U) is

generated by the vectors v − π(u)v for u ∈ U and v ∈ V (where π is the

representation realized in V ), we get that

XU → VU → WU → 0

is exact. The fact that XU → VU is injective follows from the equality

X(U) = X ∩ V (U).

Proposition 2.2.6. If (π, V ) is a smooth representation of G and (σ,W ) is

a smooth representation of M , we have

HomG(π, IndGPσ) ∼= HomM(rU(π), σ). (2.1)

Proof. This is Theorem 3.2.4 of [9], but here we sketch a proof. Note that

by Lemma 2.2.4, we have

HomG(π, IndGPσ) ∼= HomM(π, δ
1/2
P σ).

If one has an element T ∈ HomM(π, δ
1/2
P σ) (i.e., a morphism T : V → W ),

then by Lemma 2.2.5 one can get a morphism TU : VU → W ; note that

WU = W since U acts trivially on W . So we have obtained an element
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TU ∈ HomM(rU(π), σ). Conversely, a morphism in HomM(rU(π), σ) can

always be lifted to a morphism in HomM(π, δ
1/2
P σ). This proves the result.

Corollary 2.2.7. If there exists a non-zero G-morphism from (π, V ) to

IndGPσ, then VU 6= 0.

Proof. This follows directly from Proposition 2.2.6.

Equation (2.1) is the required form of Frobenius reciprocity that we need

in order to define the two classes of irreducible admissible representations

we mentioned before. Suppose that we have an irreducible admissible rep-

resentation (π, V ) of G such that there exists a G-morphism from (π, V )

to IndGPσ for some proper subgroup P as defined above; then we call π a

non-supercuspidal representation of G. The irreducible admissible represen-

tation (π, V ) will be called supercuspidal if and only if VU = 0 for all unipo-

tent radicals U as subgroups of all possible proper parabolics P . That is,

supercuspidal representations do not arise as subrepresentations or subquo-

tients of representations obtained by normalized induction from some proper

parabolic subgroup. For more information on the notion of supercuspidal

representations see Section 5 of [9].

One more remark about the Jacquet module is the fact that if (π, V ) is an

admissible (resp. smooth) representation of G then the normalized Jacquet

module rU(π) is an admissible (resp. smooth) representation of M . This

result is proved in Theorem 3.3.1 of [9].

2.2.2 Langlands’ parameterization data

In this subsection, we will set up some data that parameterize the irreducible

admissible representations of GSp(4, F ). We begin with some definitions.

If (π, V ) is an irreducible admissible representation of a unimodular lo-

cally compact group G, a matrix coefficient of π is a function of the form

g 7→ 〈π(g)v, v̂〉,
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where g ∈ G, v ∈ V , and v̂ ∈ V̂ . Here V̂ denotes the contragredient

representation of V and if v̂ : V → C is a linear functional, we write 〈v, v̂〉
for v̂(v), for v ∈ V .

We remind the reader the definition of the spaces Lp(G), for 1 ≤ p <∞.

Such spaces consist of measurable functions f : G→ C, such that∫
G

|f(g)|pdg <∞.

Definition 2.2.8. Let G be a unimodular locally compact group.

1. A representation of G is called square integrable if it has a basis whose

matrix coefficients are in the space L2(G).

2. A representation of G is called essentially square integrable if it becomes

square integrable modulo the center of G, after twisting with a suitable

character of G.

An example of an essentially square integrable representation is the Stein-

berg representation which we discussed in Definition 2.2.3. This result can

be found in Theorem 8.1.3 of [9]. A second example of essentially square

integrable representations are the supercuspidal representations mentioned

above. The supercuspidal representations of G are characterized by the fact

that they have matrix coefficients with compact support modulo the center of

G (see Theorem 5.2.1 of [9]). As a result, these representations are essentially

square integrable; in addition, this property implies (see Corollary 5.2.3 of

[9]) that if a supercuspidal representation has unitary central character, then

it is a unitary representation.

Definition 2.2.9. Let G be a unimodular locally compact group.

1. A representation of G is called tempered if it has a basis whose matrix

coefficients lie in the space L2+ε(G) for any ε > 0.

2. A representation of G is called essentially tempered if it is tempered

modulo the center of G, after twisting with a suitable character of G.
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Now we describe the Langlands’ parameterization for GSp(4, F ). Let D

denote the set of all equivalence classes of the irreducible essentially square

integrable representations of GL(k, F ) for k = 1, 2. For δ ∈ D, there exists

a unique real number e(δ) and a unique unitarizable representation δu ∈ D
such that

δ = |det|e(δ)δu.

Consider also the sets D+ = {δ ∈ D : e(δ) > 0} and M(D+), where the

latter is the set of all finite multisets in D+. Finally denote by T (G) the

set of all equivalence classes of the irreducible essentially tempered smooth

representations of GSp(n, F ) for n = 1, 2, 4. Take t = ((δ1, . . . , δr), τ) ∈
M(D+) × T (G); this t will be called the Langlands’ parameterization data,

and for such t let

δ1 × δ2 × · · · × δr o τ

be the normalized induction5 of t to GSp(4, F ). Choose a permutation p of

the set {1, 2, . . . , r} such that

e(δp(1)) ≥ e(δp(2)) ≥ · · · ≥ e(δp(r)).

Then the representation

δp(1) × δp(2) × · · · × δp(r) o τ

has a unique irreducible quotient which is an irreducible admissible represen-

tation of GSp(4, F ), and it will be denoted by L(t). The mapping

t 7→ L(t)

is a one-to-one parameterization of all irreducible admissible representations

of GSp(4, F ) by the Langlands’ parameterization data. This is the so-called

Langlands quotient theorem, and has been proved by Silberger for the case

5In our case, t will be a representation of F××F××F×, F××GSp(2, F ), or GL(2, F )×
F×; as we are going to see in the next section, these are the Levi subgroups of the Borel,
the Klingen, and the Siegel parabolic respectively.
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of p-adic groups; it is Theorem 4.1 in [59]. We will call the quotient L(t) the

Langlands quotient.

2.3 The non-supercuspidal representations of

GSp(4, F )

In this section, we are going to apply the normalized induction discussed

above, in the case of G = GSp(4, F ). This will give a description of the

non-supercuspidal representations of this group. The classification of the

irreducible admissible non-supercuspidal representations of GSp(4, F ) was

accomplished by Sally and Tadić in [53], following the unramified case which

was finished by Rodier in [50] and [51].

Let us first consider the Borel parabolic case. We are going to induce a

representation of the Levi subgroup of B to a representation of GSp(4, F ); in

fact, we are inducing a representation of B which is trivial on the unipotent

radical of B. Let χ1, χ2, and σ be characters of F×; we consider the character

of B given by 
a ∗ ∗ ∗

b ∗ ∗
cb−1 ∗

ca−1

 7→ χ1(a)χ2(b)σ(c).

We denote by χ1×χ2oσ the representation of GSp(4, F ) obtained by normal-

ized parabolic induction of the above character of B. The modular character6

of B is

δB :


a ∗ ∗ ∗

b ∗ ∗
cb−1 ∗

ca−1

 7→ |a|4|b|2|c|−3,

6For the modular characters of the parabolic subgroups of GSp(4, F ) see [48], Section
2.2.
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and the representation space of χ1 × χ2 o σ consists of the locally constant

functions f : GSp(4, F )→ C with the property

f(pg) = |a|2|b||c|−3/2χ1(a)χ2(b)σ(c)f(g),

where p =


a ∗ ∗ ∗

b ∗ ∗
cb−1 ∗

ca−1

 ∈ B, and g ∈ GSp(4, F ). The group

GSp(4, F ) acts on this space by right translation.

The Klingen parabolic Q has Levi subgroup isomorphic to GL(1, F ) ×
GSp(2, F ) ∼= F× × GL(2, F ) (which is explained in §1 of [53]). If χ is

a character of F× and (π, V ) is an admissible representation of GL(2, F ),

we denote by χ o π the admissible representation of GSp(4, F ) obtained

by normalized induction from the representation of Q on V (trivial on the

unipotent radical of Q) defined by
t ∗ ∗ ∗
a b ∗
c d ∗

∆t−1

 7→ χ(t)π(

(
a b

c d

)
),

where ∆ = ad− bc. The representation space of χo π consists of all locally

constant functions f : GSp(4, F )→ V with the property

f(pg) = |t|2|ad− bc|−1χ(t)π(

(
a b

c d

)
)f(g),

where p =


t ∗ ∗ ∗
a b ∗
c d ∗

∆t−1

 ∈ Q, and g ∈ GSp(4, F ). Note that the
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modular character of Q is given by

δQ :


t ∗ ∗ ∗
a b ∗
c d ∗

∆t−1

 7→ |t|4|ad− bc|−2.

The group GSp(4, F ) acts on this space by right translation.

Finally, let us consider normalized induction from the Siegel parabolic P ,

which has Levi subgroup isomorphic to GL(2, F )× F× (see §1 of [53]). Let

(π, V ) be an admissible representation of GL(2, F ) and σ a character of F×.

We denote by π o σ the representation of GSp(4, F ) which is obtained by

normalized induction from the representation of P on V given by(
A ∗

cA′

)
7→ σ(c)π(A);

recall the notation from Subsection 2.1.1. This representation has represen-

tation space consisting of all locally constant functions f : GSp(4, F ) → V

such that

f(pg) = |det(A)|3/2|c|−3/2σ(c)π(A)f(g)

for all p =

(
A ∗

cA′

)
∈ P and g ∈ GSp(4, F ). Here the modular character

of P is given by

δP :

(
A ∗

cA′

)
7→ |det(A)|3|c|−3.

Finally, GSp(4, F ) acts on this space by right translation.

For the representations χ1 × χ2 o σ, χo π, and π o σ, the centre F× of

GSp(4, F ) is acting via the characters σ2χ1χ2, χωπ, and σ2ωπ respectively;

here ωπ is the central character of π (see Section 2.2 of [48]).

Let ψ be a character of F×. If one has a representation (π, V ) of the gen-

eral linear group GL(k, F ), then one can get another representation (ψπ, V )
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defined by

ψπ(g) = ψ(det(g))π(g).

For the similitude symplectic group GSp(4, F ), if ψ is a character of F×

and (π, V ) a representation of GSp(4, F ), one can get a representation ψπ of

GSp(4, F ) which has the same representation space V as π, via

ψπ(g) = ψ(λ(g))π(g),

where λ is the similitude character of GSp(4, F ). This new representation

is called the twist of π by the character ψ. For the representations induced

from the parabolics B,Q, P of GSp(4, F ) one has

ψ(χ1 × χ2 o σ) ∼= χ1 × χ2 o ψσ,

ψ(π o σ) ∼= π o ψσ,

ψ(χo π) ∼= χo ψπ

respectively.

2.3.1 Classification of the non-supercuspidal represen-

tations of GSp(4, F )

Now we are going to list the admissible irreducible non-supercuspidal rep-

resentations of GSp(4, F ) as in [48]. The idea is that every irreducible ad-

missible and non-supercuspidal representation of GSp(4, F ) is an irreducible

constituent of a parabolically induced representation, induced from a direct

product of supercuspidal representations of groups of lower rank; these direct

products will be called supercuspidal inducing data. Roberts and Schmidt in

[48], following Sally and Tadić, classify the supercuspidal inducing data that

one needs to get all irreducible admissible non-supercuspidal representations

in eleven classes, which will be called “types”. If an irreducible admissible

non-supercuspidal representation is an irreducible constituent of a represen-

tation induced from B, Q, or P , then we will say that it is supported in B, Q,
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or P respectively. Representations contained in one of the first six types are

supported in the Borel parabolic B; representations contained in types VII,

VIII, IX are supported in the Klingen parabolic Q; and finally, representa-

tions supported in the Siegel parabolic P are contained in the last two types.

Before we proceed with the list of irreducilbe admissible non-supercuspidal

representations, we need to explain the notion of the Grothendieck group.

Definition 2.3.1. Let A be the category of all smooth representations of

finite length of GSp(4, F ). The Grothendieck group of A is the abelian group

generated by isomorphism classes 〈π〉 of objects π in A, modulo the relations

〈π2〉 = 〈π1〉+ 〈π3〉,

for all short exact sequences π1 ↪→ π2 � π3 in A.

To make notation easier, for elements in the Grothendieck group, we are

going to omit “〈” and “〉”. For instance, when we have the (isomorphism

class of the) representation π of GSp(4, F ), which has ρ as an irreducible

subrepresentation and τ as an irreducible quotient, we will write

π = ρ+ τ.

Below we list the irreducible admissible non-supercuspidal representations of

GSp(4, F ).

Type I. Let χ1, χ2, and σ be characters of F×. The representation

χ1×χ2oσ is irreducible if and only if χ1 6= | |±1, χ2 6= | |±1, and χ1 6= | |±1χ±1
2 .

This is Lemma 3.2 of [53]. Type I consists of irreducible representations of

the form

χ1 × χ2 o σ.

Type II. Let χ be a character of F× such that χ 6= | |±3/2 and χ2 6= | |±1.

Type II consists of representations of the form

| |1/2χ× | |−1/2χo σ.
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By Lemmata 3.3 and 3.7 of [53] we have that | |1/2χ×| |−1/2χoσ decomposes

into two irreducible constituents

IIa. χStGL(2) o σ and IIb. χ1GL(2) o σ.

The representation IIa is a subrepresentation and the representation IIb is

a quotient of | |1/2χ × | |−1/2χ o σ. One can write these representations as

Langlands quotients as follows (see Lemmata 3.3 and 3.7 of [53])

χStGL(2) o σ =

{
L(χStGL(2) o σ), if e(χ) = 0

L(χStGL(2), σ), if e(χ) > 0

and

χ1GL(2) o σ =


L(| |1/2χ, | |1/2χ−1, | |−1/2χσ), if 0 ≤ e(χ) < 1/2

L(| |1/2χ, | |−1/2χo σ), if e(χ) = 1/2

L(| |1/2χ, | |−1/2χ, σ), if e(χ) > 1/2.

Type III. Let χ be a character of F× such that χ 6= 1F× and χ 6= | |±2.

Type III consists of representations of the form

χ× | |o | |−1/2σ.

By Lemmata 3.4 and 3.9 of [53], the representation χ×| |o| |−1/2σ decomposes

into the following two irreducible constituents

IIIa. χo σStGSp(2) and IIIb. χo σ1GSp(2).

The representation IIIa is a subrepresentation and the representation IIIb

is a quotient of χ × | | o | |−1/2σ. One can write these representations as

Langlands quotients as follows (see Lemmata 3.4 and 3.9 of [53])

χo σStGSp(2) =

{
L(χo σStGSp(2)), if e(χ) = 0

L(χ, σStGSp(2)), if e(χ) > 0
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and

χo σ1GSp(2) =

{
L(| |, χo | |−1/2σ), if e(χ) = 0

L(χ, | |, | |−1/2σ), if e(χ) > 0.

Type IV. Representations of this type are of the form

| |2 × | |o | |−3/2σ,

where σ is an arbitrary character of F×. By Lemma 3.5 of [53] this repre-

sentation decomposes as

| |3/2StGL(2) o | |−3/2σ + | |3/21GL(2) o | |−3/2σ

= | |2 o | |−1σStGSp(2) + | |2 o | |−1σ1GSp(2).

Each of these representations is reducible, and decomposes into irreducible

constituents as follows

| |3/2StGL(2) o | |−3/2σ = σStGSp(4) + L(| |3/2StGL(2), | |−3/2σ),

| |3/21GL(2) o | |−3/2σ = L(| |2, | |−1σStGSp(2)) + σ1GSp(4),

| |2 o | |−1σStGSp(2) = σStGSp(4) + L(| |2, | |−1σStGSp(2)),

| |2 o | |−1σ1GSp(2) = L(| |3/2StGL(2), | |−3/2σ) + σ1GSp(4).

To sum up, the representation | |2 × | | o | |−3/2σ has four irreducible con-

stituents, which are the following

IVa. σStGSp(4)

IVb. L(| |2, | |−1σStGSp(2))

IVc. L(| |3/2StGL(2), | |−3/2σ)

IVd. σ1GSp(4).

The representation IVa is the unique subrepresentation of | |2× | |o | |−3/2σ

(see Proposition 1(ii) of [50]); this subrepresentation is essentially square
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integrable.

Type V. Representations of this type are of the form

| |ξ × ξ o | |−1/2σ,

where ξ is a non-trivial quadratic character of F× and σ is any character of

F×. By following Lemma 3.6 of [53], one gets that the above representation

has two subrepresentations and two subquotients, which in the Grothendieck

group notation can be written as

| |1/2ξStGL(2) o | |−1/2σ + | |1/2ξ1GL(2) o | |−1/2σ

= | |1/2ξStGL(2) o ξ| |−1/2σ + | |1/2ξ1GL(2) o ξ| |−1/2σ.

Each of these representations decomposes into irreducible constituents as

follows

| |1/2ξStGL(2) o | |−1/2σ = δ([ξ, | |ξ], | |−1/2σ) + L(| |1/2ξStGL(2), | |−1/2σ),

| |1/2ξ1GL(2) o | |−1/2σ = L(| |1/2ξStGL(2), | |−1/2ξσ) + L(| |ξ, ξ o | |−1/2σ),

| |1/2ξStGL(2) o ξ| |−1/2σ = δ([ξ, | |ξ], | |−1/2σ) + L(| |1/2ξStGL(2), ξ| |−1/2σ),

| |1/2ξ1GL(2) o ξ| |−1/2σ = L(| |1/2ξStGL(2), | |−1/2σ) + L(| |ξ, ξ o | |−1/2σ).

To sum up, the representation | |ξ × ξ o | |−1/2σ has four irreducible con-

stituents, which are listed below

Va. δ([ξ, | |ξ], | |−1/2σ)

Vb. L(| |1/2ξStGL(2), | |−1/2σ)

Vc. L(| |1/2ξStGL(2), ξ| |−1/2σ)

Vd. L(| |ξ, ξ o | |−1/2σ).

By results of Rodier (see Propositions 1 and 5 in [50]), the representation

| |ξ×ξo | |−1/2σ has a unique essentially square integrable subrepresentation;
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this is exactly the representation7 δ([ξ, | |ξ], | |−1/2σ). For more details the

reader should consult [50]. The representations Vb and Vc are subquotients,

and Vd is the Langlands quotient of | |ξ × ξ o | |−1/2σ.

Type VI. This type consists of representations of the form

| | × 1F× o | |−1/2σ,

where σ is an arbitrary character of F×. By Lemma 3.8 of [53], the represen-

tation | | × 1F× o | |−1/2σ has two subrepresentations and two subquotients,

which in the Grothendieck group notation can be written as

| |1/2StGL(2) o | |−1/2σ + | |1/21GL(2) o | |−1/2σ

= 1F× o σStGSp(2) + 1F× o σ1GSp(2).

Each of the reducible constituents decomposes as follows

| |1/2StGL(2) o | |−1/2σ = τ(S, | |−1/2σ) + L(| |1/2StGL(2), | |−1/2σ),

| |1/21GL(2) o | |−1/2σ = τ(T, | |−1/2σ) + L(| |, 1F× o | |−1/2σ),

1F× o σStGSp(2) = τ(S, | |−1/2σ) + τ(T, | |−1/2σ),

1F× o σ1GSp(2) = L(| |1/2StGL(2), | |−1/2σ) + L(| |, 1F× o | |−1/2σ).

The representations8 τ(S, | |−1/2σ) and τ(T, | |−1/2σ) are essentially tempered

but not square integrable, and they are not equivalent. To sum up, we have

7Here, we follow the notation of [48]. In general the notation “δ(. . . )” means that the
subrepresentation is essentially square integrable.

8Again here, we follow the notation of [48]. Denoting the subrepresentation of type VIa
by τ(S, . . . ) and the subquotient of type VIb by τ(T, . . . ), we mean that the representations
are essentially tampered.

31



the following irreducible constituents of | | × 1F× o | |−1/2σ.

VIa. τ(S, | |−1/2σ)

VIb. τ(T, | |−1/2σ)

VIc. L(| |1/2StGL(2), | |−1/2σ)

VId. L(| |, 1F× o | |−1/2σ).

Type VII. These are the irreducible representations of the form

χo π,

where χ is a character of F× and π a supercuspidal representation ofGL(2, F ).

By results of Waldspurger and Shahidi (see Proposition 5.1 of [69] and Sec-

tion 8 of [57]), we have that χ o π is irreducible if and only if χ 6= 1F× and

χ 6= ξ| |±1, where ξ is a quadratic character such that ξπ ∼= π.

Type VIII. Representations of this type are of the form

1F× o π,

where π is a supercuspidal representation of GL(2, F ). Such representations

decompose into a direct sum of two irreducible constituents

VIIIa. τ(S, π) and VIIIb. τ(T, π).

By Proposition 4.8 of [53], the representations τ(S, π) and τ(T, π) are essen-

tially tempered and they are not equivalent.

Type IX. These are representations of the form

| |ξ o | |−1/2π,

where ξ is a non-trivial quadratic character of F× and π is a supercuspidal

representation of GL(2, F ) such that ξπ ∼= π. This representation decom-
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poses into two irreducible constituents

IXa. δ(| |ξ, | |−1/2π) and IXb. L(| |ξ, | |−1/2π).

The representation δ(| |ξ, | |−1/2π) is an essentially square integrable repre-

sentation, and the quotient L(| |ξ, | |−1/2π) is a non-tempered representation

(Proposition 4.8 of [53]).

Type X. These are the irreducible representations of the form

π o σ,

where π is a supercuspidal representation of GL(2, F ) and σ is a character of

F×. By results of Shahidi (see Section 6 of [58]), π o σ is irreducible if and

only if π 6= | |±1/2ρ with ρ a supercuspidal representation of GL(2, F ) with

trivial central character.

Type XI. Representations of this type are of the form

| |1/2π o | |−1/2σ,

where π is a supercuspidal representation of GL(2, F ) of trivial central char-

acter, and σ is a character of F×. The representation decomposes into the

two irreducible constituents

XIa. δ(| |1/2π, | |−1/2σ) and XIb. L(| |1/2π, | |−1/2σ).

Note that δ(| |1/2π, | |−1/2σ) is an irreducible and essentially square integrable

subrepresentation, and L(| |1/2π, | |−1/2σ) is a non-tempered quotient (see

Proposition 4.6 of [53]).

The following main result concerning the classification of irreducible ad-

missible non-supercuspidal representations of GSp(4, F ), where F is an non-

archimedean local field, is due to Sally and Tadić.

Theorem 2.3.2. Let π be an irreducible admissible non-supercuspidal rep-

resentation of GSp(4, F ). Then π is of type I, II, III, IV, V, VI, VII, VIII,
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IX, X or XI. Furthermore, the representation π belongs to only one type of

the above.

Proof. This is the main result of [53].

2.3.2 Generic representations

We finish this chapter by discussing the notion of a generic representation.

These are representations which act on particular spaces of functions, which

are more concrete and easier to understand.

We fix a non-trivial additive character ψ of F . Every other such character

is of the form x 7→ ψ(cx) for a uniquely determined element c ∈ F (see

Exercise 3.1.1 in [4]). For c1, c2 ∈ F×, we define a character ψc1,c2 of the

unipotent radical U of the Borel subgroup of GSp(4, F ) as follows

ψc1,c2(


1 x ∗ ∗

1 y ∗
1 −x

1

) = ψ(c1x+ c2y).

If we have a function W : GSp(4, F ) → C that satisfies the transformation

property

W (


1 x ∗ ∗

1 y ∗
1 −x

1

 g) = ψ(c1x+ c2y)W (g),

for all g ∈ GSp(4, F ), it will be called a Whittaker function with respect to

ψc1,c2 .

Let π be an irreducible admissible representation of GSp(4, F ). Suppose

that we can realize the representation space of π as a space of Whittaker

functions W : GSp(4, F ) → C with respect to a character ψc1,c2 , such that

GSp(4, F ) acts on this space by right translation. Then we say that π has

a Whittaker model with respect to ψc1,c2 . The space of such functions is
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denoted byW(π, ψc1,c2). It is a result of Rodier (see [49]) that if a Whittaker

model exists, then it is unique.

Definition 2.3.3. If an irreducible admissible representation of GSp(4, F )

has a Whittaker model, then it will be called a generic representation.

According to Table A.1 of [48], each of the types of representations of

GSp(4, F ) that we listed above has a generic irreducible (sub)representation.

These are the representations of type I, IIa, IIIa, IVa, Va, VIa, VII, VIIIa,

IXa, X, and XIa.
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Chapter 3

The local Langlands

correspondence

In this chapter we recall some essential definitions coming from Galois the-

ory, so that we are able to introduce the reader to the local Langlands cor-

respondence; this correspondence is concerned with relating admissible rep-

resentations of GSp(4, F ) to representations of the Galois group Gal(F̄ /F )

with image in GSp(4, Q̄l) (where l is some prime different from the residual

characteristic of F ). For the next part of this chapter, we provide a list

for the L-parameters associated to irreducible admissible representations of

GL(2, F ) and for the L-parameters associated to irreducible admissible non-

supercuspidal representations of GSp(4, F ). Finally, we consider the local

L-factors that one can define for admissible representations of GSp(4, F );

later on, these will constitute the Euler products of the two L-functions at-

tached to an automorphic representation for GSp(4).

3.1 Galois theory

We begin by setting some notation. Firstly, let F be a non-archimedean local

field, which will be a finite extension of the field Qp, for a prime number p.

As before, let OF be its ring of integers, pF the unique maximal ideal of
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OF , and q the number of elements of kF = OF/pF . The prime p is the

characteristic of the residue field kF . Moreover, if $ is a generator of pF , the

normalized absolute value on F will be denoted by | | and it is the unique

extension of the corresponding absolute value on Qp; it holds that |$| = q−1.

Finally, we will denote the discrete valuation on F by vF : F → Z ∪ {∞},
with |x| = q−vF (x).

We consider the groups

U (n) = 1 +$nOF =

{
a ∈ F× : |1− a| < 1

qn−1

}
,

for n a positive integer, with the convention that U (0) = 1 + $0OF is the

group of units O×F . This is a basis of neighbourhoods of the element 1 ∈ F×,

and

O×F ⊃ 1 +$1OF ⊃ 1 +$2OF ⊃ . . .

We have U (0)/U (1) ∼= (OF/pF )×, and for n ≥ 1, U (n)/U (n+1) ∼= OF/pF (see

Kapitel II, Satz 3.10 of [41]). The next definition contains one of the basic

notions of this thesis. That is, the notion of the conductor of a character of

F×.

Definition 3.1.1. Let χ : F× → C× be a continuous homomorphism.

1. The smallest non-negative integer n such that χ(1 + $nOF ) = 1 is

called the conductor of χ. We will denote the conductor of χ by a(χ).

2. The homomorphism χ will be called unramified if χ(O×F ) = 1, and

tamely ramified if χ(1 +$O×F ) = 1 but χ(O×F ) 6= 1.

We will return to this notion later, when we consider conductors of more

general representations.

3.1.1 The Weil-Deligne group

If L/F is a field extension, we define the Galois group Gal(L/F ) of this

extension to be the group of all automorphisms of L which fix F . If in ad-

dition, the extension L/F is an infinite Galois extension, then one can equip
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Gal(L/F ) with the so-called Krull topology; this topology makes Gal(L/F )

into a profinite group, i.e., we may write

Gal(L/F ) = lim←−
M/F finite

Gal(M/F ),

and the fundamental theorem of Galois theory holds for Gal(L/F ). Since we

are not going to need a lot of information on the topology of Gal(L/F ), we

refer the reader to [25], §1.

Let F̄ (respectively k̄F ) be the algebraic closure of F (respectively kF );

then we write GF = Gal(F̄ /F ) (respectively GkF = Gal(k̄F/kF )). By Satz

9.9 in Kapitel II of [41], there exists a surjective map GF � GkF that takes

σ ∈ GF to an automorphism σ̄ ∈ GkF which is defined via

σ̄ : x mod pF̄ 7→ σx mod pF̄ .

Definition 3.1.2. We define the inertia subgroup IF of GF to be the kernel

of the surjective map GF � GkF ; that is

IF = ker(GF → GkF ) = {σ ∈ GF : σx ≡ x mod pF̄ , for all x ∈ OF̄}.

The fixed field of the inertia subgroup, i.e., F̄ IF = F nr, will be called the

maximal unramified extension of F , while an extension L/F will be called

unramified if L is a subfield of F nr. Thus we have IF = Gal(F̄ /F nr) and

GkF
∼= Gal(F nr/F ). Generalizing the definition of the inertia group for the

extension F̄ /F , we define the inertia subgroup of an extension L/F as

IL/F = {σ ∈ Gal(L/F ) : σx ≡ x mod pL, for all x ∈ OL}.

Consider the Frobenius automorphism Frob : x 7→ xq which lies in GkF .

The infinite cyclic subgroup ofGkF generated by the Frobenius automorphism

will be called the Weil group of kF , and will be denoted by WkF . Note that

sometimes it is the inverse of the Frobenius automorphism that is considered

as the canonical generator of WkF ; i.e., the map ϕ defined by (ϕ(x))q = x.
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We can make WkF a topological group by giving it the discrete topology.

Now, as mentioned earlier, one has the following exact sequence

1→ IF ↪→ GF � GkF → 1.

The inverse image of the inverse Frobenius automorphism ϕ under the sur-

jection GF � GkF is the set φIF , where φ is an element lying above ϕ. That

is, the inverse image of the group WkF under the above surjection is
⋃
n∈Z

φnIF .

Definition 3.1.3. We define the Weil group WF of F to be the inverse image

of WkF under the surjection GF � GkF . That is,

WF =
⋃
n∈Z

φnIF ,

or equivalently,

WF = {σ ∈ GF : σ|Fnr = φn, for some n ∈ Z}.

Thus we get the exact sequences

1 −−−→ IF −−−→ GF −−−→ GkF −−−→ 1∥∥∥ x x
1 −−−→ IF −−−→ WF −−−→ WkF −−−→ 1

where the vertical arrows are inclusions. The Weil group WF has a large

subgroup IF which is profinite (as it is a Galois group), but WF is not a

profinite group. We define a topology on WF by requiring that IF be open in

WF , that the subspace topology on IF from WF coincide with the subspace

topology from GF , and that left multiplication by φ be a homeomorphism.

Now we are going to consider a larger group, the so-called Weil-Deligne

group. There is a continuous homomorphism

‖ ‖ : WF → Q×

39



which is defined by being trivial on the inertia subgroup, that is ‖IF‖ = {1},
and such that ‖φ‖ = q−1, where φ is an element lying above the inverse

Frobenius ϕ.

Definition 3.1.4. We define the Weil-Deligne group W ′
F to be the semi-

direct product

W ′
F = CoWF ,

where the action of WF on C is (for w ∈ WF and z ∈ C)

wzw−1 = ‖w‖z. (3.1)

Thus, the multiplication on this semi-direct product is

(z, w)(z′, w′) = (z + ‖w‖z′, ww′), (3.2)

where z, z′ ∈ C and w,w′ ∈ WF .

We giveW ′
F the product topology, corresponding to its set-theoretic struc-

ture as a cartesian product.

Before we move to the next paragraph, we introduce some useful notions.

In particular, we consider the abelian extensions over F ; that is extensions

such that the corresponding Galois group is abelian. We define Gal(F̄ /F )ab to

be the maximal abelian continuous image of Gal(F̄ /F ); i.e., it is the quotient

of Gal(F̄ /F ) modulo the closure of its commutator subgroup. Let F ab be

the algebraic extension of F such that Gal(F ab/F ) = Gal(F̄ /F )ab. Then an

extension L/F will be called abelian if L ⊂ F ab. In the same fashion, one

defines W ab
F as WF modulo the closure of its commutator subgroup. Finally,

note that

W ab
F
∼= (W ′

F )ab. (3.3)

3.1.2 Ramification filtration

We now introduce the reader to the so-called ramification subgroups, which

measure how ramified our Galois representations are going to be. We first
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consider finite Galois extensions L/F . Note that by §9, Proposition 1 in [16],

there is an α such that OL = OF [α]. We define the following filtration on

the Galois group Gal(L/F ):

Gal(L/F )−1 = Gal(L/F );

Gal(L/F )0 = {σ ∈ Gal(L/F ) : σx ≡ x mod pL, for all x ∈ OL}

= {σ ∈ Gal(L/F ) : σα ≡ α mod pL}

= {σ ∈ Gal(L/F ) : vL(σα− α) ≥ 1};

Gal(L/F )i = {σ ∈ Gal(L/F ) : σx ≡ x mod pi+1
L , for all x ∈ OL}

= {σ ∈ Gal(L/F ) : σα ≡ α mod pi+1
L }

= {σ ∈ Gal(L/F ) : vL(σα− α) ≥ i+ 1}.

Note that for sufficiently large n, Gal(L/F )n is going to be the trivial sub-

group. Moreover, the subgroup Gal(L/F )1 is called the wild inertia subgroup,

and note that Gal(L/F )0 is the inertia subgroup IL/F . By Theorem 1(ii) of

§8 in [16], we have that the wild inertia subgroup is the unique Sylow p-

subgroup of the inertia subgroup. Moreover, we say that a finite extension

L/F nr is tamely ramified if Gal(L/F nr)1 is trivial. By Corollary 2 in §8 of

[16], the composite of tamely ramified extensions is again tamely ramified.

The maximal tamely ramified extension F tr of F is the union of all tamely

ramified extensions in F̄ .

It is clear to see from the way we defined the ramification subgroups that

the filtration passes to subgroups. That is, if we have the finite extensions

L/M and M/F , then

Gal(L/M)i = Gal(L/F )i ∩Gal(L/M).

We would like to be able to define a similar filtration for infinite Galois

extensions in order to use it for the group Gal(F̄ /F ). A way to do this, is to

use the fact that for an infinite extension L/F , the Galois group Gal(L/F )
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is profinite. Then we may write it as an inverse limit

Gal(L/F ) = lim←−
M/F finite

Gal(M/F )

and transfer the filtration from the quotient groups Gal(M/F ) to the group

Gal(L/F ). One problem that we face is that the so-called lower numbering

that we have just defined for our filtration does not pass to quotients. Hence

we have to modify it slightly to get the so-called upper numbering for our

filtration.

To make our notation easier, we denote by gi the order of the group

Gal(L/F )i. Consider a real variable x ∈ [−1,∞) and write Gal(L/F )x =

Gal(L/F )i, where i is the least integer greater than or equal to x. We define

a function φL/F via

φL/F (x) =


x, if − 1 ≤ x ≤ 0

g1

g0

+ · · ·+ gm
g0

+
(x−m)gm+1

g0

, if x ≥ 0

where m is the integer with m ≤ x < m+1. The function φL/F is the so-called

Herbrand function; it is continuous and strictly increasing and therefore it

has an inverse function ψL/F (y), for y ∈ [−1,∞), which is continuous and

strictly increasing. In addition, one can see from the definition that φL/F is

linear in the interval [m,m+ 1], for m an integer ≥ −1. The new numbering

for the ramification groups is given by

Gal(L/F )y = Gal(L/F )x, (3.4)

where y = φL/F (x). Our next goal is to explain why the new upper numbering

has nice compatibility properties when passing to quotients.

Suppose we have the Galois extensions L/M and M/F and the Galois

groups ∆ = Gal(L/M) and Γ = Gal(L/F ), so that Gal(M/F ) ∼= Γ/∆. We

have the following lemma.

Lemma 3.1.5. For the Galois extensions L/M and M/F , the following hold:
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i. for the Herbrand function we have φL/F (x) = φM/F (φL/M(x));

ii. for y = φL/M(x) we have (Γ/∆)y = Γx∆/∆.

Proof. The reader may refer to Theorem 2 of §9 in [16], and its proof.

Now we are ready to see how the upper numbering passes to quotients.

Corollary 3.1.6. For Galois extensions L/M/F one has

(Γ/∆)z = Γz∆/∆, (3.5)

Proof. By Equation (3.4) we have

(Γ/∆)z = (Γ/∆)y,

where z = φM/F (y). By using now Lemma 3.1.5 one has

(Γ/∆)y = Γx∆/∆,

where y = φL/M(x). Finally, by applying Equation 3.4 on Γ and considering

that φL/F (x) = φM/F (φL/M(x)), one gets

Γx∆/∆ = Γz∆/∆,

where z = φM/F (y) = φL/F (x). Thus we have our result.

Equation (3.5) indicates how one can define ramification filtration on

quotient groups. Now that one has the filtration of ramification subgroups on

quotients, one may define ramification subgroups on infinite Galois extensions

by using the inverse limit formula

Gal(L/F )z = lim←−
M/F finite

Gal(M/F )z,

where Gal(M/F ) are quotients of the Galois group Gal(L/F ).
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Note that if F̄ is an algebraic closure of F , then Gal(F̄ /F )0 = IF is the

inertia subgroup of Gal(F̄ /F ). Recall that the wild inertia subgroup for finite

extensions L/F is the unique Sylow p-subgroup of IL/F ; for infinite extensions

such as F̄ /F , the wild inertia subgroup will be the maximal pro-p-subgroup

of the inertia group.

In the beginning of this section we defined a filtration on F× by the

subgroups U (n) = 1 +$nOF , where O×F = U (0). We extend this filtration to

real exponents by U (z) = U (n) if n−1 < z ≤ n. We are going to use the local

reciprocity map from local class field theory in order to relate the filtrations

on F× and on Gal(F̄ /F ). Let us recall the local reciprocity map. The local

reciprocity map is a map

rF : F× → Gal(F̄ /F )ab

such that

i. rF ($) ∈ φIFab/F ;

ii. O×F is mapped onto IFab/F = Gal(F ab/F )0.

For a detailed description the reader should refer to §2 of [55]. By the def-

inition of the Weil group of F and by the fact that every element a in F×

can be written uniquely as a = $mu for m ∈ Z and u ∈ O×F (see §1 of [16]),

one has that the local reciprocity map induces an isomorphism

F× ∼= W ab
F . (3.6)

Theorem 3.1.7. The local reciprocity map

rF : F× → Gal(F̄ /F )ab

maps the groups U (z) onto the groups Gal(F ab/F )z for all z ≥ 0.

Proof. See Theorem 1 of §4 in [55].
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Recall Definition 3.1.1, where we defined a character on F× to be unram-

ified when χ(O×F ) = 1. Seeing this character as a character of WF via the

local reciprocity map, we say that χ is unramified if it is trivial on the inertia

subgroup IF .

3.2 Local Langlands correspondence

In this section we discuss the local Langlands correspondence for GSp(4, F )

which was proved by Gan and Takeda in [18], and asserts the following. If

Irr(GSp(4, F )) is the set of irreducible admissible representations ofGSp(4, F )

and Φ(GSp(4, F )) is the set of equivalence classes of admissible continuous

homomorphisms

W ′
F → GSp(4,C),

then there is a surjective map

L : Irr(GSp(4, F ))→ Φ(GSp(4, F )).

If π is a representation in Irr(GSp(4)), then L(π) will be called the L-

parameter of π. This map is finite-to-one and Gan and Takeda prove that

in fact the fibers of the map, which are called L-packets, contain either one

or two elements; in the case where an L-packet contains two elements, ex-

actly one is a generic representation of GSp(4, F ). This is the Main Theorem

of [18].

Below we are going to talk about the representations of the Weil-Deligne

group, which will lead us to the formal definition of L-parameters. After that,

we are going to describe explicitly the L-parameters which are attached to

irreducible admissible non-supercuspidal representations of GSp(4, F ).

3.2.1 Representations of the Weil-Deligne group

Let us consider first representations of the Weil group. By a representation

of WF we mean a continuous homomorphism ρ0 : WF → GL(V ), where V is
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a finite dimensional complex vector space.

Definition 3.2.1. If ρ0 is a representation ofWF , we say that ρ0 is unramified

when ρ0|IF is trivial. Otherwise we say that ρ0 is ramified.

By the local reciprocity map, we saw that there is an isomorphism

F× ∼= W ab
F .

Since any one-dimensional representation of WF factors through W ab
F , one

may identify characters of WF with characters of F×. From Equation (3.3)

we have F× ∼= (W ′
F )ab and characters of F× may also be identified with

characters of (W ′
F )ab. In this thesis, we are going to freely identify charac-

ters of F× with characters of the Weil (resp. Weil-Deligne) group without

mentioning it every time.

We required that a representation of WF is a continuous homomorphism.

The next proposition gives an alternative way to think of continuity in this

concept (see Section 2 of [52]).

Proposition 3.2.2. A homomorphism ρ0 : WF → GL(V ) is continuous if

and only if ρ0 is trivial on an open subgroup of the inertia group IF .

Proof. Suppose first that ρ0 is a continuous homomorphism. By a standard

property of complex Lie groups, there is an open neighbourhood U of the

identity in GL(V ) which contains no non-trivial subgroups of GL(V ). Since

ρ0 is continuous, ρ0(U)−1 is an open neighbourhood of the identity in WF and

as a result, it contains an open subgroup J of IF . Then ρ0(J) is a subgroup

of GL(V ) contained in U , so it is the trivial subgroup.

Conversely, if ρ0 : WF → GL(V ) is a homomorphism which is trivial on

an open subgroup J of the inertia, then it factors through WF/J . That is,

any open subgroup of GL(V ) has inverse image which is a union of cosets of

the open subgroup J , hence it is open. Therefore ρ0 is continuous.

As a result, a continuous representation of the Weil group is character-

ized by the fact that it is trivial on an open subgroup of the inertia group.
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In the local Langlands correspondence some of the representations that we

need to consider do not have this property. Therefore, we need to discuss

representations of the Weil-Deligne group instead.

By a representation of W ′
F we mean a finite-dimensional complex vector

space V and a continuous homomorphism

ρ′0 : W ′
F → GL(V )

such that the restriction of ρ′0 to C is complex analytic.

Proposition 3.2.3. Representations ρ′0 of the Weil-Deligne group W ′
F acting

on the space V can be identified with pairs (ρ0, N), where ρ0 is a representa-

tion of WF on V and N is a nilpotent endomorphism of V such that

ρ0(g)Nρ0(g)−1 = ‖g‖N, (3.7)

for g ∈ WF .

Proof. If we have a pair (ρ0, N) we can get ρ′0 by

ρ′0((z, w)) = ρ0(w) exp(zN),

for w ∈ WF and z ∈ C. To see that this is indeed a representation of the

Weil-Deligne group, one uses Equations (3.2) and (3.7).

If we have a representation ρ′0 of the Weil-Deligne group, we can get a

pair (ρ0, N) by

ρ0 = ρ′0|WF

and

N = (log ρ′0(z))/z,

and this is independent of z ∈ C. We need to prove that N as given is

nilpotent, and independent of z. The endomorphism N is nilpotent when

log ρ′0(z) is; since log ρ′0(z) is given as power series in ρ′0(z) − 1, we need

to show that ρ′0(z) is unipotent. First note that if we substitute φ−1 in
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Equation (3.1) and then apply ρ′0, we get

ρ′0(φ−1)ρ′0(z)ρ′0(φ) = ρ′0(z)q;

i.e., ρ′0(z) and ρ′0(z)q are similar and thus they have the same eigenvalues. If

λ is an eigenvalue of ρ′0(z), by iteration λq
n

is also an eigenvalue of ρ′0(z) for

all n ≥ 0. Since the number of distinct eigenvalues of ρ′0(z) is at most the

dimension d of ρ′0, there are integers 0 ≤ m0 < n0 ≤ d, such that

λq
m0 = λq

n0 .

We define a positive integer

r =
∏

0≤m<n≤d

(qn − qm),

which is independent of z. Note that every eigenvalue of ρ′0(z) is an r-th root

of unity. If one applies this argument on ρ′0(z/r), then ρ′0(z) = ρ′0(z/r)r has

every eigenvalue equal to 1; this proves that ρ′0(z) is unipotent, therefore N

is nilpotent.

For the fact that N is independent of z as given above, the reader should

refer to §3 in [52].

From now on, we may denote a representation of the Weil-Deligne group

by a pair (ρ0, N), where ρ0 is a representation of the Weil group and N is

a nilpotent matrix satisfying Equation (3.7). Such representations will be

called Weil-Deligne representations.

Definition 3.2.4. We say that a representation (ρ0, N) of W ′
F is unramified

when ρ0 is unramified as a representation of WF and N = 0. Otherwise we

say that (ρ0, N) is ramified.

Definition 3.2.5. A Weil-Deligne representation (ρ0, N) is called admissible

(or F-semisimple) when ρ0 is semisimple.

Note that if (ρ0, N) is a representation of W ′
F with representation space V ,

then a subspace of V is invariant under W ′
F if and only if it is invariant under
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both WF and N . A representation of W ′
F is irreducible when it has no non-

trivial proper subspaces which are invariant under W ′
F . By Equation (3.7)

the kernel of N is stable under WF , hence if a representation (ρ0, N) is

irreducible we must have N = 0. As a result, the irreducible Weil-Deligne

representations are simply the irreducible representations of WF .

If (ρ0, N) is a Weil-Deligne representation, and χ is a character of WF ,

then we define the twist of (ρ0, N) by χ as χ(ρ0, N) = (χρ0, N). This is a

representation of W ′
F , and it is straightforward to see that admissibility is

preserved under twisting.

There is a bijection between complex representations ρ′0 = (ρ0, N) of the

Weil-Deligne group and λE-adic representations ρ : GF → GL(n,E), where

E is a finite extension over Ql and λE the maximal ideal of the ring of integers

of E. Here λE | l, and l is a prime different from the characteristic p of kF .

The construction of this bijection is due to Deligne and Grothendieck.

In order to define this bijection, we need to make two choices. Firstly,

we fix a lift φ of the Frobenius automorphism (in fact, a lift of the inverse

Frobenius automorphism). Secondly, we fix a non-trivial continuous homo-

morphism

tl : IF → Ql,

which is defined as the composition

IF → IF/Gal(F̄ /F tr) ∼=
∏
r-p

Zr → Zl.

Here F tr is the maximal tamely ramified extension over F nr, and the second

map is the projection on the factor Zl. The isomorphism

IF/Gal(F̄ /F tr) ∼=
∏
r-p

Zr

is described in Corollary 3 of §8 in [16]. For more information on tl, the

reader can refer to §4 in [52].
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Theorem 3.2.6. Suppose l is a prime different from p. Let

ρ : GF → GL(Vl)

be a λE-adic representation, where Vl is an E-vector space of finite dimension.

Then:

i. There is a unique nilpotent endomorphism Nl of Vl such that

ρ(g0) = exp(tl(g0)Nl)

for g0 in some open subgroup of IF . Furthermore

ρ(g)Nlρ(g)−1 = ‖g‖Nl

for g ∈ WF . We have Nl = 0 if and only if ρ is trivial on an open

subgroup of IF .

ii. The function ρ0,l : WF → GL(Vl) defined by

ρ0,l(g) = ρ(g) exp(−tl(g0)Nl),

where g = φmg0, for g0 ∈ IF and m ∈ Z, is a homomorphism and is

trivial on an open subgroup of IF (i.e., ρ0,l is a representation of WF ).

iii. For g ∈ WF we have

ρ0,l(g)Nlρ0,l(g)−1 = ‖g‖Nl.

Conversely, for each pair (ρ0, N) there is a unique λE-adic representation

ρ : GF → GL(Vl).

Proof. See Proposition in §4 of [52] and the generalization remark after it.
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3.2.2 Local Langlands correspondence for GL(2, F )

In this subsection, we remind the reader the theory of irreducible admis-

sible representations of GL(2, F ). After that, we attach L-parameters to

these representations. In our description of the irreducible admissible rep-

resentations of GL(2, F ) we will use the same notation as the one we used

when we listed the irreducible admissible non-supercuspidal representations

for GSp(4, F ); thus we need the notion of the Grothendieck group (see also

Definition 2.3.1). That is, if A is the category of smooth representations of

finite length of GL(2, F ), the Grothendieck group of A is the abelian group

generated by isomorphism classes π (for simplicity we skip the notation “〈”
and “〉”) of objects in A, modulo the relations

π2 = π1 + π3,

for all short exact sequences π1 ↪→ π2 � π3 in A.

The first thing to say is that the finite-dimensional irreducible admissible

representations of GL(2, F ) are one-dimensional. In fact, they are of the

form χ ◦ det for some character χ of F×. This is Proposition 2.7(a) of [32].

We consider now infinite dimensional irreducible admissible representa-

tions of GL(2, F ). The minimal parabolic subgroup of GL(2, F ) is the Borel

subgroup B consisting of all upper triangular matrices; that is

B =

{(
t1 x

t2

)}
.

This is in fact the unique proper parabolic subgroup of GL(2, F ), up to

conjugation. If χ1 and χ2 are two characters of F×, define the character(
t1 x

t2

)
7→ χ1(t1)χ2(t2)

of the Borel. We apply normalized induction on this character, to get a

representation of GL(2, F ) with representation space consisting of all locally
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constant functions f on GL(2, F ) such that

f(

(
t1 x

t2

)
g) =

∣∣∣∣t1t2
∣∣∣∣1/2 χ1(t1)χ2(t2)f(g),

for

(
t1 x

t2

)
∈ B and g ∈ GL(2, F ). The group GL(2, F ) acts on this space

by right translation. We denote this representation by χ1×χ2. The following

theorem lists the non-supercuspidal irreducible admissible representations of

GL(2, F ). Note that by Proposition 2.2.2, the representation χ1 × χ2 is

admissible.

Theorem 3.2.7. For the parabolically induced representation χ1 × χ2 of

GL(2, F ), we have the following:

i. The representation χ1 × χ2 is irreducible when χ1χ
−1
2 6= | |±1. In this

case we have χ1 × χ2
∼= χ2 × χ1.

ii. If χ1χ
−1
2 = | |, we have that there is an irreducible subrepresentation

denoted by (χ2| |1/2)StGL(2) and an irreducible quotient (χ2| |1/2) ◦ det

of dimension one. Considering these representations as elements in the

Grothendieck group, we may write

χ1 × χ2 = (χ2| |1/2)StGL(2) + (χ2| |1/2) ◦ det.

iii. If χ1χ
−1
2 = | |−1, we have that there is an irreducible one-dimensional

subrepresentation (χ1| |1/2) ◦ det and an irreducible quotient denoted by

(χ1| |1/2)StGL(2). Considering these representations as elements in the

Grothendieck group, we write

χ1 × χ2 = (χ1| |1/2) ◦ det + (χ1| |1/2)StGL(2).

Proof. This is Theorem 3.3 in [32].

If the representation χ1 × χ2 is irreducible, we say that it is a princi-

pal series representation. Moreover, note that StGL(2) is the Steinberg rep-
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resentation of Definition 2.2.3. In order to have all irreducible admissible

representations of GL(2, F ), we also need to consider the representations

which do not arise as subrepresentations or subquotients of representations

obtained by normalized induction from the Borel parabolic; these are the

supercuspidal representations which we briefly describe below.

Supercuspidal representations are in general difficult to describe, but if

we assume that the residual characteristic p is odd, things become easier.

Let L/F be a quadratic extension and ψ an admissible character of L× such

that ψ ◦ σ 6= ψ. Here σ is the non-trivial element of Gal(L/F ). Then one

gets an irreducible admissible supercuspidal representation of GL(2, F ) from

ψ, called a base change. We denote this supercuspidal representation by

BC(L/F, ψ). This construction can be found in more detail in Theorem 4.6

of [32]. If p 6= 2 then every supercuspidal representation of GL(2, F ) arises

that way. The extra irreducible admissible representations that one gets if

p = 2 are called extraordinary representations.

Definition 3.2.8. An L-parameter for the group GL(2, F ) is an equivalence

class of admissible representations of the Weil-Deligne group W ′
F . Denote by

Φ(GL(2, F )) the set of L-parameters.

Let us now describe the L-parameters which are attached to the above

representations (at least when p is odd). Below, we will be seeing characters

of F× as characters ofWF and vice versa, without distinguishing the notation.

i. To the principal series representations χ1×χ2, we attach L-parameters

(ρ0, N), with semisimple part ρ0 : WF → GL(2,C) given by

ρ0 : w 7→

(
χ1(w)

χ2(w)

)
,

and nilpotent part N = 0.

ii. A twisted Steinberg representation (χ| |1/2)StGL(2) has attached the
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L-parameter (ρ0, N), with ρ0 : WF → GL(2,C) defined via

ρ0 : w 7→

(
χ(w)|w|

χ(w)

)
.

Here the nilpotent part is non-trivial; in fact N =

(
1
)

.

iii. To a supercuspidal representationBC(L/F, ψ) we attach the L-parameter

(ρ0, N) with trivial nilpotent endomorphism N , and ρ0 = indWF
WL
ψ.

We will usually write φπ for the L-parameter of a representation π of

GL(2, F ).

The local Langlands correspondence for GL(2, F ) has been proved by

Kutzko in [36] (and more generally for GL(n, F ) by Harris and Taylor in

[30] and Henniart in [31]). The supercuspidal representations are in bijec-

tion with irreducible 2-dimensional representations of the Weil-Deligne group

(i.e., irreducible representations of the Weil group as we have seen above), the

principal series representations correspond with semisimple representations of

W ′
F which are direct sums of two characters, and the twisted Steinberg repre-

sentations correspond with reducible indecomposable representations of W ′
F .

It is now clear that the consideration of twisted Steinberg representations is

forcing us to choose the Weil-Deligne group instead of the Weil group in the

correspondence. Furthermore, the central characters of irreducible admissi-

ble representations are the determinants of the correpsponding Weil-Deligne

representations; in particular, we have

ωχ1×χ2 = χ1χ2;

ω(χ| |1/2)StGL(2)
= χ2| |;

ωBC(L/F,ψ) = ψ|F×εL/F .

Here εL/F is the quadratic character corresponding to the quadratic extension

L/F ; for x ∈ F× we define εL/F (x) = 1 if x is such that there is a x′ ∈ L×

with NL/F (x′) = x, and εL/F (x) = −1 otherwise. Here NL/F denotes the
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norm map of the extension L/F .

For completeness, we shall discuss briefly the archimedean L-parameters.

For this we will consider only the complex archimedean place since this will

be the case of interest to us. In this case, the Weil group is WC = C×,

and the definition of an archimedean L-parameter is analogous to the non-

archimedean case (see Definition 3.2.8). For integers n ≥ 0 and w with

n ≡ w + 1 mod 2, define φw,n : WC → GL(2,C) via

z 7→ |z|−w
(

(z/z̄)n/2

(z/z̄)−n/2

)
.

According to §3.1 of [40], such a representation corresponds to an irreducible

admissible representation of GL(2,C) (the latter are described in §6 of [32]).

3.2.3 L-parameters for representations of GSp(4, F )

Now that we have seen the L-parameters attached to irreducible admissible

representations of GL(2, F ), we are ready to list the L-parameters attached to

irreducible admissible non-supercuspidal representations of GSp(4, F ). We

follow Section 2.4 of [48].

Definition 3.2.9. An L-parameter for the group GSp(4, F ) is an equivalence

class of continuous homomorphisms

ρ′0 : W ′
F → GSp(4,C),

such that

• ρ′0|WF
is semisimple;

• ρ′0|C is complex analytic.

The set of L-parameters for GSp(4, F ) will be denoted by Φ(GSp(4, F )).

By Proposition 3.2.3, these are identified with pairs (ρ0, N), where ρ0 :

WF → GSp(4,C) is a semisimple representation of the Weil group, and N
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is a nilpotent endomorphism of C4 such that exp(N) ∈ GSp(4,C). Below

we describe the L-parameters for irreducible admissible non-supercuspidal

representations of GSp(4, F ).

Type I To an irreducible representation of the form χ1× χ2o σ we attach the

L-parameter (ρ0, N), with N = 0 and ρ0 : WF → GSp(4,C) defined

via

w 7→


(χ1χ2σ)(w)

(χ1σ)(w)

(χ2σ)(w)

σ(w)

 .

Type II In this case we have characters χ and σ of F× such that χ2 6= | |±1 and

χ 6= | |±3/2. Then | |1/2χ×| |−1/2χoσ has two irreducible constituents,

namely χStGL(2) o σ (type IIa) and χ1GL(2) o σ (type IIb). The L-

parameters attached to these two irreducible representations have the

same semisimple part ρ0 : WF → GSp(4,C) defined by

w 7→


(χ2σ)(w)

|w|1/2(χσ)(w)

|w|−1/2(χσ)(w)

σ(w)

 .

Moreover, χStGL(2) o σ has attached nilpotent part

N1 =


0

0 1

0

0

 ,

while χ1GL(2) o σ has attached nilpotent part N = 0.

Type III In this case, we assume that for the character χ of F× we have χ 6=
1 and χ 6= | |±2. Then the induced from the Borel representation

χ×| |o | |−1/2σ has two irreducible constituents, namely χoσStGSp(2)

(type IIIa) and χ o σ1GSp(2) (type IIIb). The L-parameters attached

56



to each of these two irreducible representations will have the same

semisimple part ρ0 : WF → GSp(4,C) that takes w ∈ WF to
|w|1/2(χσ)(w)

|w|−1/2(χσ)(w)

|w|1/2σ(w)

|w|−1/2σ(w)

 .

To χo σStGSp(2) we attach the L-parameter (ρ0, N4) with

N4 =


0 1

0

0 −1

0

 ,

while χo σ1GSp(2) has nilpotent part N = 0.

Type IV If σ is a character of F×, the representation | |2 × | | o | |−3/2σ has

four irreducible constituents. The L-parameters attached to each of

these will have the same semisimple part ρ0 : WF → GSp(4,C), with

w ∈ WF taken to
|w|3/2σ(w)

|w|1/2σ(w)

|w|−1/2σ(w)

|w|−3/2σ(w)

 .

To the irreducible constituent σStGSp(4) (type IVa) we attach (ρ0, N5)

with

N5 =


0 1

0 1

0 −1

0

 ,

to L(| |2, | |−1σStGSp(2)) (type IVb) we attach (ρ0, N4), to the subquo-

tient L(| |3/2StGL(2), | |−3/2σ) (type IVc) we attach (ρ0, N1), and to the
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irreducible quotient σ1GSp(4) (type IVd) we attach (ρ0, N) with N = 0.

Type V In this case we have a non-trivial quadratic character ξ and σ any

character of F×. Then | |ξ×ξo| |−1/2σ decomposes into four irreducible

constituents. The L-parameters attached to these four representations

have the same semisimple part ρ0 : WF → GSp(4,C), that takes w ∈
WF to

|w|1/2σ(w)

|w|1/2(ξσ)(w)

|w|−1/2(ξσ)(w)

|w|−1/2σ(w)

 .

To the irreducible subrepresentation δ([ξ, | |ξ], | |−1/2σ) (type Va) we

attach (ρ0, N3) where

N3 =


0 1

0 1

0

0

 ,

to the subquotient L(| |1/2ξStGL(2), | |−1/2σ) (type Vb) we attach (ρ0, N1),

to the subquotient L(| |1/2ξStGL(2), ξ| |−1/2σ) (type Vc) we attach (ρ0, N2)

where

N2 =


0 1

0

0

0

 ,

to the irreducible quotient L(| |ξ, ξ o | |−1/2σ) (type Vd) we attach

(ρ0, N) with N = 0.

Type VI For a character σ of F× we consider | |× 1F× o | |−1/2σ, which has four

irreducible constituents. The L-parameters attached to them, all have

the same semisimple part ρ0 : WF → GSp(4,C) which takes w ∈ WF
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to 
|w|1/2σ(w)

|w|1/2σ(w)

|w|−1/2σ(w)

|w|−1/2σ(w)

 .

To the irreducible constituents τ(S, | |−1/2σ) and τ(T, | |−1/2σ) (type

VIa and type VIb respectively) we attach the L-parameter (ρ0, N3), to

L(| |1/2StGL(2), | |−1/2σ) (type VIc) we attach the L-parameter (ρ0, N1),

and to L(| |, 1F× o | |−1/2σ) (type VId) we attach the L-parameter

(ρ0, N) with N = 0.

Type VII Let χ be a character of F× and π a supercuspidal representation of

GL(2, F ). Let χ o π be irreducible (which is the case for type VII

representations). We attach to χ o π the L-parameter (ρ0, N) with

N = 0 and ρ0 : WF → GSp(4,C) defined by

w 7→

(
χ(w)det(φπ(w))φπ(w)′

φπ(w),

)

where φπ : WF → GL(2,C) is the L-parameter attached to the super-

cuspidal representation π. Here recall the notation A′ for a matrix A

from Subsection 2.1.1.

Type VIII In this case we have representations of the form 1 o π with π a su-

percuspidal representation of GL(2, F ). This has two irreducible con-

stituents, namely τ(S, π) (Type VIIIa) and τ(T, π) (Type VIIIb), and

to both of them we associate the L-parameter (ρ0, N) with N = 0 and

ρ0 : WF → GSp(4,C) defined via

w 7→

(
det(φπ(w))φπ(w)′

φπ(w)

)
,

where φπ : WF → GL(2,C) is the L-parameter attached to the super-

cuspidal representation π.
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Type IX Let π be a supercuspidal representation of GL(2, F ) and ξ a non-trivial

quadratic character of F× such that ξπ = π. The representation | |ξ o
| |−1/2π splits into two irreducible constituents, namely δ(| |ξ, | |−1/2π)

(type IXa) and L(| |ξ, | |−1/2π) (type IXb). Both of them have L-

parameters with semisimple part ρ0 : WF → GSp(4,C) defined by

w 7→

(
ξ(w)|w|1/2det(φπ(w))φπ(w)′

|w|−1/2φπ(w)

)
,

where φπ : WF → GL(2,C) is the L-parameter attached to π. The irre-

ducible subrepresentation δ(| |ξ, | |−1/2π) has L-parameter with nilpo-

tent part the matrix N6, and the irreducible quotient L(| |ξ, | |−1/2π)

has L-parameter with nilpotent part the matrix N = 0.

Here N6 =

(
0 B

0 0

)
, where B =

(
0 1

1 0

)
S and S is the symmetric

matrix from Lemma 2.4.1 of [48]; i.e., S is such that

tφπ(w)Sφπ(w) = ξ(w)det(φπ(w))S

for all w ∈ WF .

Type X Let π be a supercuspidal representation of GL(2, F ) and σ a character

of F×. We have the representation π o σ, which is induced from the

Siegel parabolic subgroup, and we assume that ωπ 6= | |±1, so that πoσ
is irreducible. If φπ : WF → GL(2,C) is the L-parameter attached to

π, then we attach to π o σ the L-parameter (ρ0, N) where N = 0 and

ρ0 : WF → GSp(4,C) is defined via

w 7→

σ(w)det(φπ(w))

σ(w)φπ(w)

σ(w)

 .

Type XI Finally, let π be a supercuspidal representation of GL(2, F ) with trivial

central character and σ a character of F×. The representation | |1/2πo
| |−1/2σ decomposes into the irreducible constituents δ(| |1/2π, | |−1/2σ)
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(type XIa) and L(| |1/2π, | |−1/2σ) (type XIb). To δ(| |1/2π, | |−1/2σ) we

attach the L-parameter (ρ0, N2), and to L(| |1/2π, | |−1/2σ) we attach

the L-parameter (ρ0, N) with N = 0. The semisimple part is the same

for both, i.e., it is ρ0 : WF → GSp(4,C) defined by

w 7→

σ(w)|w|1/2

σ(w)φπ(w)

σ(w)|w|−1/2

 .

Here φπ is again the L-parameter attached to π.

As mentioned in the beginning of this section, Gan and Takeda proved

the local Langlands conjecture for GSp(4, F ). In fact they prove that there

is a surjective map

L : Irr(GSp(4, F ))→ Φ(GSp(4, F ))

such that for an L-parameter φ, the fiber of φ consists of a finite number of

elements, and it is called an L-packet. Let us state some properties of this

correspondence, which can be found in [18].

Let φ ∈ Φ(GSp(4, F )). We consider the group

C(φ) = Cent(φ)
/

Cent(φ)0C× ,

where Cent(φ) is the centralizer of the image of φ in GSp(4,C), Cent(φ)0 is

the identity component of Cent(φ), and C× denotes the center of GSp(4,C).

It is proved in the Main Theorem of [18] that the order of the group C(φ) is

either 1 or 2, for all φ ∈ Φ(GSp(4, F )). Moreover, Gan and Takeda show that

for an L-parameter φ, the order of the group C(φ) is equal to the size of the

L-packet of φ; thus an L-packet consists either of one representation or two

representations of GSp(4, F ). If the L-packet of φ consists of two irreducible

admissible representations, then exactly one of them is generic. Examples of

L-packets consisting of two elements are {τ(S, | |−1/2σ), τ(T, | |−1/2σ)}, and

{τ(S, π), τ(T, π)}; the former L-packet consists of types VIa and VIb, and the
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latter L-packet consists of types VIIIa and VIIIb. Moreover, as one can see

from Table A.7 in [48], the generic representations δ([ξ, | |ξ], | |−1/2σ) (type

Va) and δ(| |1/2π, | |−1/2σ) (type XIa) also belong to L-packets consisting of

two elements, since the corresponding group C(φ) is of order 2. As a result, we

know that there exist non-generic supercuspidal representations, which we de-

note δ∗([ξ, | |ξ], | |−1/2σ) (say of type Va∗) and δ∗(| |1/2π, | |−1/2σ) (say of type

XIa∗), such that they have the same L-parameters with δ([ξ, | |ξ], | |−1/2σ)

and δ(| |1/2π, | |−1/2σ) respectively.

Another property of the local Langlands correspondence for GSp(4, F ) is

that if π is an irreducible admissible representation of GSp(4, F ) and L(π) =

(ρ0, N) is the corresponding L-parameter, we have that λ(ρ0) is equal to the

central character of π. Here λ is the similitude character of GSp(4,C).

Moreover, the L-parameters are compatible with twisting; i.e., if φ =

(ρ0, N) is the L-parameter attached to an irreducible admissible representa-

tion π, then the twist χπ of π by the character χ has L-parameter (χ⊗ρ0, N).

3.3 The archimedean L-parameters

In this section, we will give some information on the archimedean L-parameters,

which are defined as in the non-archimedean case (see Definition 3.2.9).

We consider only the real archimedean place ∞. The Weil group of R is

WR = C× ∪ C×j, where j2 = −1 and jzj−1 = z̄ for z ∈ C×. The local

reciprocity map in this case induces an isomorphism

W ab
R
∼= R×,

which is given by

z 7→ |z|C = |z|2,

for z ∈ C×, and

j 7→ −1.

Let w,m1,m2 be integers with m1 > m2 ≥ 0 and m1 +m2 ≡ w+1 mod 2.
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Then we define an L-parameter

φ(w;m1,m2) : WR → GSp(4,C),

that sends the element z ∈ C× to

|z|−w


(z/z̄)(m1+m2)/2

(z/z̄)(m1−m2)/2

(z/z̄)−(m1−m2)/2

(z/z̄)−(m1+m2)/2

 ,

and

j 7→


1

1

(−1)w+1

(−1)w+1

 .

The archimedean L-packet that corresponds to the above L-parameter

consists of two elements ΠW
(w;m1,m2) and ΠH

(w;m1,m2). The former one is a generic

representation, and the latter is non-generic. For m2 ≥ 1, the representa-

tions ΠW
(w;m1,m2) and ΠH

(w;m1,m2) belong to the discrete series representations of

GSp(4,R), with ΠW
(w;m1,m2) being generic discrete series and ΠH

(w;m1,m2) being

holomorphic discrete series. When m2 = 0, ΠW
(w;m1,m2) and ΠH

(w;m1,m2) are

limits of discrete series representations of GSp(4,R). For more information,

see for instance §3.1 of [40].

In the holomorphic case, it is more common to use the Blattner parameter

by setting k1 = m1 + 1, and k2 = m2 + 2. In this notation, we will denote

the L-parameter by φ(w;k1,k2), with k1 ≥ k2 ≥ 2. Then the representation is

holomorphic discrete series when k1 ≥ k2 ≥ 3. Note that the pair (k1, k2)

corresponds to the minimal K-type of the representation ΠH
(w;m1,m2) (here

K = U(2) is the maximal compact subgroup of GSp(4,R)), which is given

by the representation

Symk1−k2C2 ⊗ det⊗k2 .

Definition 3.3.1. Let Π be an automorphic representation of GSp(4,AQ).
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Suppose that the representation Π∞ at the archimedean place is holomorphic

or a holomorphic limit of discrete series representation of GSp(4,R), which

corresponds to an L-parameter φ(w;k1,k2). The pair (k1, k2) (k1 ≥ k2 ≥ 2)

is called the weight of Π. If in addition Π∞ is a holomorphic discrete se-

ries representation, i.e., k2 ≥ 3, then we will say that Π is a cohomological

representation.

3.4 L-factors for representations of GSp(4, F )

Having the L-parameters in our machinery, we are going to consider the

L-factors associated to them. There are two kinds of L-factors for represen-

tations of GSp(4, F ); the degree 4 and the degree 5. We first consider the

degree 4 L-factors.

3.4.1 The degree 4 L-factors

We define the L-factors for the L-parameters of irreducible admissible rep-

resentations of GSp(4, F ) following [48]. Let φ = (ρ0, N) be a represen-

tation acting on a space V . Moreover, we let Frob be an element lying

above the inverse Frobenius automorphism1. If VN is the kernel of N ,

V IF = {v ∈ V : ρ0(g)v = v for all g ∈ IF}, and V IF
N = V IF ∩ VN , we

define the degree 4 L-factor of φ by

L(φ, s) = det(1− q−sρ0(Frob)|V IF
N )−1.

Now we consider the degree 4 L-factors attached to irreducible admissible

representations of GSp(4, F ). The L-factors for generic representations and

non-generic non-supercuspidal representations are defined in Section 4 of

[18]; the L-factors for non-generic supercuspidal representations are studied

in [11]. The degree 4 L-factors for irreducible admissible non-supercuspidal

representations of GSp(4, F ) are given in detail in Table A.8 of [48]. We

1In this thesis, we usually denote this element by φ. Here we denote it by Frob so that
we do not confuse it with the notation of the L-parameter.
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present them in Table 3.1 for completion. For a character χ of F×, we will

write

L(χ, s) =

{
(1− χ($)q−s)−1, if χ is unramified,

1, if χ is ramified.

Remark 3.4.1. The L-factor of an irreducible admissible representation of

GSp(4, F ) is equal to the L-factor of the corresponding L-parameters. This

is part of the local Langlands correspondence for GSp(4, F ), and it is proved

in [18] for generic representations or non-generic non-supercuspidal represen-

tations, and in [11] for non-generic supercuspidal representations.
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Table 3.1: Degree 4 L-factors for non-supercuspidal rep-
resentations of GSp(4, F )

Type Representation L(φ, s)

I χ1 × χ2 o σ L(χ1χ2σ, s)L(χ1σ, s)L(χ2σ, s)L(σ, s)

IIa χStGL(2) o σ L(χ2σ, s)L(| |1/2χσ, s)L(σ, s)
IIb χ1GL(2) o σ L(χ2σ, s)L(| |1/2χσ, s)L(| |−1/2χσ, s)L(σ, s)

IIIa χo σStGSp(2) L(χ| |1/2σ, s)L(| |1/2σ, s)
IIIb χo σ1GSp(2) L(χ| |1/2σ, s)L(χ| |−1/2σ, s)L(| |1/2σ, s)L(| |−1/2σ, s)

IVa σStGSp(4) L(| |3/2σ, s)
IVb L(| |2, | |−1σStGSp(2)) L(| |3/2σ, s)L(| |−1/2σ, s)
IVc L(| |3/2StGL(2), | |−3/2σ) L(| |3/2σ, s)L(| |1/2σ, s)L(| |−3/2σ, s)
IVd σ1GSp(4) L(| |3/2σ, s)L(| |1/2σ, s)L(| |−1/2σ, s)L(| |−3/2σ, s)

Va δ([ξ, | |ξ], | |−1/2σ) L(| |1/2σ, s)L(ξ| |1/2σ, s)
Vb L(| |1/2ξStGL(2), | |−1/2σ) L(| |1/2σ, s)L(ξ| |1/2σ, s)L(| |−1/2σ, s)
Vc L(| |1/2ξStGL(2), ξ| |−1/2σ) L(| |1/2σ, s)L(ξ| |1/2σ, s)L(ξ| |−1/2σ, s)
Vd L(| |ξ, ξ o | |−1/2σ) L(| |1/2σ, s)L(ξ| |1/2σ, s)L(ξ| |−1/2σ, s)L(| |−1/2σ, s)

VIa τ(S, | |−1/2σ) L(| |1/2σ, s)2

VIb τ(T, | |−1/2σ) L(| |1/2σ, s)2

VIc L(| |1/2StGL(2), | |−1/2σ) L(| |1/2σ, s)2L(| |−1/2σ, s)
VId L(| |, 1F× o | |−1/2σ) L(| |1/2σ, s)2L(| |−1/2σ, s)2
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VII χo π 1
VIIIa τ(S, π) 1
VIIIb τ(T, π) 1

IXa δ(| |ξ, | |−1/2π) 1
IXb L(| |ξ, | |−1/2π) 1

X π o σ L(σ, s)L(ωπσ, s)

XIa δ(| |1/2π, | |−1/2σ) L(| |1/2σ, s)
XIb L(| |1/2π, | |−1/2σ) L(| |1/2σ, s)L(| |−1/2σ, s)
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3.4.2 The degree 5 L-factors

One knows that there is an isomorphism between the projective group PGSp(4)

and SO(5) as algebraic groups; this is described over a field of characteristic

not equal to 2 in Section A.7 of [48]. Here

SO(n) = {g ∈ SL(n) : tgJng = Jn},

where Jn is the n× n matrix with 1 on the anti-diagonal, and 0 everywhere

else.

Thus, there is a homomorphism

ρ5 : GSp(4,C)→ SO(5,C)

which we compose with an L-parameter φ = (ρ0, N) of an irreducible ad-

missible representation of GSp(4, F ) to get ρ5 ◦ φ, which is a 5-dimensional

representation of the Weil-Deligne group W ′
F . This homomorphism is anal-

ogous to the homomorphism

Ad : GL(2,C)→ SO(3,C),

defined via

(
a b

c d

)
7→ 1

ad− bc

 a2 −ab −b2/2

−2ac ad+ bc bd

−2c2 2cd d2

 .

The degree 5 L-factors L(ρ5 ◦ φ, s) of the L-parameters of irreducible

admissible representations of GSp(4, F ) are given in Table A.10 of [48], and

we present them in Table 3.2. These local factors are important for this

thesis, since the partial degree 5 L-function (which will be defined later)

gives a criterion for an automorphic representation of GSp(4,AQ) to be a

theta lift (a notion that will be discussed in a later chapter).

Note that in Table 3.2 we denote by φπ the L-parameter in GL(2,C) of
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the supercuspidal representation π of GL(2, F ).
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Table 3.2: Degree 5 L-factors for non-supercuspidal rep-
resentations of GSp(4, F )

Type Representation L(ρ5 ◦ φ, s)
I χ1 × χ2 o σ L(χ1, s)L(χ−1

1 , s)L(χ2, s)L(χ−1
2 , s)L(1, s)

IIa χStGL(2) o σ L(| |1/2χ, s)L(| |1/2χ−1, s)L(1, s)
IIb χ1GL(2) o σ L(| |1/2χ, s)L(| |−1/2χ, s)L(| |1/2χ−1, s)L(| |−1/2χ−1, s)L(1, s)
IIIa χo σStGSp(2) L(χ, s)L(χ−1, s)L(| |, s)
IIIb χo σ1GSp(2) L(χ, s)L(χ−1, s)L(| |, s)L(| |−1, s)L(1, s)
IVa σStGSp(4) L(| |2, s)
IVb L(| |2, | |−1σStGSp(2)) L(| |2, s)L(| |, s)L(| |−2, s)
IVc L(| |3/2StGL(2), | |−3/2σ) L(| |2, s)L(1, s)L(| |−1, s)
IVd σ1GSp(4) L(| |2, s)L(| |, s)L(1, s)L(| |−1, s)L(| |−2, s)

Va δ([ξ, | |ξ], | |−1/2σ) L(| |ξ, s)L(ξ, s)L(1, s)
Vb L(| |1/2ξStGL(2), | |−1/2σ) L(| |ξ, s)L(ξ, s)L(1, s)
Vc L(| |1/2ξStGL(2), ξ| |−1/2σ) L(| |ξ, s)L(ξ, s)L(1, s)
Vd L(| |ξ, ξ o | |−1/2σ) L(| |ξ, s)L(| |−1ξ, s)L(ξ, s)2L(1, s)

VIa τ(S, | |−1/2σ) L(| |, s)L(1, s)2

VIb τ(T, | |−1/2σ) L(| |, s)L(1, s)2

VIc L(| |1/2StGL(2), | |−1/2σ) L(| |, s)L(1, s)2

VId L(| |, 1F× o | |−1/2σ) L(| |, s)L(| |−1, s)L(1, s)3
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VII χo π L(χ, s)L(χ−1, s)L(Ad ◦ φπ, s)
VIIIa τ(S, π) L(1, s)2L(Ad ◦ φπ, s)
VIIIb τ(T, π) L(1, s)2L(Ad ◦ φπ, s)
IXa δ(| |ξ, | |−1/2π) L(| |ξ, s)L(Ad ◦ φπ, s)L(ξ, s)−1

IXb L(| |ξ, | |−1/2π) L(| |ξ, s)L(| |−1ξ, s)L(Ad ◦ φπ, s)
X π o σ L(φπ, s)L(det (φπ)−1φπ, s)L(1, s)

XIa δ(| |1/2π, | |−1/2σ) L(| |1/2φπ, s)L(1, s)
XIb L(| |1/2π, | |−1/2σ) L(| |1/2φπ, s)L(| |−1/2φπ, s)L(1, s)
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Chapter 4

On the ramification of

representations of GSp(4, F )

In this chapter we are going to study the ramification of the irreducible

admissible non-supercuspidal representations of GSp(4, F ), where F is a

non-archimedean local field. In particular, we will talk about the notion

of the conductor of the L-parameter attached to an admissible representa-

tion of GSp(4, F ), and discuss our result on how the conductor degenerates

if we consider the representation modulo a prime l; this is proved for non-

supercuspidal representations of GSp(4, F ). Our result is a generalization

of a known result on the degeneration of conductors for representations of

GL(2, F ), which was obtained independently by Carayol and Livné in 1989

(see [7] and [38] respectively).

4.1 The ramification of L-parameters

We start our discussion by defining the notion of ramification of representa-

tions. In particular we will define what a conductor is for the Weil-Deligne

representations, and then we will list the conductors of the L-parameters as-

sociated to irreducible admissible representations of GL(2, F ) and GSp(4, F ).
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4.1.1 Conductors of Weil-Deligne representations

Let ρ′0 = (ρ0, N) be an admissible representation of W ′
F acting on a vector

space V . Denote by VN the kernel of N , and if V IF = {v ∈ V : ρ0(g)v =

v for all g ∈ IF}, let V IF
N = V IF ∩ VN . Set

b(ρ′0) = dimV IF − dimV IF
N .

Another quantity that we need to define is the following, which involves the

ramification groups discussed in Subsection 3.1.2. Let L/F nr be a finite

Galois extension such that ρ0 is trivial on the subgroup Gal(F̄ /L) of IF . Set

G = Gal(L/F nr). Then we define

a(ρ0) =
∞∑
i=0

(
dimV − dimV ρ0(Gi)

) gi
g0

,

where the Gi’s are the ramification groups of the lower numbering, and gi is

the order of the group Gi. Note that since Gi is trivial for sufficiently large

i, all but finitely many terms in the sum are zero. We present some facts

about the quantity we just defined.

Proposition 4.1.1. The following hold for a(ρ0):

1. The definition of a(ρ0) is independent of the choice of L.

2. a(ρ0) is a non-negative integer.

3. If we have a short exact sequence

ρ1 ↪→ ρ0 � ρ2

we have that a(ρ0) = a(ρ1) + a(ρ2).

4. If K is a finite extension of F in F̄ and σ0 is a representation of WK,

we have that

a(indWF
WK

σ0) = dim (σ0)d(K/F ) + f(K/F )a(σ0).
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Here f(K/F ) is the residue degree [kK : kF ], and d(K/F ) is such that

$d(K/F )OF is the relative discriminant of K/F .

5. Let K/F be a finite extension and χ be a character of K× (identified

with a character of WK). Then a(χ) is equal to the conductor of χ

as defined in Definition 3.1.1. That is, χ is unramified if and only if

a(χ) = 0.

In addition, having a function a satisfying properties 3, 4, and 5, one may

define a(ρ0) for all representations ρ0 of WF .

Proof. The reader may consult §10 of [52].

One can also write a(ρ0) with respect to the upper numbering. This can

be done as follows:

a(ρ0) =
∞∑
i=0

(
dimV − dimV ρ0(Gi)

) gi
g0

=
∞∑
i=0

(
dimV − dimV ρ0(Gi)

)
(φL/Fnr(i)− φL/Fnr(i− 1))

=
∞∑
i=0

∫ φL/Fnr (i)

φL/Fnr (i−1)

(
dimV − dimV ρ0(Gu)

)
du.

As a result, one has

a(ρ0) =

∫ ∞
−1

(
dimV − dimV ρ0(Gu)

)
du. (4.1)

Definition 4.1.2. We define the conductor of a Weil-Deligne representation

ρ0 = (ρ0, N) via

a(ρ′0) = a(ρ0) + b(ρ′0).

Moreover, we say that a(ρ0) is the conductor of the representation ρ0 of the

Weil group WF .

Note that by Definition 3.2.4 one has that ρ′0 is unramified if and only if

b(ρ′0) = 0 and a(ρ0) = 0; that is, when a(ρ′0) = 0. From Proposition 4.1.1
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one has the following properties for the conductor of a Weil-Deligne repre-

sentation.

Proposition 4.1.3. For the conductor of a Weil-Deligne representation ρ′0

we have the following:

1. a(σ′0 ⊕ τ ′0) = a(σ′0) + a(τ ′0).

2. If K is a finite extension of F in F̄ and σ′0 is a representation of W ′
K,

we have that

a(indWF
WK

σ′0) = dim (σ′0)d(K/F ) + f(K/F )a(σ′0).

Here f(K/F ) and d(K/F ) are as before.

3. If dim ρ′0 = 1, so that ρ′0 = (ρ0, 0), then a(ρ′0) = a(ρ0) which is equal to

the conductor of Definition 3.1.1.

Proof. See §10 of [52].

4.1.2 Conductors of irreducible admissible representa-

tions of GL(2, F )

Before we write down the conductors of the L-parameters of irreducible ad-

missible representations of GL(2, F ), we need the following lemma in which

we compute the conductor of the quadratic character εL/F of a quadratic

extension L/F .

Lemma 4.1.4. Let L/F be a quadratic extension of non-archimedean local

fields and vF the discrete valuation on F . Moreover, suppose εL/F is the

quadratic character of this extension, which we may view as a representation

of the Weil group WF via the reciprocity map of local class field theory. Then

the following hold:

a) if L/F is unramified, we have

a(εL/F ) = d(L/F ) = 0;
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b) if L/F is ramified, we have

a(εL/F ) = d(L/F ) = 1 + 2vF (2).

Proof. We consider the two cases separately:

a) If L/F is unramified, then O×F = NL/F (O×L ). Then, by definition of

εL/F we have that εL/F (O×F ) = 1, so that is unramified. Moreover, by

Corollary 1 in §5 of Chapter III of [56], we have d(L/F ) = 0.

b) Suppose now that L/F is ramified. In this case L = F (
√
$) and

OL = OF [
√
$]. Moreover, the conductor of εL/F as a representation of

the Weil group, can be written as

a(εL/F ) =
∞∑
i=0

(1− dimV εL/F (Gi))
gi
g0

, (4.2)

where

Gi = {σ ∈ Gal(L/F ) : σ(
√
$) ≡

√
$ mod pi+1

L }.

Since L/F is ramified quadratic, we get g0 = 2; furthermore, when

εL/F (Gi) is trivial, we get no contribution to Equation (4.2) for this

particular i. If εL/F (Gi) is non-trivial, we have gi = 2 (as a non-

trivial subgroup of the inertia) and dimV εL/F (Gi) = 0; thus we get a

contribution of 1 in the sum (4.2) in this case. As a result, we get

a(εL/F ) = i0,

where i0 is the first value such that gi0 = 1. Write Gal(L/F ) = {1, τ},
we have Gi0−1 = {1, τ}. This means that τ(

√
$) ≡

√
$ mod

√
$
i0 ,

or equivalently, that −2
√
$ ∈

√
$
i0OL. Hence, vL(2) = i0 − 1, or

equivalently, i0 = 1 + vL(2) = 1 + 2vF (2).

For the relative discriminant of L/F we have that it is equal to

$d(L/F )OF =

(
det

(
1
√
$

1 −
√
$

))2

OF ,
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i.e., $d(L/F )OF = 22$OF . Also note that 2vF (2) = i0 − 1, so that

$d(L/F )OF = $i0OF .

As a result,

a(εL/F ) = d(L/F ) = 1 + 2vF (2).

Proposition 4.1.5. The conductors of the L-parameters of irreducible ad-

missible representations of GL(2, F ) are the following:

i. The principal series representations χ1×χ2, where χ1χ
−1
2 6= | |±1, have

L-parameter of conductor

a(χ1 × χ2) = a(χ1) + a(χ2).

ii. The twisted Steinberg representations (χ| |1/2)StGL(2) have L-parameter

of conductor

a((χ| |1/2)StGL(2)) =

{
1, if a(χ) = 0;

2a(χ), if a(χ) > 0.

iii. The supercuspidal representations BC(L/F, ψ) have L-parameter of

conductor

a(BC(L/F, ψ)) =

{
2a(ψ), if L/F is unramified;

a(εL/F ) + a(ψ), if L/F is ramified.

Proof. For the principal series representations it is a straightforward appli-

cation of property 1 of Proposition 4.1.3.

For the twisted Steinberg representations we have that, for χ unramified,

dimV IF = 2 and dimV IF
N = 1, so that the conductor is 1. On the other

hand, for ramified χ, dimV IF − dimV IF
N = 0, so that by property 1 of

Proposition 4.1.3, we get a((χ| |1/2)StGL(2)) = 2a(χ).

77



Finally, for the supercuspidal representations we will use property 2 of

Proposition 4.1.3. If ψ is the character of WL such that ρ0 = indWF
WL
ψ, we

have the following two cases:

a) If L/F is unramified, we have d(L/F ) = 0 and f(L/F ) = 2, so that

a(BC(L/F, ψ)) = a(indWF
WL
ψ) = 2a(ψ).

b) Suppose now that L/F is ramified. Then f(L/F ) = 1 and by Lemma 4.1.4

we get d(L/F ) = a(εL/F ). This implies

a(BC(L/F, ψ)) = a(indWF
WL
ψ) = a(εL/F ) + a(ψ).

There is also a notion of a conductor for the representations of GL(2, F ),

which is obtained independently from the conductor of the attached L-

parameter.

Definition 4.1.6. Consider the open compact subgroup

Γ1(pnF ) =

{(
a b

c d

)
∈ GL(2,OF ) : c ∈ pnF , d ∈ 1 + pnF

}

of GL(2, F ). If π is an infinite dimensional irreducible admissible represen-

tation of GL(2, F ) and πΓ1(pnF ) 6= 0 for some integer n, then we let a(π) be

the smallest such n. The integer a(π) is called the conductor of π.

Remark 4.1.7. It is a consequence of the local Langlands correspondence

for GL(2, F ) that the conductor of an irreducible admissible representation π

as defined above, is equal to the conductor of its L-parameter φπ. So the two

definitions coincide. This is implied from the fact that the local Langlands

correspondence preserves the so-called ε-factors of π and φπ; for more details

on ε-factors see [24] and Theorem 1.4.1 of [36].
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4.1.3 Conductors of irreducible admissible representa-

tions of GSp(4, F )

Now we are going to write down the conductors for the L-parameters of

irreducible admissible non-supercuspidal representations of GSp(4, F ); our

list will include the two supercuspidal representations of types Va∗ and XIa∗

that we mentioned in Subsection 3.2.3.

Recall the nilpotent matrices N1, N2, N3, N4, N5, and N6, from Subsec-

tion 3.2.3. For the dimension of the kernel VN of N we have that when

N = 0, dimVN = dimV = 4. Moreover we get dimVN1 = dimVN2 = 3,

dimVN3 = dimVN4 = 2, and dimVN5 = 1. Finally, we have dimVN6 ≥ 2,

which together with the fact that a supercuspidal representation for GL(2, F )

is always ramified, implies that dimV IF − dimV IF
N6

= 0 for the type IXa rep-

resentations. One can obtain the conductors of the L-parameters by using

property 1 of Proposition 4.1.3. In Table 4.1 we list the irreducible admis-

sible non-supercuspidal representations of GSp(4, F ) together with the two

supercuspidal representations of types Va∗ and XIa∗ with corresponding L-

parameter (ρ0, N), and their conductors. From this table we see that the

representations of GSp(4, F ) with unramified L-parameters are exactly the

following:

• type I with χ1, χ2, σ unramified;

• type IIb with χ, σ unramified;

• type IIIb with χσ, σ unramified;

• type IVd with σ unramified;

• type Vd with ξσ, σ unramified;

• type VId with σ unramified.

Remark 4.1.8. One can define the so-called ε-factors for the L-parameters,

as in §11 of [52]. The conductor of the L-parameter of an irreducible admissi-

ble representation of GSp(4, F ) appears in the exponent of q in the ε-factor,

as in Proposition 2.4.2, i), of [48].
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On the other hand, if π is an irreducible admissible representation of

GSp(4, F ), one can define an ε-factor for π. For the definition of ε-factors

for generic representations see Section 7 of [57]; Gan and Takeda extend this

definition, covering also the case of non-supercuspidal representations, in

Section 4 of [18]; finally, Danisman in his thesis [11], extends the definition of

ε-factors to non-generic supercuspidal representations. A similar expression

in the exponent of q of the ε-factor of π can be obtained for the conductor

of generic representations with trivial central character in Proposition 2.6.6

or Corollary 7.5.5 of [48].

Note that the local Langlands correspondence preserves the ε-factors (see

Main Theorem of [18] and Proposition 6.1 of [11]), so that at least for a

generic irreducible admissible representation π of GSp(4, F ) with trivial cen-

tral character, we have that the conductor of the L-parameter of π coincides

with the minimal paramodular level of π, as defined in [48]. This can be

obtained by comparing Proposition 2.4.2 and Corollary 7.5.5 of [48]. This is

something analogous to the GL(2, F ) case as in Remark 4.1.7.
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Table 4.1: Conductors of irreducible admissible non-
supercuspidal representations of GSp(4, F )

Type Representation Inducing data a(ρ0) dimV IF − dimV IF
N

I χ1 × χ2 o σ a(χ1χ2σ) + a(χ1σ) + a(χ2σ) + a(σ) 0
IIa χStGL(2) o σ χ, σ unr 0 1

χσ unr a(χ) + a(σ) 1
otherwise a(χ2σ) + 2a(χσ) + a(σ) 0

IIb χ1GL(2) o σ a(χ2σ) + 2a(χσ) + a(σ) 0
IIIa χo σStGSp(2) χσ, σ unr 0 2

χσ unr 2a(σ) 1
σ unr 2a(χ) 1

otherwise 2a(χσ) + 2a(σ) 0
IIIb χo σ1GSp(2) 2a(χσ) + 2a(σ) 0
IVa σStGSp(4) σ unr 0 3

otherwise 4a(σ) 0
IVb L(| |2, | |−1σStGSp(2)) σ unr 0 2

otherwise 4a(σ) 0
IVc L(| |3/2StGL(2), | |−3/2σ) σ unr 0 1

otherwise 4a(σ) 0
IVd σ1GSp(4) 4a(σ) 0

Va δ([ξ, | |ξ], | |−1/2σ) ξσ, σ unr 0 2
ξσ unr 2a(σ) 1
σ unr 2a(ξ) 1

otherwise 2a(σ) + 2a(ξσ) 0
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Vb L(| |1/2ξStGL(2), | |−1/2σ) ξσ, σ unr 0 1
ξσ unr 2a(σ) 1
σ unr 2a(ξ) 0

otherwise 2a(σ) + 2a(ξσ) 0
Vc L(| |1/2ξStGL(2), ξ| |−1/2σ) ξσ, σ unr 0 1

ξσ unr 2a(σ) 0
σ unr 2a(ξ) 1

otherwise 2a(σ) + 2a(ξσ) 0
Vd L(| |ξ, ξ o | |−1/2σ) 2a(σ) + 2a(ξσ) 0

VIa τ(S, | |−1/2σ) σ unr 0 2
otherwise 4a(σ) 0

VIb τ(T, | |−1/2σ) σ unr 0 2
otherwise 4a(σ) 0

VIc L(| |1/2StGL(2), | |−1/2σ) σ unr 0 1
otherwise 4a(σ) 0

VId L(| |, 1F× o | |−1/2σ) 4a(σ) 0

VII χo π a(χωπφ
′
π) + a(φπ) 0

VIIIa τ(S, π) 2a(φπ) 0
VIIIb τ(T, π) 2a(φπ) 0

IXa δ(| |ξ, | |−1/2π) 2a(φπ) 0
IXb L(| |ξ, | |−1/2π) 2a(φπ) 0

X π o σ a(σωπ) + a(σφπ) + a(σ) 0

XIa δ(| |1/2π, | |−1/2σ) σ unr a(φπ) 1
otherwise 2a(σ) + a(σφπ) 0

XIb L(| |1/2π, | |−1/2σ) 2a(σ) + a(σφπ) 0
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Va∗ δ∗([ξ, | |ξ], | |−1/2σ) ξσ, σ unr 0 2
ξσ unr 2a(σ) 1
σ unr 2a(ξ) 1

otherwise 2a(σ) + 2a(ξσ) 0

XIa∗ δ∗(| |1/2π, | |−1/2σ) σ unr a(φπ) 1
otherwise 2a(σ) + a(σφπ) 0
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4.2 Degeneration of conductors

In this section, we will consider l-adic Galois representations and their re-

ductions mod l. In fact, we will compare the conductor of an l-adic Galois

representation ρ and the conductor of the mod l reduction of ρ. For the

whole section, we will assume that the prime l is different from the residual

characteristic p of F .

Let K be a number field, and Kv be its completion at a place v of K. We

will denote by GK = Gal(K̄/K) the absolute Galois group over K, and by

Gv the decomposition groups Gal(K̄v/Kv).

Definition 4.2.1. Let

ρ : Gv → GL(V )

be a Galois representation. We define the Artin conductor of ρ to be

a(ρ) =

∫ ∞
−1

(
dimV − dimV ρ(Gu

v )
)
du.

Here Gu
v are the ramification groups of Gv with respect to the upper num-

bering.

Recall that l-adic Galois representations are in a bijection with Weil-

Deligne representations; this bijection is given by Theorem 3.2.6. We would

like to see that the definition of the conductor of a Weil-Deligne representa-

tion coincides with the definition of the conductor of an l-adic Galois repre-

sentation under this correspondence. Let

ρ : Gv → GL(V )

be an l-adic Galois representation as in Theorem 3.2.6, and (ρ0, N) a Weil-

Deligne representation. By using Equation (4.1), one gets

a(ρ)− a(ρ0) =

∫ ∞
−1

(
dimV ρ0(Gu

v ) − dimV ρ(Gu
v )
)
du.

Let u > 0. We have that ρ(σ) = ρ0(σ) exp(tl(σ)N) for σ ∈ Gu; but Gu is
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a subgroup of Gal(K̄v/K
tr
v ), and on the latter group tl is zero by definition.

This means that for u > 0 we have that ρ(Gu) = ρ0(Gu), and

a(ρ)− a(ρ0) =

∫ 0

−1

(
dimV ρ0(Gu) − dimV ρ(Gu)

)
du

= dimV ρ0(IKv ) − dimV ρ(IKv )

= dimV IKv − dimV
IKv
N .

This proves that

a(ρ) = a((ρ0, N)),

and the two definitions coincide.

Suppose we have a Galois representation

ρ : Gv → GL(V ).

For the Artin conductor we have

a(ρ) =

∫ ∞
−1

(
dimV − dimV ρ(Gu)

)
du

=
(
dimV − dimV ρ(IKv )

)
+

∫ ∞
0

(
dimV − dimV ρ(Gu)

)
du.

Definition 4.2.2. The quantity

sw(ρ) =

∫ ∞
0

(
dimV − dimV ρ(Gu)

)
du

is the Swan conductor of the representation ρ.

4.2.1 The Carayol-Livné classification

Now we briefly discuss how the conductors of representations of Gal(Q̄p/Qp)

degenerate when we consider them modulo the prime l, which is different from

p. We may view these representations as representations of Gal(Q̄p/Qp) via

the local Langlands correspondence and Theorem 3.2.6, and study them from
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this perspective. The main references for this theory are [7] and [38].

Let

ρ̄ : GQ → GL(2, F̄l)

be a modular mod l Galois representation. That is, ρ̄ has a lift

ρ : GQ → GL(2, Q̄l)

which is attached to a modular form of some weight and some level N . If

Gp = Gal(Q̄p/Qp) is the decomposition group at p (with p 6= l), and ρ̄p is

the restriction of ρ̄ to Gp, i.e.,

ρ̄p : Gp → GL(2, F̄l),

let

N(ρ̄) =
∏
p 6=l

pa(ρ̄p)

be the (global) conductor of ρ̄. Also, we denote by

ρp : Gp → GL(2, Q̄l),

the restriction of ρ to the decomposition group Gp.

Proposition 4.2.3. For the Swan conductor of the representations ρp and

ρ̄p, we have

sw(ρp) = sw(ρ̄p).

Proof. See Section 1 of [38].

Below, we present the classification of degeneration of conductors for

GL(2,Qp); that is, we list the cases where we have a(ρp) > a(ρ̄p). One can

find more details on this classification in Section 1 of [7], and it relies on the

fact that the Swan conductor is invariant under mod l reduction.

(i) Suppose that ρp corresponds to a principal series representation χ1×χ2.
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Then we have

a(ρp) = a(χ1) + a(χ2),

while

a(ρ̄p) = a(χ̄1) + a(χ̄2).

In this case, we have that at least one of the characters, say χ1, must be

tamely ramified such that its conductor degenerates; that is, a(χ1) = 1

and a(χ̄1) = 0. Then

a(ρp) = 1 + a(χ2);

a(ρ̄p) = a(χ̄2).

(ii) If ρp corresponds to the twisted Steinberg representation (χ| |1/2)StGL(2),

we have

a(ρp) =

{
1, if a(χ) = 0;

2a(χ), if a(χ) > 0.

If χ is unramified, a degeneration occurs when N =

(
1
)

reduces to

zero modulo l. This can be achieved by conjugating N by the matrix(
l

1

)
. Thus we have

a(ρp) = 1;

a(ρ̄p) = 0.

If χ is not unramified, then it must be tamely ramified with unramified

reduction. If N degenerates modulo l (by conjugating as before), we

have

a(ρp) = 2;

a(ρ̄p) = 0.
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If χ is not unramified, i.e., it is tamely ramified with unramified reduc-

tion, and N does not degenerate modulo l, we have

a(ρp) = 2;

a(ρ̄p) = 1.

(iii) Suppose that ρp is irreducible; such a ρp corresponds via the local Lang-

lands correspondence to a supercuspidal representation BC(L/Qp, ψ).

By the results in Section 1 of [7], the only case where we have degen-

eration of the conductor of such a representation, is when a(ρp) = 2.

This happens when L/Qp is an unramified quadratic extension, and

when a(ψ) = 1. In this case, ψ is a tamely ramified character of L×

with unramified reduction. We may have a(ρ̄p) = 1 or a(ρ̄p) = 0.

Remark 4.2.4. We remark the following:

1. Note that the quadratic character εL/Qp of an unramified quadratic

extension L/Qp is unramified. This implies that when the conductor of

a supercuspidal representation degenerates modulo l, the determinant

of the reduction is unramified.

2. If BC(L/Qp, ψ) is a supercuspidal representation, where ψ is a char-

acter of WL and Gal(L/Qp) = {1, σ}, one has ψ 6= ψ ◦ σ. This implies

that ψ does not extend to a character of WQp . For the reduction ψ̄ of

ψ we have that it is possible to extend to a character of WQp . Suppose

that ψ̄ extends to a character of WQp ; then according to Section 1 of

[14], ρ̄p is of the form

(
ψ̄εL/Qp

ψ̄

)
,

(
ψ̄εL/Qp s

ψ̄

)
, or

(
ψ̄ s

ψ̄εL/Qp

)
,

where s|IQp
: IQp � F̄l.

3. If χ is a character of Q×p which is tamely ramified with unramified

reduction, we have that (see 1.5 of [7])

p ≡ 1 mod l.
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4. If we are in the case where the conductor of a supercuspidal represen-

tation BC(L/Qp, ψ) degenerates, we get that ψ is a tamely ramified

character of L× with unramified reduction. By 1.5 of [7] we have

p ≡ −1 mod l.

By the classification above, we obtain all possible levels for the modular

mod l representation ρ̄.

Theorem 4.2.5. Suppose that

ρ̄ : GQ → GL(2, F̄l)

is a modular mod l Galois representation of weight k ≥ 2 and level N coprime

to l. Moreover, let φp ∈ WQp lie above the inverse of a Frobenius element.

Then

N = N(ρ̄)
∏
p

pn(p)

and for each p with n(p) > 0, one of the following holds:

1. p - N(ρ̄), p(trρ̄p(φp))
2 ≡ (1 + p)2detρ̄p(φp) mod l and n(p) = 1.

2. p ≡ −1 mod l, and one of the following holds:

(a) p - N(ρ̄), trρ̄p(φp) ≡ 0 mod l and n(p) = 2;

(b) p | N(ρ̄) but p2 - N(ρ̄), detρ̄p is unramified and n(p) = 1.

3. p ≡ 1 mod l, and one of the following holds:

(a) p - N(ρ̄) and n(p) = 2;

(b) p2 - N(ρ̄) or the power of p dividing N(ρ̄) is the same as the power

dividing the conductor of detρ̄p, and n(p) = 1.

Proof. It is a consequence of the classification of degeneration of conductors

we described above. See also [15].
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4.2.2 The classification for GSp(4, F )

Let

R̄ : GQ → GSp(4, F̄l)

be a modular mod l Galois representation. Assume that R̄ has some lift

R : GQ → GSp(4,OQ̄l
)

which is attached to a Siegel modular form of some weight and some level

N in the sense of Theorem I of [68]. Consider the restriction of R̄ to the

decomposition groups Gp = Gal(Q̄p/Qp), which is denoted by

R̄p : Gp → GSp(4, F̄l).

If V̄ is the representation space of R̄p, and Gu
p the ramification groups with

respect to the upper numbering, we have that the conductor of R̄p is

a(R̄p) =

∫ ∞
−1

(
dim V̄ − dim V̄ R̄p(Gu

p )
)
du

=
(

dim V̄ − dim V̄ R̄p(IQp )
)

+ sw(R̄p).

Similarly, if we restrict R to the decomposition group Gp, we get the

representation

Rp : Gp → GSp(4, Q̄l),

and if V is the representation space of Rp, then Rp has conductor

a(Rp) =
(
dimV − dimV Rp(IQp )

)
+ sw(Rp).

Proposition 4.2.6. For the Swan conductor of the representations Rp and

R̄p we have

sw(Rp) = sw(R̄p).

Proof. The crucial point here is that l 6= p. For a proof, the reader may refer

to Section 1 of [38].

90



Now we are ready to start comparing the conductor of Rp with the con-

ductor of its reduction mod l. From the fact that dimV = dim V̄ = 4 and

by the equality of the Swan conductors, we get

a(Rp) =
(
4− dimV Rp(IQp )

)
+ sw(Rp),

a(R̄p) =
(

4− dim V̄ R̄p(IQp )
)

+ sw(Rp),

and so a(Rp) = a(R̄p) unless dimV Rp(IQp ) 6= dim V̄ R̄p(IQp ). As dimV Rp(IQp ) ≤
dim V̄ R̄p(IQp ), we obtain a(Rp) ≥ a(R̄p) and we see that the conductors differ

by at most 4; we are interested in which cases the inequality is strict. This

happens in the following cases:

(1) dimV Rp(IQp ) = 3 and dim V̄ R̄p(IQp ) = 4; this means that R̄p is unrami-

fied, so that sw(Rp) = 0. We have

a(Rp) = 1 and a(R̄p) = 0.

(2) dimV Rp(IQp ) = 2 and dim V̄ R̄p(IQp ) = 4; we have that R̄p is unramified,

so sw(Rp) = 0. From this we get

a(Rp) = 2 and a(R̄p) = 0.

(3) dimV Rp(IQp ) = 2 and dim V̄ R̄p(IQp ) = 3; then a(Rp) = 2 + sw(Rp) and

a(R̄p) = 1 + sw(R̄p). This implies that

a(Rp) = 1 + a(R̄p).

(4) dimV Rp(IQp ) = 1 and dim V̄ R̄p(IQp ) = 4; we have that R̄p is unramified,

so sw(Rp) = 0. From where we get

a(Rp) = 3 and a(R̄p) = 0.

(5) dimV Rp(IQp ) = 1 and dim V̄ R̄p(IQp ) = 3; then a(Rp) = 3 + sw(Rp) and
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a(R̄p) = 1 + sw(R̄p). This implies that

a(Rp) = 2 + a(R̄p).

(6) dimV Rp(IQp ) = 1 and dim V̄ R̄p(IQp ) = 2; then a(Rp) = 3 + sw(Rp) and

a(R̄p) = 2 + sw(R̄p). This implies that

a(Rp) = 1 + a(R̄p).

(7) dimV Rp(IQp ) = 0 and dim V̄ R̄p(IQp ) = 4; this means that R̄p is unrami-

fied, so that sw(Rp) = 0. We have

a(Rp) = 4 and a(R̄p) = 0.

(8) dimV Rp(IQp ) = 0 and dim V̄ R̄p(IQp ) = 3; then a(Rp) = 4 + sw(Rp) and

a(R̄p) = 1 + sw(R̄p). So we have

a(Rp) = 3 + a(R̄p).

(9) dimV Rp(IQp ) = 0 and dim V̄ R̄p(IQp ) = 2; then a(Rp) = 4 + sw(Rp) and

a(R̄p) = 2 + sw(R̄p). This implies that

a(Rp) = 2 + a(R̄p).

(10) dimV Rp(IQp ) = 0 and dim V̄ R̄p(IQp ) = 1; then a(Rp) = 4 + sw(Rp) and

a(R̄p) = 3 + sw(R̄p). This implies that

a(Rp) = 1 + a(R̄p).

The notion of a “degenerating character” will be often used below, thus

we give the following definition.

Definition 4.2.7. We say that a character χ degenerates modulo l, precisely

when it is tamely ramified but with unramified reduction modulo l.
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We present in Table 4.2 the classification of the Galois representations cor-

responding to the non-supercuspidal irreducible admissible representations of

GSp(4,Qp), in terms of the degeneration of their conductors. Note that we

also include the two supercuspidal representations of type Va∗ and XIa∗.

In the table, by “cd” we mean that the degeneration occurs due to a de-

generating character (in the sense of Definition 4.2.7); in this situation, by

Remark 4.2.4, we have p ≡ 1 mod l. By “N∗” we mean that the matrix

N∗ degenerates modulo l, and by “sc” we mean that the conductor of a

supercuspidal representation of GL(2,Qp) degenerates modulo l; note that

by Remark 4.2.4, the conductor of a supercuspidal degenerates only when

p ≡ −1 mod l. In some cases where we write “ω̄π = 1” we mean that the

central character of π is trivial modulo l, and finally, by “•” we denote a

case where none of the above happen but we still have degeneration of the

conductor. The columns in Table 4.2 are the ten cases of strict inequality of

conductors that we present above.

For representations of GSp(4,Qp) which are induced from the Klingen or

Siegel parabolic, in order to see how the conductor degenerates, one needs

many properties of supercuspidal representations of GL(2,Qp) which have

degenerating conductor; the reader is advised to recall these from Subsec-

tion 4.2.1.

• Type I. For this type, the degeneration occurs only when the conductor

of a tamely ramified character degenerates, i.e., we have p ≡ 1 mod l.

Case (2) is obtained when χ1 (resp. χ2) degenerates and χ2 (resp. χ1)

and σ are unramified.

Case (4) occurs when χ1 and χ2 both degenerate and σ is unramified.

Case (6) occurs when σ degenerates, a(χ1σ) = 0 and χ2 is tamely

ramified. Or more generally when σ is unramified, χ1 degenerates, and

a(χ2) = a(χ̄2) is a nonzero positive integer.

Case (7) is obtained if all characters are degenerate, or if χ1 and χ2 are

unramified and σ degenerates.

Case (9) can happen if χ1 is unramified, σ degenerates, and a(χ2) =
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a(χ̄2) is a nonzero positive integer.

Case (10) occurs when χ1, χ2 and χ1χ2 are ramified and non-degenerate,

but σ is degenerate.

• Type IIa. For this type, we have possible degeneration of conduc-

tors of characters (i.e., p ≡ 1 mod l) and possible degeneration of the

nilpotent matrix N1.

Case (1) occurs when χ and σ are unramified, and N1 reduces to 0

modulo l (conjugate1 with the symplectic matrix


l

l

l−1

l−1

).

Case (2) can take place when σ is unramified and χ is the product of

a ramified quadratic character with an unramified character. We also

need that N1 reduces to 0 modulo l, and the quadratic character to

degenerate. This occurs only when l = 2.

Case (4) is obtained when N1 degenerates mod l, σ is unramified, and

χ is degenerate. Another way is to take χ = σ−1, σ degenerate, and

N1 degenerate modulo l.

Case (5) Similarly with the previous case, i.e., χ degenerates and σ

unramified, but N1 not congruent to 0 mod l (after conjugation).

Case (6) occurs when σ is unramified, and χ is the product of the

quadratic character εL/Qp with a degenerate character. Here L is a

degree 2, ramified extension over Qp. Here N1 may degenerate or not.

Case (7) can take place if σ degenerates, χ is unramified, and N1 is

congruent to 0 modulo l.

Case (8) happens for σ degenerating, χ degenerating or unramified,

and N1 non-degenerate.

Case (9) can happen if χ is the product of a degenerate character with

σ−1, while σ is ramified but non-degenerate. We also need N1 reducing

1Such an operation leaves the semisimple part ρ0 unchanged.
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to 0 modulo l.

Case (10) occurs when χ is ramified and non-degenerate, but σ is de-

generate. N1 can reduce to 0 modulo l or not.

• Type IIb. For this type, the degeneration occurs only when the

conductor of a tamely ramified character degenerates, i.e., we have

p ≡ 1 mod l.

Case (2) is obtained for χ degenerate and σ = χ−1.

Case (4) occurs when χ degenerates and σ is unramified.

Case (6) occurs when σ is unramified, and χ is the product of the

quadratic character εL/Qp with a degenerate character. Here L is a

degree 2, ramified extension over Qp.

Case (7) is obtained if all characters are degenerate, or if χ is unramified

and σ degenerates.

Case (9) can happen if χ is the product of a degenerate character with

σ−1, while σ is ramified but non-degenerate.

Case (10) occurs when χ is ramified but non-degenerate but σ is de-

generate.

• Type IIIa. Degeneration here occurs when a character degenerates

(p ≡ 1 mod l) or when the matrix N4 degenerates modulo l. Note that

N4 cannot reduce with only one nonzero entry.

Case (2) takes place when σ and χ are unramified and N4 ≡ 0 mod l

(this can be achieved when we conjugate the matrix with the symplectic

matrix


l

1

1

l−1

).

Case (4) occurs when χ degenerates, σ is unramified, and N4 reduces

to 0 modulo l.
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Case (6) occurs when σ is unramified, a(χ) = a(χ̄) is a nonzero positive

integer, and N4 reduces to zero modulo l. This case can also happen

when σ is unramified, χ degenerates, and N4 does not degenerate.

Case (7) takes place when χ is unramified, σ degenerates, and N4 de-

generates.

Case (9) occurs when σ degenerates, a(χ) = a(χ̄) is a nonzero positive

integer and N4 degenerates. Also we may get this case by taking σ

degenerate, χ unramified, and N4 non-degenerate.

Case (10) occurs when σ is degenerate, a(χ) = a(χ̄) is a nonzero posi-

tive integer, and N4 non-degenerate.

• Type IIIb. For this type, the degeneration can take place when p ≡
1 mod l, since we only have degeneration of characters.

Case (2) occurs when σ is unramified and χ degenerates.

Case (7) happens when σ degenerates and χ is unramified (or degen-

erating).

Case (9) occurs when σ degenerates and a(χ) = a(χ̄) is a nonzero

positive integer.

• Type IVa. This is a more complicated type since we have as nilpotent

matrix N5 which might reduce to 0, to N1, or to N4 modulo l (by

conjugation with one of the symplectic matrices


l2

l

l−1

l−2

,


l

1

1

l−1

, or


l

l

l−1

l−1

 respectively).

Case (4) occurs when σ is unramified and N5 reduces to 0.

Case (5) occurs when σ is unramified and N5 reduces to N1.

Case (6) occurs when σ is unramified and N5 reduces to N4.
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Case (7) takes place when σ degenerates and N5 reduces to 0.

Case (8) can happen when σ degenerates and N5 reduces to N1.

Case (9) occurs when σ degenerates and N5 reduces to N4.

Case (10) occurs when σ degenerates and N5 is non-degenerate.

• Type IVb. Here, we can get degeneration by either a degeneration of

a character (p ≡ 1 mod l) or by degeneration of the nilpotent matrix

N4.

Case (2) occurs when σ is unramified and N4 reduces to 0 modulo l.

Case (7) occurs when σ degenerates and N4 degenerates.

Case (9) takes place when σ degenerates, but N4 does not (i.e., it has

two nonzero entries).

• Type IVc. The conductor of this type either degenerates by a degen-

eration of a character (p ≡ 1 mod l), or by degeneration of N1.

Case (1) takes place when σ is unramified and N1 degenerates.

Case (7) occurs when σ degenerates and N1 reduces to 0.

Case (8) can happen when σ degenerates, but N1 is non-degenerate.

• Type IVd. For this type, we only have σ which degenerates (i.e.,

p ≡ 1 mod l) or not.

Case (7) occurs when σ degenerates.

• Type Va and type Va∗. Note that representations of type Va are in

the same L-packet with the supercuspidal representations of type Va∗,

so that the conductors of their L-parameters degenerate in the same

way. Here we have N3 as the nilpotent matrix, and this may reduce

to N1, to N2, or to 0 (conjugate by one of the symplectic matrices
l

1

1

l−1

,


1

l

l−1

1

, or


l

l

l−1

l−1

 respectively).
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Case (2) occurs when σ and ξ are unramified and N3 reduces to 0

modulo l.

Case (3) occurs when σ and ξ are unramified and N3 reduces to N1 or

to N2 modulo l.

Case (4) takes place only for l = 2, since we need the quadratic charac-

ter to degenerate and σ to be unramified. Moreover N3 should reduce

to 0.

Case (5) occurs when σ is unramified, N3 reduces to N1, and ξ degen-

erates, so only when l = 2.

Case (6) occurs when σ is unramified, ξ is ramified (non-degenerate),

and N3 reduces to 0.

Case (7) occurs when ξ is unramified, σ is degenerate, and N3 reduces

to 0.

Case (8) occurs when ξ is unramified, σ is degenerate, and N3 reduces

to N1 or to N2 modulo l.

Case (9) is obtained for ξ unramified, σ is degenerate, and N3 is non-

degenerate. We may also get this case by taking ξ to be ramified, σ

degenerate, and N3 reduce to 0 (or to N1).

Case (10) is obtained when ξ is ramified, σ degenerates, and N3 is

non-degenerate (or reduces to N2).

• Type Vb. Here, degeneration occurs when a character degenerates,

or when N1 degenerates.

Case (1) can happen when σ and ξ are unramified, and N1 degenerates.

Case (2) may only happen for l = 2, since we need σ unramified, ξ

degenerateing and N1 degenerating.

Case (3) may happen only for l = 2, since we again need ξ degenerating,

along with σ being unramified and N1 non-degenerating.

Case (4) can happen when l = 2. We need σ degenerate and ξσ un-

ramified. Also N1 should degenerate.

98



Case (5) happens only when l = 2, since we need σ degenerate with ξσ

unramified, and N1 non-degenerate.

Case (6) occurs for ξσ unramified, a(σ) = a(σ̄) a nonzero positive

integer, and N1 degenerate.

Case (7) occurs for σ degenerate, ξ unramified, and for N1 degenerate.

Case (8) occurs when σ degenerates, ξ is unramified, and N1 is non-

degenerate.

Case (9) is obtained when σ degenerates, ξ is ramified (here N1 can be

degenerate or not).

Case (10) occurs when a(σ) = a(σ̄) is a nonzero positive integer, σ

is the product of ξ and a character that degenerates, and N1 is non-

degenerate.

• Type Vc. Degeneration occurs when a character degenerates or when

N2 reduces to 0 modulo l (by conjugation with the symplectic matrix
l

l

l−1

l−1

).

Case (1) is obtained by taking ξ and σ unramified and N2 degenerating

to 0.

Case (2) may take place when N2 reduces to 0, ξσ is unramified and σ

degenerates (i.e., ξ degenerates). This can only happen when l = 2.

Case (3) occurs when ξσ is unramified, σ degenerates (i.e., ξ degener-

ates), and N2 is non-degenerate. This happens only if l = 2.

Case (4) takes place when N2 reduces to 0, σ is unramified, and ξ

degenerates. Again this can only happen if l = 2.

Case (5) occurs when σ is unramified, ξ degenerates, and N2 is non-

degenerate. Again this may happen only if l = 2.

Case (6) occurs when σ is unramified and a(ξ) = a(ξ̄) is a nonzero

positive integer. Moreover N2 must degenerate.
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Case (7) takes place when ξ is unramified, σ degenerates, and N2 re-

duces to 0.

Case (8) takes place when ξ is unramified, σ degenerates, and N2 non-

degenerate.

Case (9) occurs when ξ is ramified while σ and N2 degenerate.

Case (10) is obtained when ξ is ramified, σ degenerates, but N2 is

non-degenerate.

• Type Vd. Here we have degeneration only when a character degener-

ates (p ≡ 1 mod l).

Case (2) may take place if ξ degenerates and σ is unramified. This can

only happen if l = 2 since ξ is a quadratic character.

Case (7) is obtained if ξ is unramified and σ degenerates.

Case (9) is obtained if ξ is ramified and σ degenerates.

• Type VIa and type VIb. These two types form a single L-packet,

so they will degenerate in the same way. Here we have possible de-

generation of the matrix N3 to 0, to N1, or to N2, along with possible

degeneration of a character.

Case (2) occurs when σ is unramified and N3 reduces to 0.

Case (3) is obtained by taking σ to be unramified and N3 to reduce to

N1 or to N2.

Case (7) is obtained by choosing σ degenerate and N3 reducing to 0.

Case (8) occurs when σ is degenerate and N3 reduces to N1 or to N2.

Case (9) occurs when σ is degenerate and N3 is non-degenerate.

• Type VIc. Here we have the nilpotent matrix N1 which possibly

reduces to 0.

Case (1) happens when σ is unramified and N1 reduces to 0.

Case (7) occurs when σ is degenerate and N1 reduces to 0.

Case (8) occurs when σ is degenerate and N1 is non-degenerate.

100



• Type VId. The only possibility of degeneration is when σ degenerates

(p ≡ 1 mod l).

Case (7) is obtained when σ degenerates.

• Type VII. Here, the representation Rp depends on a character χ and

a supercuspidal representation π of GL(2,Qp). In the case where this

degenerates, we have p ≡ −1 mod l.

Case (7) occurs when χ is unramified, and a(φπ) = 2 while a(φ̄π) = 0.

Case (9) occurs when χ is unramified, and a(φπ) = 2 while a(φ̄π) = 1.

This case may also be obtained when a(χ) = a(χ̄) is a nonzero positive

integer and when a(φπ) = 2 while a(φ̄π) = 0.

Case (10) is obtained when a(χ) = a(χ̄) is a nonzero positive integer

and when a(φπ) = 2 while a(φ̄π) = 1.

• Type VIIIa and type VIIIb. These two representations form a

single L-packet. Again the conductor depends on the conductor of a

supercuspidal representation of GL(2,Qp), which will degenerate, so

we have to assume that p ≡ −1 mod l.

Case (7) occurs when a(φπ) = 2 and a(φ̄π) = 0.

Case (9) occurs when a(φπ) = 2 and a(φ̄π) = 1.

• Type IXa. In this case, we have the non-trivial quadratic character ξ,

for which we have ξπ = π; this means that ξ does not take part in the

consideration of degeneration of conductors. This has attached an L-

parameter with nilpotent part N6, which can be reduced to 0 modulo l

(by conjugation with the symplectic matrix


l

l

l−1

l−1

). We also

have that the supercuspidal representation of GL(2,Qp) degenerates,

so p ≡ −1 mod l.

Case (7) is obtained with a(φπ) = 2 and a(φ̄π) = 0, and N6 reducing

to 0.

101



Case (9) occurs with a(φπ) = 2 and a(φ̄π) = 1, and N6 reducing to 0.

• Type IXb. Similarly here, we have ξπ = π. When the supercuspidal

representation of GL(2,Qp) degenerates, we have p ≡ −1 mod l.

Case (7) occurs when a(φπ) = 2 while a(φ̄π) = 0.

Case (9) occurs when a(φπ) = 2 while a(φ̄π) = 1.

• Type X. We have possible degeneration of the character σ or of the

supercuspidal π = BC(L/Qp, ψ).

Case (4) is obtained for σ unramified, and a(φπ) = 2 with a(φ̄π) = 0;

here we need L/Qp to be an unramified quadratic extension so that

εL/Qp is unramified.

Case (5) is obtained for σ unramified, and a(φπ) = 2 with a(φ̄π) = 1.

Again we chose π such that L/Qp is unramified, for we need εL/Qp to

be unramified.

Case (6) occurs when σ is unramified, and when the central character

of π is trivial modulo l.

Case (7) happens when σ degenerates, and a(φπ) = 2 with a(φ̄π) = 0.

So we have to assume l = 2 for this.

Case (8) happens when σ degenerates, and a(φπ) = 2 with a(φ̄π) = 1.

So we have to assume l = 2 for this too.

Case (9) occurs when σ is degenerate, and when the central character

of π is trivial modulo l.

Case (10) occurs for π non-degenerate and σ degenerate.

• Type XIa and type XIa∗. The supercuspidal representations of

type XIa∗ are in the same L-packet with XIa, so the conductors of

their L-parameters degenerate in the same way. Here we have also the

nilpotent matrix N2 which might degenerate (under conjugation with
l

1

1

l−1

).
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Case (4) occurs with σ unramified, N2 degenerate, and a(φπ) = 2 with

a(φ̄π) = 0.

Case (5) occurs with σ unramified, N2 degenerate, and a(φπ) = 2 with

a(φ̄π) = 1.

Case (6) is obtained for σ unramified, N2 degenerate, and π non-

degenerate.

Case (7) occurs with σ, N2 and π degenerate; a(φπ) = 2 with a(φ̄π) = 0.

So we need l = 2.

Case (8) occurs with σ, N2 and π degenerate; a(φπ) = 2 with a(φ̄π) = 1.

This happens for l = 2.

Case (9) occurs when σ and N2 degenerate, but π not.

Case (10) occurs when σ degenerates, but N2 and π are non-degenerate.

• Type XIb. Finally, we have possible degeneration of a character, or

possible degeneration of the supercuspidal (i.e., p ≡ 1 or − 1 mod l).

Case (2) is obtained by choosing σ unramified, and a(φπ) = 2 while

a(φ̄π) = 0.

Case (3) occurs when σ is unramified, and a(φπ) = 2 while a(φ̄π) = 1.

Case (7) can only happen when l = 2 since we need degeneration of

both the supercuspidal and the character.

Case (8) takes place again when l = 2 since we need degeneration of

both the supercuspidal and the character.

Case (9) occurs when σ degenerates, and π non-degenerate.

Case (10) occurs when both the supercuspidal and the character are

non-degenerate. Choose π = BC(L/Qp, ψ) such that L/Qp is unrami-

fied and that ψ̄ extends to a character of WQp ; in addition assume that

the reduction of the associated Galois representation is of the form(
ψ̄εL/Qp s

ψ̄

)
. Moreover, let σ̄ = ψ̄−1.
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Table 4.2: Classification of degeneration of conductors for non-supercuspidal representations of GSp(4, F )

Case (1) Case (2) Case (3) Case (4) Case (5) Case (6) Case (7) Case (8) Case (9) Case (10)

Type I cd cd cd cd cd cd
Type IIa N1 l = 2 N1, cd cd cd N1, cd cd N1, cd cd
Type IIb cd cd cd cd cd cd
Type IIIa N4 N4, cd cd N4, cd cd cd
Type IIIb cd cd cd
Type IVa N5 N5 N5 N5, cd N5, cd N5, cd cd
Type IVb N4 N4, cd cd
Type IVc N1 N1, cd cd
Type IVd cd
Type Va N3 N3 l = 2 l = 2 N3 N3, cd N3, cd cd cd
Type Vb N1 l = 2 l = 2 l = 2 l = 2 N1 N1, cd cd cd cd
Type Vc N2 l = 2 l = 2 l = 2 l = 2 N2 N2, cd cd N2, cd cd
Type Vd l = 2 cd cd
Type VIa N3 N3 N3, cd N3, cd cd
Type VIb N3 N3 N3, cd N3, cd cd
Type VIc N1 N1, cd cd
Type VId cd

Type VII sc sc sc
Type VIIIa sc sc
Type VIIIb sc sc
Type IXa N6, sc N6, sc
Type IXb sc sc

Type X sc sc ω̄π = 1 l = 2 l = 2 cd, ω̄π = 1 cd
Type XIa N2, sc N2, sc N2 l = 2 l = 2 N2, cd cd
Type XIb sc sc l = 2 l = 2 cd •
Type Va∗ N3 N3 l = 2 l = 2 N3 N3, cd N3, cd cd cd
Type XIa∗ N2, sc N2, sc N2 l = 2 l = 2 N2, cd cd
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Chapter 5

Lifting automorphic

representations to GSp(4)

In this chapter, we will obtain automorphic representations for GSp(4) over

the rationals, which arise via the theory of the theta correspondence from

automorphic representations for GL(2) over an imaginary quadratic field.

We will describe this process, and in particular, we will write down the

local correspondence (namely the local theta lift) explicitly. This lifting of

automorphic representations enables one to attach Galois representations to

automorphic representations for GL(2) over an imaginary quadratic field.

This theory was developed by Harris, Soudry and Taylor in [29], Taylor in

[65], Berger and Harcos in [3], and Mok in [40].

5.1 4-dimensional quadratic spaces

Let F be any field of characteristic different from 2. In this section, we will

follow Roberts (§2 of [47]) in describing briefly the theory of 4-dimensional

quadratic spaces over F . If X is such a space, this will lead us to a realization

of the similitude groupGSO(X,F ) via its even Clifford algebra. More details,

such as information about proofs of results in this section, can be found in

§2 of [47].
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5.1.1 GSO(X,F ) and Clifford algebras

We begin with a 4-dimensional quadratic space X, with (·, ·) its associated

symmetric and non-degenerate1 bilinear form, defined over F .

Definition 5.1.1. We define the similitude orthogonal group of X, denoted

by GO(X,F ), to be the group of all g ∈ GL(X) such that

(gv, gw) = ν(g)(v, w),

where v, w ∈ X and ν(g) ∈ F×. Here, ν : GO(X,F )→ F× is a multiplicative

character called the similitude character. The connected component of the

identity in GO(X,F ) will be denoted by GSO(X,F ), and is an index 2

subgroup of GO(X,F ). Finally, note that O(X,F ) is the kernel of ν.

Let x1, x2, x3, x4 be an orthogonal basis for X, and let d denote the dis-

criminant2 of X. Let C = C(X) be the Clifford algebra of X; it is a unital,

associative algebra which is generated by X, and roughly, it is the most pos-

sible free algebra generated by X, subject to the condition3 xy+yx = 2(x, y)

for all x, y ∈ X. We have that dim (C) = 24 = 16 over F . Now, we consider

the even Clifford algebra of X in C, which is the linear combination of the

even rank4 elements of C. Its dimension over F is 8, and we denote it by

B = B(X). The centre of B is denoted by E = E(X) and is of dimension

2 over F . Finally, let C1 = C1(X) be the subspace spanned by elements of

odd rank in C, which is of dimension 8. We consider the involution ∗ of C

that takes a product of the xi to the product of the same xi in the reverse

order. It is easy to see that ∗ preserves B and C1. If x ∈ B, then it belongs

to its center E if and only if x∗ = x. If for x ∈ C we set N(x) = x∗x, then

N(x) ∈ E when x ∈ B. Note that if we regard X as contained in C1, we see

1That is, if x ∈ F is nonzero, then there exists a y ∈ F such that (x, y) 6= 0.
2The discriminant of X is defined as the determinant of the matrix ((xi, xj)), and it is

a number in F×/F×2.
3Since F is not of characteristic 2.
4The rank of an element x of the Clifford algebra is the number of basis elements

whose product is x. For instance, the even Clifford algebra is spanned by the elements
1, x1x2, x1x3, x1x4, x2x3, x2x4, x3x4, x1x2x3x4.
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that X is the set of elements in C1 such that x∗ = x, and thus if x ∈ X, then

(x, x) = N(x).

The F -algebra E is called the discriminant algebra of X and has no non-

zero nilpotent elements, i.e., we say it is reduced. It is characterised by the

discriminant of X; i.e., if d 6= 1 then E is a field over F of degree 2, and

if d = 1 then E ∼= F × F . Moreover, we set Gal(E/F ) = {1, α} and let

NE/F (z) = zα(z) and TE/F (z) = z + α(z) be the norm and trace of E over

F , respectively.

Let us now study the structures of B and E by introducing these notions

in a more abstract manner.

Definition 5.1.2. Let B be an F -algebra with center E and involution ∗
which is the identity on E. We say that B is a quadratic quaternion algebra

over F if E is 2-dimensional over F and reduced, and there exists a quaternion

algebra D over F contained in B, such that the natural map

E ⊗F D → B,

defined via z ⊗ x 7→ zx, is an isomorphism of E-algebras and ∗ induces the

canonical involution of D.

We may define a norm N : B → E and a trace T : B → E by N(x) =

xx∗ = x∗x and T (x) = x + x∗, respectively. Furthermore, we define an

E-bilinear form (x, y) = T (xy∗)/2, which is non-degenerate. The definition

of a quadratic quaternion algebra B requires the existence of a particular

quaternion algebra D; Proposition 2.1 of [47] implies that in fact we may

consider any quaternion algebra over F in B. Moreover, we remark that

if B is a quadratic quaternion algebra, there may be infinitely many non-

isomorphic quaternion algebras D over F in B; but when E ∼= F × F , then

B ∼= D × D, and any other quaternion algebra over F in B is isomorphic

to D.

Proposition 5.1.3. If X is a 4-dimensional quadratic space, then B = B(X)

is a quadratic quaternion algebra over F .
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Proof. See Proposition 2.2 of [47].

We may now use the notion of quadratic quaternion algebras to study

the group GSO(X,F ). We first define a left action ρ of F× ×B× on C1 by

ρ(t, g)x = t−1gxg∗,

which preserves X, and one can see that if x ∈ X and (t, g) ∈ F××B×, then

N(ρ(t, g)x) = t−2NE/F (N(g))N(x). This can be regarded as

(ρ(t, g)x, ρ(t, g)x) = t−2NE/F (N(g))(x, x),

which means that ρ(t, g) ∈ GO(X,F ), with similitude factor t−2NE/F (N(g)).

In fact, according to §2 of [47], if (t, g) ∈ F××B× then ρ(t, g) ∈ GSO(X,F ).

The following result determinesGSO(X,F ) in terms of data from the Clifford

algebra of X.

Proposition 5.1.4. Let X be a 4-dimensional quadratic space over F of

discriminant d, and write B = B(X) and E = E(X). Define an inclusion

of E× into F× × B× by a 7→ (NE/F (a), a). Then the following sequence is

exact:

1→ E× → F× ×B× ρ−→ GSO(X,F )→ 1.

Proof. See Theorem 2.3 of [47].

Starting with a 4-dimensional quadratic space, we constructed a quadratic

quaternion algebra B over F . Now we will start by a quadratic quaternion

algebra B over F , and we will see which 4-dimensional quadratic spaces can

be derived from it.

Definition 5.1.5. Let B be a quadratic quaternion F -algebra with center E,

with Gal(E/F ) = {1, α}. Then, a Galois action on B is an F -automorphism

a : B → B, such that a2 = 1 and a(zx) = α(z)a(x) for z ∈ E and x ∈ B.

Lemma 5.1.6. Quaternion algebras over F contained in B are in 1-to-1

correspondence with Galois actions on B.
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Proof. We sketch a proof in order to indicate the bijection between Galois

actions on B and quaternion algebras over F contained in B. For more

information, the reader should consult §2 of [47]. If a is a Galois action, then

the set of fixed points of a is a quaternion algebra over F contained in B;

conversely, if D is a quaternion algebra over F contained in B, we may define

a Galois action on B by letting a : B → B to be defined by a(z⊗x) = α(z)⊗x
(where z ∈ E and x ∈ D). These two maps are inverses of each other, and

give a bijection between, on the one hand, quaternion algebras over F in B,

and on the other hand, Galois actions on B.

We are now able to explicitly construct 4-dimensional quadratic spaces,

starting from a quadratic quaternion algebra over F equipped with a Galois

action. Let B be a quadratic quaternion algebra over F with center E,

Gal(E/F ) = {1, α}, involution ∗, and a : B → B a Galois action on B. Let

D be the quaternion algebra over F in B, which corresponds to the Galois

action a (i.e., the fixed points of a as in Lemma 5.1.6). Define Xa to be the

set of points x ∈ B, such that a(x) = x∗. According to §2 of [47], Xa is a 4-

dimensional vector space over F , which can be equipped with the symmetric

bilinear form induced by the norm of B to become a 4-dimensional quadratic

space over F . We may define an action ρa of F× ×B× on Xa by

ρa(t, g)x = t−1gxa(g)∗,

and we have that ρa(t, g) ∈ GSO(Xa, F ) for (t, g) ∈ F× ×B×.

Note that, in the beginning of this subsection, we started with a 4-

dimensional quadratic space X over F , and we constructed a quadratic

quaternion algebra B(X) over F , with center E(X); so, starting with Xa,

we may construct B(Xa) and E(Xa).

Proposition 5.1.7. Let B be a quadratic quaternion algebra over F with

center E, Gal(E/F ) = {1, α}, involution ∗, and a : B → B a Galois action

on B. Then the sequence

1→ E× → F× ×B× ρa−→ GSO(Xa, F )→ 1
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is exact, where the inclusion of E× in F××B× is defined by z 7→ (NE/F (z), z).

There exists a unique F -isomorphism B(Xa) ∼= B sending E(Xa) onto E, so

that the diagram

1 −−−→ E(Xa)
× −−−→ F× ×B(Xa)

× ρ−−−→ GSO(Xa, F ) −−−→ 1y y id

y
1 −−−→ E× −−−→ F× ×B× ρa−−−→ GSO(Xa, F ) −−−→ 1

(5.1)

commutes, where the first two vertical arrows are isomorphisms.

Proof. See Proposition 2.7 of [47].

Propositions 5.1.4 and 5.1.7 give the characterization of GSO(X,F ) that

we wanted, in terms of data from the Clifford algebra of X.

Let E be a 2-dimensional reduced algebra over F ; this implies that E is

either a quadratic extension of F , or E ∼= F × F . Let Gal(E/F ) = {1, α},
and let D be a quaternion algebra over F with canonical involution ∗. Define

BD,E = E ⊗F D, which we equip with the involution defined by (z ⊗ x)∗ =

z ⊗ x∗, and we see that BD,E is a quadratic quaternion algebra over F .

Moreover, we define a : BD,E → BD,E by a(z ⊗ x) = α(z) ⊗ x, and this is a

Galois action of BD,E. Finally, let XD,E = Xa, i.e., the set of z ⊗ x ∈ BD,E

such that a(z ⊗ x) = (z ⊗ x)∗.

We may describe E in terms of a square-free element d ∈ F×, as in [47].

If d 6= 1, set Ed = F (
√
d), and if d = 1, set Ed = F ×F . Write BD,Ed

= BD,d,

and XD,Ed
= XD,d. Evidently, d is the discriminant of XD,d (as mentioned

before, we call Ed the discriminant algebra of XD,d). When d = 1, we can

say a bit more about the structure BD,1. In particular, in that case, there

is a canonical isomorphism of F -algebras D × D ∼= BD,1, and a is given by

a(x, x′) = (x′, x), and ∗ is given by (x, x′)∗ = (x∗, x′∗). This implies that

XD,1 is the set of pairs (x, x∗) for x ∈ D, that is, XD,1 can be identified with

D. With respect to the above identifications,

ρa(t, (g, g
′))x = t−1gxg′∗,
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for t ∈ F×, (g, g′) ∈ D× ×D×, and x ∈ D.

5.1.2 Explicit quadratic spaces for GSO(X,F )

In this subsection, we apply the above theory to algebras over the local field

Qp. We start with a non-archimedean local field F , and later we will put

F = Qp. Moreover, we will say some things about 4-dimensional quadratic

spaces in the archimedean case F = R.

Let d ∈ F×/F×2. According to [47], up to isometry, there are two 4-

dimensional quadratic spaces of discriminant d. One space is isometric to

XM2×2,d, where M2×2 = M2×2(F ) is the quaternion algebra of 2× 2 matrices

over F ; the other is isometric to XDram,d, where Dram is the division quater-

nion algebra over F (or sometimes called the non-split quaternion algebra

over F ).

If d = 1, then XM2×2,1 is isometric to M2×2(F ) equipped with the deter-

minant, and XDram,1 is isometric to Dram equipped with the norm. We also

mentioned before, that BD,1
∼= D ×D (for D either equal to M2×2(F ) or to

Dram). In this case, by Propositions 5.1.4 and 5.1.7, we have

GSO(Dram, F ) ∼= (D×ram ×D×ram)/F×

and

GSO(M2×2(F ), F ) ∼= (GL(2, F )×GL(2, F ))/F×.

If d 6= 1, then XM2×2,d and XDram,d are both isotropic5. We have that

BM2×2,d and BDram,d are both isomorphic to M2×2(Ed). Now, we are going

to describe the two quadratic spaces. Let δ be a representative for the non-

trivial coset of F×/NEd/F (E×d ), and α the non-trivial element of Gal(Ed/F ).

5A quadratic vector space X equipped with a symmetric bilinear form (·, ·) is called
isotropic when it contains at least one non-zero vector v such that (v, v) = 0; such a vector
is called isotropic, otherwise it is called anisotropic.
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Then we have

Dram =

{(
e fδ

α(f) α(e)

)
: e, f ∈ Eδ

}
⊂M2×2(Eδ).

The Galois actions a and a′ on the quadratic quaternion algebra M2×2(Ed)

corresponding to M2×2(F ) and Dram, are given by

a

((
e f

g h

))
=

(
α(e) α(f)

α(g) α(h)

)
and a′

((
e f

g h

))
=

(
α(h) δα(g)

α(f)/δ α(e)

)
,

respectively. The 4-dimensional quadratic spaces are given by

XM2×2,d =

{(
e f

√
d

g
√
d α(e)

)
: e ∈ Ed, f, g ∈ F

}

and

XDram,d =

{(
f −δe
α(e) g

)
: e ∈ Ed, f, g ∈ F

}
.

Finally, note that GSO(XM2×2,d, F ) ∼= GSO(XDram,d, F ). The above results

and the description of the quadratic spaces are discussed in §2 of [47].

Let K be a quadratic extension of Q with ring of integers OK , such that

if v is a place of K, we let Kv be its completion at v. Fix a prime p of Q; it

is known that p either stays inert, or splits completely, or ramifies in K. The

above discussion explains the situation when we have F = Qp. In particular,

we have the following:

1. The prime p either stays inert or ramifies in K: pOK = p or

pOK = p2. In this case, Kp is a quadratic field over Qp, and

Kp = Qp(
√
d) = Ed,

i.e., d 6= 1. Then using the discussion from above and Proposition 5.1.4,

we get

GSO(X,Qp) ∼= (GL(2, Kp)×Q×p )/K×p ,
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where X is either XM2×2,d or XDram,d.

2. The prime p splits in K: pOK = pp̄. In this case, we have the

discriminant algebra Ed = Qp ×Qp, so that d = 1. Using the remarks

from above, and Proposition 5.1.4, we write

GSO(M2×2(Qp),Qp) ∼= (GL(2,Qp)×GL(2,Qp))/Q×p .

Note that the degree of the extensionKp/Qp is 1 while the inertia degree

and the ramification index are trivial. The same holds for Kp̄/Qp, so

that we may identify Kp and Kp̄ with Qp. Thus, the discriminant

algebra may be written as Ed ∼= Kp ×Kp̄.

Finally, for the archimedean local field R, up to isometry there are three

4-dimensional quadratic spaces of discriminant d = 1, which are of signature

(4, 0), (2, 2), or (0, 4) respectively. The quadratic space of signature (4, 0) (re-

spectively (0, 4)) is the spaceXDram,1 (respectivelyXDram,1, but with quadratic

form multiplied by −1); here Dram over R is the Hamiltonian quaternion al-

gebra. The quadratic space with signature (2, 2) is XM2×2,1. For d = −1, up

to isometry there are two 4-dimensional quadratic spaces of signatures (1, 3)

and (3, 1); these are respectively XM2×2,−1 and XDram,−1.

5.2 Representation theory of GO(X,F )

Firstly, we set some notation. Let F be a non-archimedean local field, and

if X is a 4-dimensional quadratic space of discriminant d we let E be the

discriminant algebra of X. We mentioned in the previous section that if

d = 1 we have E = F × F , and if d 6= 1 we have E = F (
√
d). We will

write Irr(GSO(X,F )) for the set of irreducible admissible representations of

GSO(X,F ). Moreover, we write Irr(GL(2, F )) (resp. Irr(GL(2, E))) for the

set of irreducible admissible representations of GL(2, F ) (resp. GL(2, E)).

When d = 1, we denote by Irrf (GL(2, F )×GL(2, F )) the set of pairs of rep-

resentations in Irr(GL(2, F )) which have the same central character and by

Irrf (D
×
ram×D×ram) the set of pairs of irreducible admissible representations of
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D×ram with equal central characters; when d 6= 1, we denote by Irrf (GL(2, E))

the set of elements π in Irr(GL(2, E)) such that ωαπ = ωπ, where α is the non-

trivial element of Gal(E/F ). Often in this section, we will denote represen-

tations in Irr(GSO(X,F )) by π̃, and irreducible admissible representations

of GO(X,F ) by π̂.

We are going to study representations of GO(X,F ) via inducing them

from the index 2 subgroup GSO(X,F ). In fact, we have the following defi-

nition.

Definition 5.2.1. Let π̃ ∈ Irr(GSO(X,F )). If the induced representation

of π̃ to GO(X,F ) is irreducible, we call π̃ regular. In this case, we write

π̂+ = ind
GO(X,F )
GSO(X,F )π̃.

If π̃ is not regular, we call π̃ invariant. In this case, the induced representation

to GO(X,F ) is not irreducible, and we write

ind
GO(X,F )
GSO(X,F )π̃ = π̂+ ⊕ π̂−,

where π̂+ and π̂− are irreducible admissible representations of GO(X,F ).

We now introduce for invariant representations, the notion of a distin-

guished representation. Later in this thesis, we will consider the so-called

theta correspondence for the groups GO(X,F ) and GSp(4, F ), and we will

see that certain extensions of a distinguished representation of GSO(X,F )

cannot occur in the theta correspondence6.

Definition 5.2.2. Let π̃ be in Irr(GSO(X,F )). We say that π̃ is generically

distinguished, if π̃ is invariant and there is an anisotropic vector y ∈ X such

that

HomSO(Y,F )(π̃, 1) 6= 0,

6In particular, if F is non-archimedean and we have a distinguished representation
π̃ ∈ Irr(GSO(X,F )), the representation π̂− introduced in Definition 5.2.1 cannot occur in
the theta correspondence (see Theorem 6.8 of [46]); we will discuss these results later in
more detail.
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where Y is the orthogonal complement of Fy in X. We will say that π̃ is

distinguished if π̃ is generically distinguished or d 6= 1 and π̃ is invariant and

1-dimensional (“boundary” case).

Note that, according to Section 4 of [46], the group SO(Y, F ) can be

considered to be a subgroup of GSO(X,F ); if d = 1, one can see SO(Y, F )

as the image of the subgroup {(g, (g∗)−1) : g ∈ GL(2, F )} or {(g, (g∗)−1) :

g ∈ D×ram} under ρ, and if d 6= 1 as the image of {(det(g), g) : g ∈ GL(2, F )}
under ρ (recall ρ from Proposition 5.1.4, and the description of GSO(X,F )

in Subsection 5.1.2).

Finally, we remark that for this section F need not be only non-archimedean,

for according to Section 6.1 of [62] we can choose it to be archimedean as

well; the theory is analogous in this case.

5.2.1 The discriminant algebra is a field

In this subsection we consider E = F (
√
d), with d 6= 1. In this case,

as we mentioned in Subsection 5.1.2, we have the two quadratic spaces

XM2×2,d and XDram,d, such that the similitude groups GSO(XM2×2,d, F ) and

GSO(XDram,d, F ) are isomorphic. If we denote for simplicity both quadratic

spaces by X, we have by Proposition 5.1.4 the isomorphism

GSO(X,F ) ∼= (GL(2, E)× F×)/E×. (5.2)

By Equation (5.2) we have that there is a 2-to-1 surjective map

Irr(GSO(X,F ))→ Irrf (GL(2, E)),

that takes a representation π̃ ∈ Irr(GSO(X,F )) to the representation π ∈
Irrf (GL(2, E)), such that π maps g to π̃(ρ(1, g)) and π has the same represen-

tation space as π̃. Conversely, let us have a representation π ∈ Irr(GL(2, E))

such that ωαπ = ωπ (here α is the non-trivial element of Gal(E/F )). Then the

central character ωπ factors through the norm map NE/F of the extension

E/F by exactly two characters χ and χ′; here χ′ is the character χ twisted
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by the quadratic character εE/F of the quadratic extension E/F . Denote

by (π, χ) and (π, χ′) the elements of Irr(GSO(X,F )) corresponding to π,

which are defined by (π, χ)(ρ(t, g)) = χ−1π(g) and (π, χ′)(ρ(t, g)) = χ′−1π(g)

respectively. For more information on the 2-to-1 surjective map that we

defined above, see Section 3 of [46]. As a result, we may think of repre-

sentations in Irr(GSO(X,F )) as pairs (π, χ), where π is a representation in

Irr(GL(2, E)) and χ is a character of F× such that ωπ = χ ◦NE/F .

The two following results characterize invariant and distinguished repre-

sentations of GSO(X,F ) in the case where we have E = F (
√
d).

Proposition 5.2.3. If E = F (
√
d) with d 6= 1, then a representation π̃ ∈

Irr(GSO(X,F )) is invariant if and only if π̃ = (π, χ) for some representation

π ∈ Irr(GL(2, E)) which is obtained as a base change from a representation

in Irr(GL(2, F )). We will say that π is Galois invariant in this case.

Proof. See Proposition 3.1 of [46].

Proposition 5.2.4. If E = F (
√
d) with d 6= 1, then an invariant repre-

sentation π̃ = (π, χ) ∈ Irr(GSO(X,F )) is distinguished if and only if π is

obtained as a base change from a representation in Irr(GL(2, F )) with central

character equal to χεE/F . Here εE/F is the quadratic character associated to

the quadratic extension E/F .

Proof. See Proposition 4.1 and Theorem 5.3 of [46].

5.2.2 The discriminant algebra is split

We consider now the case where d = 1 so that E = F×F . By Subsection 5.1.2

we have the two 4-dimensional quadratic spaces M2×2(F ) and Dram, and the

groups

GSO(M2×2(F ), F ) ∼= (GL(2, F )×GL(2, F ))/F×, (5.3)

and

GSO(Dram, F ) ∼= (D×ram ×D×ram)/F×, (5.4)

respectively.
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By the two isomorphisms (5.3) and (5.4) we get bijections

Irr(GSO(M2×2(F ), F ))→ Irrf (GL(2, F )×GL(2, F ))

and

Irr(GSO(Dram, F ))→ Irrf (D
×
ram ×D×ram),

which map a representation π̃ to the representation that sends (g, g′) to

π̃(ρ(g, g′)). Conversely, if (π, π′) is a pair in Irrf (GL(2, F )×GL(2, F )) or in

Irrf (D
×
ram×D×ram) then the corresponding representation in Irr(GSO(X,F ))

(where X = M2×2(F ) or Dram respectively) has representation space π⊗C π′

and is defined by sending ρ(g, g′) to π(g)⊗π′(g′). Elements in Irr(GSO(X,F ))

(where X = M2×2(F ) or Dram) will be denoted as pairs (π, π′) such that

ωπ = ωπ′ . For more information on the above bijections, the reader should

refer to Section 3 of [46].

Proposition 5.2.5. If d = 1 so that E = F × F , we have the following:

1. if π̃ ∈ Irr(GSO(X,F )) (where X = M2×2(F ) or Dram) then π̃ is in-

variant if and only if π̃ = (π, π), where π is an irreducible admissible

representation of either GL(2, F ) or D×ram.

2. if π̃ is an invariant representation in Irr(GSO(X,F )) (where X =

M2×2(F ) or Dram) then it is distinguished.

Proof. For the first statement see Proposition 3.1 of [46]; for the second

statement see Proposition 4.1 of [46].

5.2.3 Automorphic representations of GO(X,AQ)

Before we discuss the theta correspondence, we consider the relationship

between irreducible cuspidal automorphic representations π̃ of GSO(X,AQ)

and irreducible cuspidal automorphic representations π̂ of GO(X,AQ).

We have that

GO(X,AQ) ∼= GSO(X,AQ)o {1, s},

117



where s is the order 2 element of Proposition 2.5 of [47], which gives rise to

an isomorphism by conjugation

s : GSO(X,AQ)→ GSO(X,AQ)

which we denote again by s without confusion.

Let π̃ be an irreducible cuspidal automorphic representation ofGSO(X,AQ)

realized in a space of cuspforms Vπ̃. We define π̃s by taking

Vπ̃s = {f ◦ s : f ∈ Vπ̃};

then π̃s is an irreducible cuspidal automorphic representation ofGSO(X,AQ).

Let π̂ be an irreducible cuspidal automorphic representation ofGO(X,AQ)

realized in a space of cuspforms Vπ̂. We define

V ◦π̂ = {f |GSO(X,AQ) : f ∈ Vπ̂}.

Then, by Lemma 2 of [29], either V ◦π̂ = Vπ̃ for some irreducible cuspidal

automorphic representation π̃ of GSO(X,AQ) with π̃ = π̃s, or V ◦π̂ = Vπ̃⊕Vπ̃s

for some irreducible cuspidal automorphic representation π̃ of GSO(X,AQ)

with π̃ 6= π̃s.

Before stating the following result, we advise the reader to recall the

notation and the defining terms from Definition 5.2.1.

Proposition 5.2.6. Let

π̂ =
⊕
i

σi

where σi runs over all irreducible cuspidal automorphic representations of

GO(X,AQ) such that there is an irreducible cuspidal automorphic represen-

tation π̃ = ⊗vπ̃v of GSO(X,AQ) with

V ◦σi = Vπ̃ if π̃ = π̃s,

or

V ◦σi = Vπ̃ ⊕ Vπ̃s if π̃ 6= π̃s.
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Then

π̂ =
⊕
δ

⊗vπ̂δ(v)
v ,

where δ runs over all maps from the set of all places of Q to {±} with the

property that δ(v) = + for almost all places v of Q, δ(v) = + if π̃v is regular,

and
∏
v

δ(v) = + if π̃ = π̃s. Moreover, each ⊗π̂δ(v)
v is (isomorphic to) an

irreducible cuspidal automorphic representation of GO(X,AQ).

Proof. See Proposition 5.4 of [61].

As a consequence, if π̃ is an irreducible cuspidal automorphic represen-

tation of GSO(X,AQ), then there is an irreducible cuspidal automorphic

representation π̂ of GO(X,AQ) lying above π̃ such that

π̂ ∼= ⊗vπ̂δ(v)
v .

5.3 The theta correspondence

In this section, we will briefly introduce the reader to the so-called theta cor-

respondence. The local theory provides a correspondence between irreducible

admissible representations of two reductive groups. In particular, we are go-

ing to consider the local theta correspondence between the similitude groups

GO(X,F ) and GSp(4, F ). The global theory associates to an automorphic

representation of a reductive group (in our case GO(X,AQ)) an automorphic

representation of a second reductive group (in our case GSp(4,AQ)). The

reader may find it useful to consult [43] for the general theory, [39] for the

local theory, and [45] and [46] for the theta correspondence for the similitude

groups GO(X,F ) and GSp(4, F ).

After describing the theory, we are going to apply it in our situation.

Let π be an automorphic representation of GL(2,AK), where K is an imag-

inary quadratic field. By considering the isomorphisms (5.2) and (5.3) and

the theta correspondence for similitudes, one may construct an automorphic

representation of GSp(4,AQ), following [29].
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5.3.1 Local theta lift: the non-archimedean case

We begin by setting some notation. For now, let F be a non-archimedean

local field of characteristic zero and fix a non-trivial additive character ψ

of F . Let also X be a 4-dimensional quadratic F -space of discriminant d,

together with a non-degenerate symmetric bilinear form (·, ·). Recall that

Sp(4, F ) and O(X,F ) are the groups which contain the elements with trivial

similitude character of GSp(4, F ) and GO(X,F ) respectively; the similitude

characters are denoted by λ and ν for GSp(4, F ) and GO(X,F ) respectively.

We will denote by χX the quadratic character of F× which is defined by

χX(t) = (t, d)F ; here (·, ·)F is the Hilbert symbol7 of F .

To ψ and X we associate the Weil representation ω of Sp(4, F )×O(X,F ).

The representation ω acts on the space S(X2) of locally constant, compactly

supported functions φ on X2, and is defined via:

• ω(1, h)φ(x) = φ(h−1x);

• ω

((
a

ta−1

)
, 1

)
φ(x) = χX(det(a))|det(a)|2φ(xa);

• ω

((
1 b

1

)
, 1

)
φ(x) = ψ(1

2
tr(bx, x))φ(x);

• ω(J, 1)φ(x) = γφ̂(x).

We need to explain some notation on the action of ω. Firstly, for φ ∈ S(X2),

we let φ̂ be its Fourier transform, which is defined by

φ̂(x) =

∫
X2

φ(x′)ψ(tr(x, x′))dx′.

If x = (x1, x2) ∈ X2 and h ∈ O(X,F ), write h−1x = (h−1x1, h
−1x2); for

a ∈ GL(2, F ) and b ∈M2×2(F ) with tb = b, we write xa ∈ X2 and bx = btx.

7Recall that the Hilbert symbol for F is defined as follows: (a, b)F = 1 if z2 = ax2 +
by2 has a non-zero solution (x, y, z) ∈ F 3, and (a, b)F = −1 if not. It is defined in
Kapitel V, §3 in [41], and by Satz 3.2 we have that if the discriminant algebra E of F
is a quadratic extension E = F (

√
d), then εE/F (·) = (·, d)F ; here εE/F is the quadratic

character associated to the quadratic extension E/F .
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Also, for x = (x1, x2) and x′ = (x′1, x
′
2), write

(x, x′) =

(
(x1, x

′
1) (x1, x

′
2)

(x2, x
′
1) (x2, x

′
2)

)
,

where (·, ·) in the entries of the matrix is the bilinear form of X. Finally,

γ is a certain fourth root of unity, and J =


1

1

−1

−1

. For more

information on the Weil representation, one can see Section 1 of [47].

Since we are interested in the similitude theta correspondence (i.e., the

theta correspondence between the similitude groupsGSp(4, F ) andGO(X,F )),

we need to extend the Weil representation as in Section 1 of [46]. Define

R = {(g, h) ∈ GSp(4, F )×GO(X,F ) : λ(g) = ν(h)}.

Then the Weil representation ω of Sp(4, F )×O(X,F ) on S(X2) extends to

a unitary representation of R by

ω(g, h)φ = |ν(h)|−1ω(g1, 1)(φ ◦ h−1),

where

g1 = g

(
1

λ(g)

)−1

∈ Sp(4, F ).

This will be the extended Weil representation, which we still denote by ω.

Let GSp(4, F )+ be the subgroup that contains elements g of GSp(4, F )

such that λ(g) = ν(h) for some h ∈ GO(X,F ). Note that the extended

Weil representation involves only representations of GSp(4, F )+; in fact,

GSp(4, F )+ is a subgroup of GSp(4, F ) of at most index 2. Moreover, we

remark that there is a close relationship between HomR(ω, π ⊗ σ) 6= 0 and

HomSp(4,F )×O(X,F )(ω, π1 ⊗ σ1) 6= 0 for π1 and σ1 irreducible constituents of

π|Sp(4,F ) and σ|O(X,F ) respectively, due to Lemma 4.2 of [45]; this relationship

indicates which are going to be the irreducible admissible representations of

121



GSp(4, F ) and of GO(X,F ) that participate in the local theta correspon-

dence for similitudes. In particular, let R(Sp(4, F )) be the set of irreducible

admissible representations of Sp(4, F ) which are non-zero quotients of the

Weil representation ω; analogously define R(O(X,F )) as the set of irre-

ducible admissible representations of O(X,F ) that are non-zero quotients

of ω. Lemma 4.2 of [45] suggests that, for the similitude correspondence,

we should consider the set R(GSp(4, F )+) of irreducible admissible repre-

sentations π of GSp(4, F )+ such that π|Sp(4,F ) is multiplicity free and has an

irreducible constituent in R(Sp(4, F )); for the same reasons, we also consider

the setR(GO(X,F )) of irreducible admissible representations σ of GO(X,F )

such that σ|O(X,F ) is multiplicity free and has an irreducible constituent in

R(O(X,F )).

The following result gives a correspondence between the setsR(GSp(4, F )+)

and R(GO(X,F )) for F a non-archimedean local field of odd residual char-

acteristic. This is the so-called Howe duality for similitudes.

Theorem 5.3.1. Let F be a non-archimedean local field of odd residual char-

acteristic. The set

R̃ = {(π, σ) ∈ R(GSp(4, F )+)×R(GO(X,F )) : HomR(ω, π ⊗ σ) 6= 0}

is the graph of a bijection between R(GSp(4, F )+) and R(GO(X,F )).

Proof. See Section 4 of [45] or Theorem 1.2 of [46].

By Section 1 of [45], Theorem 5.3.1 essentially says that both of the

following statements hold:

i. every representation π ∈ R(GSp(4, F )+) occurs as the first entry of an

element of R̃ and every σ ∈ R(GO(X,F )) occurs as the second entry

of an element of R̃;

ii. for all irreducible admissible representations π of GSp(4, F )+ and σ1, σ2

of GO(X,F ), if (π, σ1) and (π, σ2) belong to R̃, then σ1
∼= σ2. The

analogous result holds if the roles of GSp(4, F )+ and GO(X,F ) are

interchanged.
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We also have the so-called multiplicity preservation for the correspon-

dence between R(GSp(4, F )+) and R(GO(X,F )), which is the next result.

Proposition 5.3.2. Let F be a non-archimedean local field of odd residual

characteristic. For π ∈ R(GSp(4, F )+) and σ ∈ R(GO(X,F )) we have

dimC HomR(ω, π ⊗ σ) ≤ 1.

Proof. This follows from Theorem 4.4 of [45].

We now briefly explain the correspondence in Theorem 5.3.1. Let (ω,S)

be the extended Weil representation; here for simplicity we denote S =

S(X2). Let σ be an irreducible admissible representation of GO(X,F ), and

define

S(σ) = S

/ ⋂
t∈HomGO(X,F )(ω,σ)

ker(t) ;

i.e., S(σ) is the maximal quotient of S on which GO(X,F ) acts as a multiple

of σ. Via ω, GO(X,F ) × GSp(4, F )+ acts on S(σ), and we denote this

representation by ω(σ). By Lemma III.4 of Chapter 2 of [39], there is a

smooth representation Θ(σ) of GSp(4, F )+, unique up to isomorphism, such

that

ω(σ) ∼= σ ⊗Θ(σ)

as representations of GO(X,F ) × GSp(4, F )+. The following result is the

so-called strong Howe duality for the sets R(GO(X,F )) and R(GSp(4, F )+).

Theorem 5.3.3. Let F be a non-archimedean local field of odd residual

characteristic. For every σ ∈ R(GO(X,F )), the representation Θ(σ) has

a unique non-zero irreducible quotient θ(σ) ∈ R(GSp(4, F )+). In fact, there

is a bijection

θ : R(GO(X,F ))→ R(GSp(4, F )+),

given by Howe duality.

Proof. This is implied by Theorem 5.3.1, Proposition 5.3.2, and Proposition

1.1 of [45].
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For a representation σ ∈ R(GO(X,F )), we will call Θ(σ) the big theta

lift and θ(σ) the small theta lift of σ.

Now let R(GSp(4, F )) be the set of irreducible admissible representa-

tions π of GSp(4, F ) such that some irreducible constituent of π|GSp(4,F )+

is contained in R(GSp(4, F )+). As we see in the next theorem, Roberts

in [47], refines the above result to a strong Howe duality between the sets

R(GSp(4, F )) and R(GO(X,F )).

Theorem 5.3.4. Let F be a non-archimedean local field of odd residual char-

acteristic. The set

{(π, σ) ∈ R(GSp(4, F ))×R(GO(X,F )) : HomR(ω, π ⊗ σ) 6= 0}

is the graph of a bijection between R(GSp(4, F )) and R(GO(X,F )). More-

over, we have that

dimC HomR(ω, π ⊗ σ) ≤ 1

for π ∈ R(GSp(4, F )) and σ ∈ R(GO(X,F )).

Proof. See Theorem 1.8 of [47] (for F non-archimedean of odd residual char-

acteristic; consider also that dim (X) = 4 in our case).

Remark 5.3.5. According to Section 2 of [19], when the discriminant d of the

4-dimensional quadratic space X is 1, we have that the similitude character

ν of GO(X,F ) is surjective; this implies that GSp(4, F )+ = GSp(4, F ). If

d 6= 1, then GSp(4, F )+ is an index 2 subgroup of GSp(4, F ); in that case, if

σ ∈ R(GO(X,F )), we will denote

Θ̃(σ) = ind
GSp(4,F )

GSp(4,F )+Θ(σ),

and

θ̃(σ) = ind
GSp(4,F )

GSp(4,F )+θ(σ).

Recall from Section 5.2 that when we have an invariant representation

π̃ ∈ Irr(GSO(X,F )) and we induce it to a representation of GO(X,F ), we

124



get

ind
GO(X,F )
GSO(X,F )π̃ = π̂+ ⊕ π̂−,

where π̂+ and π̂− are irreducible admissible representations of GO(X,F ).

Roberts in [46] describes explicitly the set R(GO(X,F )) using distinguished

representations, as one can see from the following result.

Proposition 5.3.6. Let F be a non-archimedean local field of odd residual

characteristic. Let σ be an irreducible admissible representation of GO(X,F ).

Then σ ∈ R(GO(X,F )) if and only if σ is not of the form π̂− for some dis-

tinguished representation π̃ ∈ Irr(GSO(X,F )).

Proof. See Theorem 6.8 of [46].

Up to now, in the Howe duality theorems above we have assumed that F

is a non-archimedean local field of odd residual characteristic. Until recently,

for F being a local field of even residual characteristic, the Howe duality

was only known for tempered representations. In particular, if we denote

by R(GO(X,F ))temp and R(GSp(4, F ))temp the sets of tempered elements

in R(GO(X,F )) and R(GSp(4, F )) respectively; then Roberts proves the

following result.

Theorem 5.3.7. Let F be a non-archimedean local field of even residual

characteristic. The set

{(π, σ) ∈ R(GSp(4, F ))temp ×R(GO(X,F ))temp : HomR(ω, π ⊗ σ) 6= 0}

is the graph of a bijection between R(GSp(4, F ))temp and R(GO(X,F ))temp.

Moreover, we have that

dimC HomR(ω, π ⊗ σ) ≤ 1

for π ∈ R(GSp(4, F ))temp and σ ∈ R(GO(X,F ))temp.

Proof. See part of Theorem 1.8 in [47].
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For the similitude theta correspondence in the case of even residual char-

acteristic, the temperedness assumption is needed because the same is true

for the theta correspondence between the groups Sp(4) and O(X) (see Theo-

rem 1.2 of [47]). Gan and Takeda in their 2014 papers [20] and [21], prove the

Howe duality conjecture for the reductive dual pair (Sp(4), O(X)) without

the temperedness assumption. In particular, they prove the following result.

Theorem 5.3.8. Let F be a non-archimedean local field of characteristic

different from 2, and arbitrary residual characteristic. The set

{(π, σ) ∈ R(Sp(4, F ))×R(O(X,F )) : HomSp(4,F )×O(X,F )(ω, π ⊗ σ) 6= 0}

is the graph of a bijection between R(Sp(4, F )) and R(O(X,F )). Moreover,

we have that

dimC HomSp(4,F )×O(X,F )(ω, π ⊗ σ) ≤ 1,

for π ∈ R(Sp(4, F )) and σ ∈ R(O(X,F )).

Proof. This is Theorem 1.3 of [20], or Theorem 1.2 of [21]. We present this

theorem in this form following Proposition 1.1 of [45].

The following result, as far as we know, has not appeared in the literature.

Though the arguments in the proof are essentially the ones Roberts uses to

prove Theorem 1.8 of [47]. We only replace the use of Theorem 1.2 of [47]

with Theorem 5.3.8.

Theorem 5.3.9. Let F be a non-archimedean local field of even residual

characteristic. The set

{(π, σ) ∈ R(GSp(4, F ))×R(GO(X,F )) : HomR(ω, π ⊗ σ) 6= 0}

is the graph of a bijection between R(GSp(4, F )) and R(GO(X,F )). More-

over, we have that

dimC HomR(ω, π ⊗ σ) ≤ 1

for π ∈ R(GSp(4, F )) and σ ∈ R(GO(X,F )).
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Proof. The first thing to notice is that in Section 4 of [45], the assumption

that the residual characteristic is odd is needed only because Roberts uses the

Howe duality for the reductive dual pair (Sp(4), O(X)), and this was known

for odd residual characteristic; in particular the proof of Theorem 4.4 of [45]

is independent of the residual characteristic. Thus, having Theorem 5.3.8,

one gets a version of Theorem 4.4 of [45] which holds for arbitrary residual

characteristic.

Consider first the case where the discriminant of X is 1. As we mentioned

in Remark 5.3.5, in this case we have GSp(4, F )+ = GSp(4, F ). Then, the

result follows by Theorem 4.4 of [45] (the version for even residual charac-

teristic).

Now, we consider the case where the discriminant of X is not 1, so that

[GSp(4, F ) : GSp(4, F )+] = 2. The proof for this goes exactly as in Theorem

1.8 (2) of [47]; it only depends on results from Section 4 of [45], and on Kudla’s

theta dichotomy conjecture. The latter is proved in the case of interest to us

in Lemma 1.4 of [47], and is residual characteristic independent.

5.3.2 Local theta lift: the archimedean case

For completeness, we briefly mention some facts about the local theta corre-

spondence for similitudes for the archimedean local field F = R. As before,

we fix a non-trivial unitary additive character ψ of R. The Weil repre-

sentation ω∞ of Sp(4,R) × O(X,R) is defined with respect to ψ as in the

non-archimedean case (see Subsection 5.3.1), and is a smooth representa-

tion on S(X2); the difference in the archimedean case is that we work with

Harish-Chandra modules.

Let K1 be a maximal compact subgroup of Sp(4,R) and sp(4,R) the Lie

algebra of Sp(4,R); furthermore, let J1 be a maximal compact subgroup of

O(X,R) and o(X,R) the Lie algebra of O(X,R). By Section 1 of [47], S(X2)

is an (sp(4,R)×o(X,R), K1×J1)-module under the action of ω∞. Denote by

R(O(X,R)) the set of irreducible (o(X,R), J1)-modules which are non-zero

quotients of ω∞, and similarly we define R(Sp(4,R)) as the set of irreducible
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(sp(4,R), K1)-modules which are non-zero quotients of ω∞. For the precise

choices of maximal compact subgroups, one may refer to Section 1 of [47].

We consider now the extended Weil representation (denoted again by

ω∞), which extends, in the same way as in the non-archimedean case, to a

unitary representation of

R = {(g, h) ∈ GSp(4,R)×GO(X,R) : λ(g) = µ(h)}.

The extended to R Weil representation also preserves S(X2), but only at

the level of Harish-Chandra modules. That is, if L∞ is a maximal compact

subgroup of R and r∞ is the Lie algebra of R, the space S(X2) is closed

under the action of ω∞ restricted to L∞ and r∞.

In order to state the main result which is due to Roberts, we need some

more notation. Firstly, fix maximal compact subgroups K∞ and J∞ of

GSp(4,R) and GO(X,R) respectively, while gsp(4,R) and go(X,R) are their

Lie algebras. Let Irr(GO(X,R)) be the set of irreducible (go(X,R), J∞)-

modules, and Irr(GSp(4,R)) be the set of irreducible (gsp(4,R), K∞)-modules.

We denote byR(GO(X,R)) the set of σ ∈ Irr(GO(X,R)) such that σ|O(X,R) =

σ|(o(X,R),J1) has an irreducible constituent in R(O(X,R)); similarly we de-

fine R(GSp(4,R)) as the set of π ∈ Irr(GSp(4,R)) such that π|Sp(4,R) =

π|(sp(4,R),K1) has an irreducible constituent in R(Sp(4,R)).

Theorem 5.3.10. The set

{(π, σ) ∈ R(GSp(4,R))×R(GO(X,R)) : HomR(ω∞, π ⊗ σ) 6= 0}

is the graph of a bijection between R(GSp(4,R)) and R(GO(X,R)).

Proof. In Theorem 1.8 of [47], the result is proved for X with signature (p, q)

with p and q even. Lemma 4.2 of [61] does not have this assumption on the

signature.

Note that if π corresponds to σ as in Theorem 5.3.10, then π is unique

only up to infinitesimal equivalence; the Casselman-Wallach canonical com-
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pletion8 of π is denoted by θ(σ).

5.3.3 Explicit local theta lift

Let K/Q be a quadratic extension, OK the ring of integers of K, and for

each place w of K, Kw the completion of K at w. Let π =
⊗

w πw be an

automorphic representation of GL(2,AK), where w runs through all places of

K; we will assume that the central character ωπ of π is Galois invariant (i.e.,

ωcπ = ωπ, where c is the non-trivial element of Gal(K/Q)). For each finite

place w = p, πp is an irreducible admissible representation of GL(2, Kp). In

this subsection, we will consider πp for p lying above a rational prime p, and

we will lift it to a representation of GSp(4,Qp). We will consider two cases:

p splits in K as pOK = pp̄ (here p̄ is the Galois conjugate of p), and p is

non-split in K (i.e., pOK = p or pOK = p2).

Let Kp = Qp(
√
d) be a field, with d 6= 1; this is the case when pOK =

p or pOK = p2. Also write | |p for the normalized absolute value of Kp.

Consider the irreducible admissible representation πp of GL(2, Kp), for which

the central character factors through the norm map, i.e., ωπp = χp ◦NKp/Qp

for some character χp of Q×p . By Subsection 5.2.1, the pair (πp, χp) defines a

representation of GSO(X,Qp), where X = XM2×2,d or XDram,d as described

in Subsection 5.1.2. For the next theorem, we advise the reader to recall

notation and terminology from Section 5.2. Moreover, we will use c also for

the non-trivial element of Gal(Kp/Qp), without confusing it with the global

case.

Theorem 5.3.11. Suppose pOK = p or pOK = p2, such that Kp is a field.

Let π̃p = (πp, χp) be an irreducible admissible representation of GSO(X,Qp).

We have the following:

1. Let πp be a supercuspidal representation of GL(2, Kp). Then we have:

• π̃p is regular; then πp is not a base change from GL(2,Qp), and

Θ(π̂+
p ) = θ(π̂+

p ) is generic supercuspidal.

8For a description of the Casselman-Wallach canonical completion, see [8]. Essentially,
it is the extension of the Harish-Chandra module π to a representation of GSp(4,R).
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• π̃p is invariant and distinguished; then πp is a base change from

some supercuspidal representation πp of GL(2,Qp) with central

character ωπp = χpεKp/Qp. We get

Θ̃(π̂+
p ) = θ̃(π̂+

p ) = εKp/Qp o πp,

i.e., a representation of type VII.

• π̃p is invariant, but not distinguished; then πp is a base change from

some supercuspidal representation πp of GL(2,Qp) with central

character ωπp = χp. Then Θ̃(π̂+
p ) = θ̃(π̂+

p ) and Θ̃(π̂−p ) = θ̃(π̂−p )

are both irreducible supercuspidal representations of GSp(4,Qp).

They lie in the same L-packet, of L-parameter φπp ⊕ φπpεKp/Qp.

θ̃(π̂+
p ) is generic, while θ̃(π̂−p ) is non-generic.

2. Let πp = (µ| |1/2p )StGL(2). As the central character of πp factors through

the norm map, we have µ2| |p = χ ◦NKp/Qp. Then there is a (possibly

trivial) quadratic character η of Q×p such that µc/µ = η ◦NKp/Qp. We

obtain the following cases:

• π̃p is regular; then µc 6= µ. Also we have η 6= 1 or εKp/Qp, and

Θ̃(π̂+
p ) = θ̃(π̂+

p ) = δ(| |ηεKp/Qp , | |−1/2BC(Kp/Qp, µ| |1/2p )),

i.e., a representation of type IXa.

• π̃p is invariant and distinguished; then µ = µ′ ◦ NKp/Qp, for µ′

a character of Q×p . Furthermore, we have η = εKp/Qp and χp =

| |(µ′)2εKp/Qp. We have

Θ̃(π̂+
p ) = θ̃(π̂+

p ) = εKp/Qp o (µ′| |1/2)StGSp(2).

That is, a representation of type IIIa.

• π̃p is invariant, but not distinguished; again we have µ = µ′ ◦
NKp/Qp for µ′ a character of Q×p , but this time η = 1 and χp =

130



| |(µ′)2. Then we get

Θ̃(π̂+
p ) = θ̃(π̂+

p ) = δ([εKp/Qp , | |εKp/Qp ], µ′),

i.e., a representation of type Va, while Θ̃(π̂−p ) = θ̃(π̂−p ) is the non-

generic supercuspidal representation of type Va∗. That is, θ̃(π̂+
p )

and θ̃(π̂−p ) form a single L-packet.

3. Let πp = χ1 × χ2 be a principal series representation of GL(2, Kp).

Then we have:

• π̃p is regular; in this case χ2 6= χc2, and χ1 is not equal to χp or

χpεKp/Qp (χ1 seen as a character of Q×p ). Then

θ̃(π̂+
p ) =

(
χ1

χp

)−1

εKp/Qp o
χ1

χp

BC(Kp/Qp, χ
c
2),

i.e., a representation of type VII, unless χ1

χp
= | |−1 or | |−1εKp/Qp,

in which case we have that θ̃(π̂+
p ) is a representation of type IXb.

• π̃p is invariant distinguished; in this case χ2 = χc2, or χ2 6= χc2 and

χ1 = χp (χ1 seen as a character of Q×p ). When χ2 = χc2 so that

χ2 = χ′2 ◦NKp/Qp, we have

θ̃(π̂+
p ) = χ′−2

1 χpεKp/Qp × εKp/Qp o χ′21 χ
′
2χ
−1
p ,

i.e., a representation of type I. Here, the character χ′1 is such that

χ1 = χ′1 ◦NKp/Qp.

If χ2 6= χc2 and χ1 = χp, we have

Θ̃(π̂+
p ) = θ̃(π̂+

p ) = εKp/Qp oBC(Kp/Qp, χ
c
2),

i.e., a representation of type VII.

• π̃p is invariant, but not distinguished; in this case χ2 6= χc2 and
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χ1 = εKp/Qp (χ1 seen as a character of Q×p ). Then

Θ̃(π̂+
p ) = θ̃(π̂+

p ) = τ(S,BC(Kp/Qp, χ
c
2)),

and

Θ̃(π̂−p ) = θ̃(π̂−p ) = τ(T,BC(Kp/Qp, χ
c
2)).

That is, θ̃(π̂+
p ) and θ̃(π̂−p ) form a single L-packet containing rep-

resentations of type VIIIa and VIIIb.

Proof. See Theorem A.11 of [17]; in addition to the latter theorem, we write

the types of the theta lifts as explicit as possible. Note that in the principal

series case, we use Lemma A.5 of [17] and the discussion in p. 384 of [29]

to see how a principal series representation of GL(2, Kp) corresponds to a

representation of GO(X,Qp). Some important information also can be found

in the proof of Theorem A.11 of [17].

Now, let us consider the case where we have a rational prime p which

splits in K as pOK = pp̄, where p̄ is the Galois conjugate of p. In this case,

note that the completions Kp and Kp̄ of K at p and p̄ respectively, can be

identified with Qp; this is because the ramification index and the inertia de-

gree of the extensions Kp/Qp and Kp̄/Qp are trivial. In this way, we may

also identify representations in Irrf (GL(2,Qp)×GL(2,Qp)) with representa-

tions in Irrf (GL(2, Kp)×GL(2, Kp̄)), where the latter set is the set of pairs

of irreducible admissible representations of GL(2, Kp) and GL(2, Kp̄) with

equal central characters. Following the correspondence of Subsection 5.2.2

for the quadratic space M2×2(Qp) of discriminant d = 1, we may write repre-

sentations in Irr(GSO(M2×2(Qp),Qp)) as pairs (πp, πp̄), where ωπp = ωπp̄ . By

Proposition 5.2.5, recall that invariant irreducible admissible representations

of GSO(M2×2(Qp),Qp) are characterized by the fact that πp ∼= πp̄, and that

all invariant representations are distinguished.

Theorem 5.3.12. Suppose pOK = pp̄, and consider a representation (πp, πp̄) ∈
Irr(GSO(M2×2(Qp),Qp)). Then we have the following cases:
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1. If πp ∼= πp̄ ∼= π is a supercuspidal representation, then

Θ((πp, πp̄)
+) = θ((πp, πp̄)

+) = τ(S, π),

i.e., a generic representation of type VIIIa.

2. If πp � πp̄ are both supercuspidal representations, then Θ((πp, πp̄)
+) =

θ((πp, πp̄)
+) a generic supercuspidal representation of GSp(4,Qp) with

L-parameter φπp ⊕ φπp̄ .

3. If πp ∼= πp̄ ∼= (| |1/2µ)StGL(2), then

Θ((πp, πp̄)
+) = θ((πp, πp̄)

+) = τ(S, µ),

i.e., a generic representation of type VIa.

4. If πp = (| |1/2µ1)StGL(2) and πp̄ = (| |1/2µ2)StGL(2) with µ1 6= µ2 but

µ2
1 = µ2

2, then

Θ((πp, πp̄)
+) = θ((πp, πp̄)

+) = δ(

[
µ1

µ2

, | |µ1

µ2

]
, µ2),

i.e., a generic essentially square integrable representation of type Va;

note that µ1

µ2
is a non-trivial quadratic character.

5. If πp supercuspidal and πp̄ = (| |1/2µ)StGL(2), then

Θ((πp, πp̄)
+) = θ((πp, πp̄)

+) = δ(| |1/2(| |−1/2µ−1)πp, µ) = δ(µ−1πp, µ),

is a generic essentially square integrable representation of type XIa;

the central character of the supercuspidal representation (| |−1/2µ−1)πp

is trivial, as required by representations of this type.

6. If πp is supercuspidal and πp̄ = χ1 × χ2, then θ((πp, πp̄)
+) is the Lang-

lands quotient of χ−1
1 πp o χ1, i.e. a representation of type X.

7. If πp = (| |1/2µ)StGL(2) and πp̄ = χ1 × χ2, then θ((πp, πp̄)
+) is the

Langlands quotient of (| |1/2 µ
χ1

)StGL(2)oχ1, where µ
χ1

is not a quadratic
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or a trivial character9. Thus, θ((πp, πp̄)
+) is a representation of type

IIa or IVc.

8. If πp = χ1 × χ2 and πp̄ = χ′1 × χ′2, then θ((πp, πp̄)
+) is the Langlands

quotient of
χ′2
χ1
× χ′1

χ1
oχ1. Thus, θ((πp, πp̄)

+) is a representation of type10

I or IIIb.

Proof. See Theorem A.10 of [17]. In addition to the latter theorem, we write

the types of the theta lifts as explicit as possible.

Remark 5.3.13. Theorems A.10 and A.11 of [17] use a different notation

than the one that Roberts and Schmidt use in [48]; in this thesis we follow the

notation of Roberts and Schmidt. Subsequently, we found out that the paper

of Johnson-Leung and Roberts [34] contains these results on the explicit local

theta lift, which also verifies the types we list.

Finally, we briefly discuss the archimedean case when K/Q is imagi-

nary quadratic (for the real quadratic case see [34], where one has to lift

a pair of irreducible admissible representations of GL(2,R), which corre-

spond to the two real archimedean places). Suppose that π∞ is an irre-

ducible admissible representation of GL(2,C) with associated L-parameter

φw,n : WC → GL(2,C), where

z 7→ |z|−w
(

(z/z̄)n/2

(z/z̄)−n/2

)

for integers11 n ≥ 1 and w, such that n ≡ w + 1 mod 2. The representation

π∞ is lifted via the archimedean theta correspondence to a representation Π∞

of GSp(4,R) which belongs the the archimedean L-packet with L-parameter

φ(w;n,0), and it is a limit of discrete series. This is Proposition 5.2 of [40].

9Since we require that χ1χ
−1
2 6= | |−1 and that the central characters of the pair (πp, πp̄)

are equal, i.e., χ1χ2 = | |µ2.
10Note that the Langlands quotients of type IIb, IVd, Vd, and VId are not obtained,

since the principal series condition χ′1χ
′−1
2 6= | |±1 is not valid.

11We take n ≥ 1 and not just n ≥ 0, since the cuspidal automorphic representations of
GL(2,AK) that we consider in this thesis have Galois representations attached to them;
as we will see later, for such representations one needs n ≥ 1.
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5.3.4 Global theta lift

We now consider the global theta correspondence for similitudes, which pro-

vides a correspondence between automorphic representations of GO(X,AQ)

and automorphic representations ofGSp(4,AQ); hereX will be a 4-dimensional

quadratic space over Q. We follow Section 5 of [47], where the reader can

find more details about the global theta correspondence for similitudes. For

the general theory, one can refer also to Section 8 of [43].

Firstly, we need some notation. If A is a ring, consider the set

R(A) = {(g, h) ∈ GSp(4, A)×GO(X,A) : λ(g) = ν(h)},

and we denote by GSp(4, A)+ the elements g in GSp(4, A) such that λ(g) =

ν(h) for some h ∈ GO(X,A). For the infinite place of Q, fix a maximal com-

pact subgroup J∞ of GO(X,R), and let h∞ be the Lie algebra of GO(X,R).

Moreover, fix a maximal compact subgroup K∞ of GSp(4,R), and denote

by g∞ the Lie algebra of GSp(4,R). Finally, let L∞ be a maximal compact

subgroup of R(R), and r∞ be the Lie algebra of R(R).

In order to describe the global theta correspondence we will need a global

version of the Weil representation. Recall that for non-archimedean local

fields of odd residual characteristic, we defined the (extended) Weil repre-

sentation in Subsection 5.3.1. The (extended) Weil representation for non-

archimedean local fields of even residual characteristic and for the archimedean

field R is defined in the same way (see Section 1 of [47]). If v is a place of

Q, we will denote the extended Weil representation of R(Qv) by ωv. As we

mentioned before, for non-archimedean places p of Q (this time including the

ones with even residual characteristic) ωp is a representation of R(Qp) acting

on S(X(Qp)
2); for the archimedean place, ω∞ is an (r∞, L∞)-module acting

on the Schwartz-Bruhat space S(X(R)2). Let x1, x2, x3, x4 be a basis of X

over Q. If (g, h) ∈ R(AQ) then for almost all finite places p, ωp(gp, hp) fixes

the characteristic function of Zpx1 + Zpx2 + Zpx3 + Zpx4. Let

S(X(AQ)2) =
⊗
v

S(X(Qv)
2)
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be the restricted direct product over all places v of Q of the complex spaces

S(X(Qv)
2), restricted with respect to the characteristic function of Zpx1 +

Zpx2+Zpx3+Zpx4 for v = p finite. Then S(X(AQ)2) is anR(AQ,f )×(r∞, L∞)-

module; here AQ,f denotes the finite part of the adèle ring. Let φ =
⊗

v φv ∈
S(X(AQ)2) and (g, h) ∈ R(AQ). The function ω(g, h)φ : X(A2

Q) → C given

by

(ω(g, h)φ)(x) =
∏
v

(ωv(gv, hv)φv)(xv)

is well defined (see Section 5 of [47]).

We now define the global theta lift for similitudes. For φ ∈ S(X(AQ)2)

and (g, h) ∈ R(AQ), set

θ(g, h;φ) =
∑

x∈X(Q)2

ω(g, h)φ(x),

which is a series that converges absolutely and is left invariant under R(Q).

If f is a cuspidal automorphic form on GO(X,AQ) and φ ∈ S(X(AQ)2), we

define a function θ(f, φ) on GSp(4,Q)+\GSp(4,AQ)+ by

θ(f, φ)(g) =

∫
O(X,Q)\O(X,AQ)

θ(g, h1h;φ)f(h1h)dh1,

where h ∈ GO(X,AQ) is any element such that (g, h) ∈ R(AQ). The measure

dh1 is as described in [27] (after formula 5.1.11). According to Section 2 of

[29], this integral converges absolutely, is independent of the choice of h,

and can be extended uniquely to a function on GSp(4,Q)\GSp(4,AQ) by

insisting that it is left invariant under GSp(4,Q) and that it has support

in GSp(4,Q)GSp(4,AQ)+. This extended function, which we also denote by

θ(f, φ), is an automorphic form on GSp(4,AQ). If π̂ is a GO(X,AQ,f ) ×
(h∞, J∞)-invariant subspace of the space of cuspidal automorphic forms on

GO(X,AQ), then we denote by Θ(π̂) the GSp(4,AQ,f )× (g∞, K∞)-invariant

subspace of the space of automorphic forms on GSp(4,AQ), generated by

all θ(f, φ) for f running through all cuspidal automorphic forms in π̂ and

φ ∈ S(X(AQ)2).
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Remark 5.3.14. Two questions might arise at this point. The first one has

to do with whether Θ(π̂) is contained in the space of cuspidal automorphic

forms of not. The second question to consider is if the global theta lift Θ(π̂)

is zero or not; is there a criterion to tell in which cases Θ(π̂) is non-zero? We

are going to answer these questions later in this thesis, in conjunction with

the case of interest to us.

5.4 Associating Galois representations over

imaginary quadratic fields

In this section, we describe a process for attaching 2-dimensional Galois

representations to regular algebraic cuspidal automorphic representations of

GL(2,AK), where K is an imaginary quadratic field. The main references

for that are [29], [3], and [40]. The cuspidal automorphic representations of

GL(2,AK) that we are using should have Galois invariant central character,

since we are relating automorphic representations of the groups GL(2,AK)

andGSO(X,AQ) through data from Clifford algebras, as in Proposition 5.1.4.

Definition 5.4.1. Let π =
⊗

w πw be a cuspidal automorphic representation

of GL(2,AK). We say that π is regular algebraic if at the infinite place ∞,

π∞ has L-parameter φw,n : C× → GL(2,C) given by12

z 7→ |z|−w
(

(z/z̄)n/2

(z/z̄)−n/2

)
,

for some integers n ≥ 1 and w, with n ≡ w + 1 mod 2. Note that for the

infinite place, the Weil group is WC = C×. Moreover, if we set k = n+ 1, we

will say that π is of weight k ≥ 2.

We now write down two cases of cuspidal automorphic representations

12A different normalization for this L-parameter is the one on p. 394 of [29], or the one
used in [3]; in these cases, the L-parameter is φw,n twisted by the character | |−n. Also,
in [3] they set k = n+ 1, with k ≥ 2.
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over imaginary quadratic fields for which one can attach 2-dimensional l-

adic Galois representations in a trivial way.

Proposition 5.4.2. Suppose π is a regular algebraic cuspidal automorphic

representation of GL(2,AK) with ωπ = ωcπ, for c the non-trivial element of

Gal(K/Q). Let Σ be the finite set of places that ramify in K, places where π

or πc is ramified, and places lying above l. If π falls into one of the following

cases:

1. δπ ∼= π for some non-trivial quadratic character δ of K;

2. µπ ∼= (µπ)c for some finite order character of µ of K;

then, for each prime l, there is a continuous irreducible l-adic Galois repre-

sentation

ρ : GK → GL(2, Q̄l)

such that, for all primes p of K outside Σ, ρ is unramified at p and the

characteristic polynomial of ρ(φp) agrees with the Hecke polynomial of π at

p. Here φp ∈ WKp lies above the inverse of a Frobenius element.

Proof. The reader may refer to Remark 1.5 of [3]. Here we sketch a proof of

the result.

For the first assertion, let L/K be the quadratic extension associated to

the non-trivial quadratic character δ; then we have that π is the automorphic

induction from an idèle class character ψ of L such that ψ is not isomorphic

to its Galois conjugate under Gal(L/K). The Galois representation attached

to π is the representation obtained as the induction of the character ψ′ :

Gal(K̄/L) → Q̄×l to Gal(K̄/K). Here ψ′ is the associated Galois character

to the idèle class character ψ.

For the second assertion we have that a twist of π is a base change from

a cuspidal automorphic representation of GL(2,AQ) with a Galois repre-

sentation τ : GQ → GL(2, Q̄l) attached to it. Then τ |GK
is the Galois

representation associated to µπ.
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5.4.1 Construction of Siegel cuspforms

From now on, we will assume that π does not fall in one of the two cases

of Proposition 5.4.2. Let K = Q(
√
d) be an imaginary quadratic field, such

that Gal(K/Q) = {id, c}. We start by choosing a suitable 4-dimensional

quadratic space. Let D = M2×2(Q) be the split quaternion algebra over Q,

and let B = K ⊗Q D = M2×2(K) be a quadratic quaternion algebra over Q
as in Definition 5.1.2. By Lemma 5.1.6, we may associate a Galois action

a : B → B such that

a(z ⊗ x) = zc ⊗ x,

for z ∈ K and x ∈ D. Then we have a 4-dimensional quadratic space X

consisting of x ∈ B such that xc = tx; that is,

X = {x ∈M2×2(K) : x = txc}

is the space of Hermitian matrices in M2×2(K). We equip X with the

quadratic form −det : X → Q of discriminant d 6= 1. Locally at the non-

archimedean places, for the split quaternion algebra Dp = D⊗QQp, we have

• for pOK = p, the quadratic quaternion algebra becomes

Kp ⊗Qp Dp = M2×2(Kp),

which gives the quadratic space XM2×2,d as in Subsection 5.1.2.

• for pOK = pp̄, the quadratic quaternion algebra becomes

(Qp ×Qp)⊗Qp Dp = M2×2(Qp)×M2×2(Qp),

which implies that the quadratic space in this case isM2×2(Qp) equipped

with the quadratic form −det (see Subsection 5.1.2).

For the archimedean place ∞ of Q, we choose D∞ = D⊗Q R = M2×2(R) for

the quaternion algebra over R which gives the quadratic quaternion algebra

C ⊗R D∞ = M2×2(C). By Lemma 5.1.6, we consider the Galois action a :
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M2×2(C)→M2×2(C) such that

a(z ⊗ x) = z̄ ⊗ x,

where z ∈ C, x ∈ M2×2(R), and z̄ is the complex conjugate of z. This gives

the quadratic space XM2×2,−1 consisting of Hermitian matrices; i.e., elements

x in XM2×2,−1 are such that x = tx̄. This quadratic space, equipped with

−det as a quadratic form, has discriminant −1.

The first step in the method is to relate representations of GL(2,AK) with

representations of GO(X,AQ). Analogously to the local case, by tensoring

with the adèle ring AQ, Propositions 5.1.4 and 5.1.7 hold for AQ. That is,

there is an exact sequence

1→ A×E → A×Q ×B
×(AQ)→ GSO(X,AQ)→ 1,

where B(AQ) = B ⊗Q AQ and AE = E ⊗Q AQ. For the choice B = M2×2(K)

which we made above, we see that E = K and the latter exact sequence

becomes

1→ A×K → A×Q ×GL(2,AK)→ GSO(X,AQ)→ 1.

This implies the following result.

Proposition 5.4.3. There is a 2-to-1 surjection between cuspidal automor-

phic representations π̃ of GSO(X,AQ) and cuspidal automorphic represen-

tations π of GL(2,AK) with central character ωπ that factors through13 the

idèle norm map.

Proof. See Proposition 1 of [29].

Consider a regular algebraic cuspidal automorphic representation π of

GL(2,AK) of weight k ≥ 2, and χ, χ′ the two Hecke characters of A×Q such

that ωπ = χ◦NK/Q and ωπ = χ′ ◦NK/Q. If χ is the Hecke character such that

χ∞(−1) = (−1)k, we choose this one for the correspondence. Now, according

13By exactly two Hecke characters.
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to Subsection 5.2.3 we may lift π̃ to a cuspidal automorphic representation

π̂ of GO(X,AQ).

The second step is to consider the theta correspondence between the

groups GO(X,AQ) and GSp(4,AQ). Following Subsection 5.3.4, one can lift

π̂ to an automorphic representation Π = Θ(π̂) of GSp(4,AQ). Now we can

ask whether Π is non-zero, and if Π is cuspidal or not. The first question is

answered by Theorem 1.3 of [62], and depends on the non-vanishing of the

local theta lifts. In particular, we have the following result.

Proposition 5.4.4. Let π̂ =
⊕

v π̂v be an infinite-dimensional cuspidal au-

tomorphic representation of GO(X,AQ). Then the global theta lift Θ(π̂) to

GSp(4,AQ) does not vanish if and only if each local constituent π̂v has a

non-zero theta lift to GSp(4,Qv).

Proof. See part (1) of Theorem 1.3 of [62].

Proposition 6.5 of [62] implies in general the non-vanishing of the theta lift

of the local constituents π̂v for all places v (archimedean and non-archimedean).

In fact, we may obtain the following.

Proposition 5.4.5. Let Θ(π̂) be the global theta lift of π̂ as above. Then

Θ(π̂) does not vanish.

Proof. Firstly, for the non-archimedean places we have that the local theta

lifts do not vanish by Theorems 5.3.11 and 5.3.12. For the archimedean place,

since we have chosen the central character of π to factor through the norm

map by the character χ with χ∞(−1) = (−1)k, by (part 3 of) Lemma 12 of

[29] we get that the archimedean local theta lift does not vanish too. Finally,

by Proposition 5.4.4 we obtain that the global theta lift Θ(π̂) does not vanish

as the local ones do not vanish.

Proposition 5.4.6. The representation Θ(π̂) is a cuspidal automorphic rep-

resentation of GSp(4,AQ) of weight (k, 2), with k ≥ 2.

Proof. By our choice that the central character of π factors through the norm

map by the character χ with χ∞(−1) = (−1)k, we have by (part 1 of) Lemma

12 and Lemma 5 of [29] that Θ(π̂) is cuspidal.
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For the weight, note that if Π∞ is the theta lift of π̂∞, one can choose Π∞

to be a holomorphic limit of discrete series representation of weight (k, 2);

this can be seen in Proposition 3 of [29] or Proposition 5.2 of [40].

To sum up, we have constructed a cuspidal automorphic representation Π

of GSp(4,AQ) of weight (k, 2), from a regular algebraic cuspidal automorphic

representation π of GL(2,AK) of weight k ≥ 2, where K is an imaginary

quadratic form, by assuming that the central character of π factors through

the norm map NK
Q .

5.4.2 Galois representations attached to Siegel cusp-

forms

Let l be a rational prime. We are interested in attaching an l-adic Galois

representation to the cuspidal automorphic representation Π, and we do that

by following [3]. The first thing to consider is the following result which is

due to Weissauer, extending earlier work of Taylor.

Theorem 5.4.7. Let Π be an irreducible cuspidal automorphic representa-

tion of GSp(4,AQ), such that Π∞ belongs to the holomorphic discrete series

representations of weight (k1, k2) with k1 ≥ k2 ≥ 3. Let S denote the union of

{l} with the set of the rational primes p where Πp has a ramified L-parameter.

Then there exists a continuous semisimple l-adic Galois representation

R : Gal(Q̄/Q)→ GL(4, Q̄l)

such that if p is a prime outside S, then R is unramified at p and the char-

acteristic polynomial of R(φp) agrees with the Hecke polynomial of Π at p.

Here φp ∈ WQp lies above the inverse of a Frobenius element.

Proof. See Theorem 1 of [68].

The difficulty in applying Theorem 5.4.7 directly to our constructed cus-

pidal automorphic representation Π is that it requires Π∞ to be of weight

(k1, k2) with k1 ≥ k2 ≥ 3, while Π is of weight (k, 2) with k ≥ 2. Taylor
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proved in [64] that one can attach an l-adic Galois representation to a Siegel

modular form of low weight when one knows how to attach an l-adic Galois

representation to a Siegel modular form of higher weight, by using the theory

of pseudorepresentations. If we consider Theorem 5.4.7 together with Theo-

rem 2 of [64], we can obtain a continuous semisimple Galois representation

R : Gal(Q̄/Q)→ GL(4, Q̄l)

attached to the cuspidal automorphic representation Π of weight (k, 2), k ≥ 2.

The representation R is attached to Π in the sense that if p is a prime outside

S (as in Theorem 5.4.7), then R is unramified at p and the characteristic

polynomial of R(φp) agrees with the Hecke polynomial of Π at p. In fact, we

are going to see in the next subsection that R is an irreducible representation,

and this is due to the fact that the central character of our initial π factors

through the norm map.

Definition 5.4.8. Let Π be an automorphic representation of GSp(4,AQ)

of weight (k1, k2), with k2 ≥ 2; let the archimedean L-parameter of Π be

φ(w;m1,m2) with m1 = k1−1, m2 = k2−2. Suppose R is the associated Galois

representation. The Hodge-Tate weights of R are given by

{δ∞, δ∞ + k2 − 2, δ∞ + k1 − 1, δ∞ + k1 + k2 − 3},

where

δ∞ =
1

2
(w + 3− k1 − k2).

Remark 5.4.9. By Proposition 5.2 of [40], if the regular algebraic cuspidal

automorphic representation π of GL(2,AK) is of weight k, with archimedean

L-parameter φw,n (here k = n+1), then the cuspidal automorphic representa-

tion Π has archimedean L-parameter φ(w;n,0). In addition, by Definition 5.4.8,

the Hodge-Tate weights14 of the corresponding 4-dimensional Galois repre-

14As we will see later, we are interested in whether these numbers are all distinct or
not; in our case they are not all distinct. This will be important in Chapter 6. A more
detailed description of this notion, can be found for example in [2].
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sentation R are given by

{δ, δ, δ + n, δ + n},

where δ = 1
2
(w − n).

5.4.3 2-dimensional Galois representations over imag-

inary quadratic fields

Now, by using the 4-dimensional representation R of GQ = Gal(Q̄/Q), we

are going to discuss how to attach a 2-dimensional representation of GK =

Gal(K̄/K) to the cuspidal automorphic representation π ofGL(2,AK), where

K is an imaginary quadratic field. The first thing to consider is the following

result.

Lemma 5.4.10. Let εK/Q be the quadratic character of Q associated to the

quadratic extension K/Q. Then for the Galois representation R we have

R⊗ εK/Q ∼= R. (5.5)

Proof. See Section 4 of [3].

Lemma 5.4.10 enables us to get R by induction from a 2-dimensional

Galois representation as in the following result.

Proposition 5.4.11. There exists a continuous irreducible l-adic Galois rep-

resentation

ρ : Gal(K̄/K)→ GL(2, Q̄l)

such that

R = ind
GQ
GK
ρ.

Therefore,

R|GK
= ρ⊕ ρc.

Proof. One can find the proof in Lemma 4.1 of [3], but we include a proof in

order to indicate the importance of Equation (5.5).
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Let us first assume that R is irreducible. By Equation (5.5) we get that

HomGQ(εK/Q,End(R)) 6= 0.

Since εK/Q|K is trivial, by Schur’s Lemma we get that R|GK
is reducible; note

that End(R) ∼= R⊗R∨, where R∨ is the contragredient representation. Let ρ

be an irreducible constituent of R|GK
of minimal dimension, i.e., dim (ρ) ≤ 2.

Then, Frobenius reciprocity

HomGK
(ρ,R|GK

) ∼= HomGQ(ind
GQ
GK
ρ,R),

together with the fact that R is irreducible, implies that

R = ind
GQ
GK

(ρ)

with dim(ρ) = 2.

Now assume that R is reducible. By Equation (5.5), if λ (respectively τ)

is a 1-dimensional (respectively 2-dimensional) subrepresentation of R, then

λ⊗εK/Q (respectively τ⊗εK/Q) is also a subrepresentation of R. We consider

the following cases:

1. R ∼= τ ⊕ (τ ⊗ εK/Q). Then R = ind
GQ
GK

(τ |GK
).

2. R ∼= τ ⊕ σ, where σ is also a 2-dimensional εK/Q-invariant represen-

tation. That is, τ = ind
GQ
GK

(µ) and σ = ind
GQ
GK

(ν), where µ and ν are

1-dimensional. Then R = ind
GQ
GK

(µ⊕ ν).

3. R ∼= τ ⊕ λ ⊕ (λ ⊗ εK/Q). Since τ ∼= τ ⊗ εK/Q, we have τ = ind
GQ
GK

(µ),

where µ is 1-dimensional. Then R = ind
GQ
GK

(µ⊕ λ|GK
).

4. R ∼= λ⊕ (λ⊗ εK/Q)⊕ µ⊕ (µ⊗ εK/Q). Then R = ind
GQ
GK

(λ|GK
⊕ µ|GK

).

As far as the irreducibility of ρ is concerned, this is Proposition 5.9 of

[40]. For this, we need our assumption that we are not in the first case of

Proposition 5.4.2.
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Remark 5.4.12. By Proposition 5.10 of [40], since we have assumed that we

are not in the second case of Proposition 5.4.2 (i.e., our cuspidal automorphic

representation π is not a base change from GL(2,AQ)), we have that ρ �
ρc. This implies, as we mentioned earlier, that R = ind

GQ
GK

(ρ) is in fact

irreducible.

Let l be a rational prime. We fix embeddings Q̄ ↪→ C and Q̄ ↪→ Q̄l, and an

isomorphism ιl : Q̄l
∼= C which is compatible with these two empbeddings.

If w is a place of K and ρw is an l-adic Galois representation of GKw =

Gal(K̄w/Kw), we denote by WDw the Weil-Deligne functor that sends the

Galois representation ρw to the associated Weil-Deligne representation as in

Theorem 3.2.6. Moreover, we denote by | |w the normalized absolute value

for Kw, and φπw the L-parameter associated to πw under the local Langlands

correspondence forGL(2, Kw). Then the Galois representation ρ is associated

to the cuspidal automorphic representation π of GL(2,AQ), together with

a local-global compatibility statement up to semisimplification15, as in the

following theorem due to Mok.

Theorem 5.4.13. Let π be a regular algebraic cuspidal automorphic repre-

sentation of GL(2,AK), where K is an imaginary quadratic field, with central

character that factors through the norm map NK/Q. Then there is a contin-

uous irreducible l-adic Galois representation

ρ : Gal(K̄/K)→ GL(2, Q̄l)

such that, for each non-archimedean place w of K not dividing l, we have

that

ιl(WDw(ρ|GKw
))ss ∼= φss

πw⊗|det|−1/2
w

.

Furthermore, if πw is not a twisted Steinberg representation, then we have

the full local-global compatibility (up to Frobenius semisimplification16).

ιl(WDw(ρ|GKw
))F−ss ∼= φ

πw⊗|det|−1/2
w

.

15The symbol “ss” as a superscript of a representation means that we consider the
semisimplification of the representation.

16Which we denote with a superscript “F-ss”. See Definition 3.2.5.
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Proof. The process for attaching the Galois representation ρ to the cuspidal

automorphic representation π has been described essentially in this section,

and as we mentioned before is due to Harris-Soudry-Taylor (see [29]), Tay-

lor (see [65]), and Berger-Harcos (see [3]). The local-global compatibility

statements are due to Mok (see Theorem 1.1. of [40]).

5.4.4 Inducing and conductors

Before we close this section, we discuss inducing the L-parameters of irre-

ducible admissible representations ofGL(2, Kp) to L-parameters ofGSp(4,Qp).

The following can be found in [34].

Firstly, let pOK = pp̄. If (πp, πp̄) ∈ Irr(GSO(M2×2(Qp),Qp)), with φp

and φp̄ being the L-parameters attached to πp and πp̄ respectively, then

θ((πp, πp̄)
+) has L-parameter φp : W ′

Qp
→ GSp(4,C) defined as

φp(w) = φp(w)⊕ φp̄(w),

as a symplectic direct sum.

Suppose now that pOK = p or pOK = p2. Let πp be an irreducible admis-

sible representation of GL(2, Kp) with central character that factors through

the norm map, which has associated L-parameter φp : W ′
Kp
→ GL(2,C).

Then θ(π̂+
p ) has associated L-parameter φp : W ′

Qp
→ GSp(4,C) the represen-

tation

φp = ind
W ′Qp

W ′Kp

φp.

In the cases where θ(π̂−p ) is non-zero, as it shares the same L-packet with

θ(π̂+
p ), it has the same L-parameter.

Proposition 5.4.14. For the conductors of these representations, we have

the following:

1. if pOK = pp̄, we have

a(φp) = a(φp) + a(φp̄);
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2. if pOK = p, we have

a(φp) = 2a(φp);

3. if pOK = p2, we have

a(φp) = 2d(Kp/Qp) + a(φp).

Proof. We just use the properties in Proposition 4.1.3.

5.5 The standard L-function and the theta

correspondence

In this section, we define two kinds of L-functions for an automorphic repre-

sentation of GSp(4,AQ). We have already discussed the local factors which

constitute the global L-functions in Section 3.4. These L-functions are de-

fined directly as Euler products, and one of them will give us a criterion

for when an automorphic representation of GSp(4,AQ), arises as a theta lift

from some automorphic representation of GO(X,AQ) for some 4-dimensional

quadratic space X. We begin with the degree 4 L-function.

Definition 5.5.1. Let Π =
⊗

v Πv be an automorphic representation of

GSp(4,AQ) and χ =
⊗

v χv a Dirichlet character of finite order. Let S be a

finite set of places of Q containing the archimedean place and the places v

for which Πv is ramified. The partial spinor L-function of Π twisted by χ is

defined as the Euler product

LS(Π, χ, s) =
∏
p6∈S

L(Πp, χp, s),

where L(Πp, χp, s) is the degree 4 local factor (as defined in Section 3.4)

twisted by χp. That is,

L(Πp, χp, s) =
4∏
j=1

(1− χp(p)αp,jp−s)−1,
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where αp,j (j = 1, . . . , 4) are the Satake parameters associated to the unram-

ified representation Πp.

Now, we define the degree 5 L-function.

Definition 5.5.2. Let Π =
⊗

v Πv be an automorphic representation of

GSp(4,AQ) and χ =
⊗

v χv a Dirichlet character of finite order. Let S be a

finite set of places of Q containing the archimedean place and the places v

for which Πv is ramified. The partial standard L-function of Π twisted by χ

is defined as the Euler product

ζS(Π, χ, s) =
∏
p6∈S

ζ(Πp, χp, s),

where ζ(Πp, χp, s) is the degree 5 local factor (as defined in Section 3.4)

twisted by χp. Namely,

ζ(Πp, χp, s) =
5∏
i=1

(1− χp(p)cp,ip−s)−1,

where cp,i (i = 1, . . . , 5) are the constants {1, αp,1

αp,3
, αp,3

αp,1
, αp,1

αp,2
, αp,2

αp,1
}, with αp,j

(j = 1, . . . , 4) the Satake parameters associated to the unramified represen-

tation Πp.

In this thesis, we are mostly interested in the degree 5 L-function, as it

gives a criterion for an automorphic representation of GSp(4,AQ) to arise

as a theta lift from a representation of GO(X,AQ), for some 4-dimensional

quadratic space X. We see that, in the following result.

Theorem 5.5.3. Suppose Π is a cuspidal automorphic representation of

GSp(4,AQ), S is a sufficiently large finite set of places of Q, and χ0 a uni-

tary character. If the partial standard L-function ζS(Π, χ0, s) has a pole at

s = 1, then

1. the pole of ζS(Π, χ0, s) at s = 1 is simple;
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2. the restriction of Π to Sp(4,AQ) contains a theta lift from some auto-

morphic representation of the orthogonal group O(X,AQ), where X is

a 4-dimensional quadratic space.

Proof. See Theorem 7.1 of [35].

Note that according to Remark 4.3 of [68], a unitary character χ0 such

that ζS(Π, χ0, s) has a pole at s = 1, must be quadratic. If χ0 is the quadratic

character such that the standard L-function of Π has a pole at s = 1, let us

make some remarks on the quadratic space X. If L is the discriminant

algebra of X over Q and d is the discriminant of X, then χ0 is the quadratic

Hecke character χ0 : A×Q/Q× → {±1} attached to the discriminant d, in the

sense that at every place v of Q, χ0,v(t) = (t, d)v. Here (·, ·)v is the quadratic

Hilbert symbol of the completion of Q at v. In fact, if L/Q is a quadratic

extension, χ0 is the quadratic character attached to this extension, and if

L = Q⊕Q, then χ0 is trivial. For a more precise description of the space X,

see Section 7 of [35].

Suppose now that we have an irreducible automorphic representation Π

of GSp(4,AQ), such that for a sufficiently large finite set S of places of Q,

ζS(Π, χ0, s) has a pole at s = 1. Theorem 5.5.3 tells us that the restric-

tion of Π to Sp(4,AQ) contains an irreducible constituent Π0 which is in

correspondence under the theta correspondence with an irreducible auto-

morphic representation π̂0 of O(X,AQ). By Section 5 of [68], π̂0 extends to

an irreducible automorphic representation π̂ of GO(X,AQ), such that π̂v is

in correspondence via the extended theta correspondence with Π′v (v runs

through all places in Q); here Π′v is the irreducible admissible representation

at v of an irreducible representation Π′ = Π⊗ χ of GSp(4,AQ), where χ is a

quadratic character of A×Q. Also χ is unramified at almost all places of Q.
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5.6 On the conductors of non-generic super-

cuspidal representations of GSp(4, F )

Let F be a non-archimedean local field of odd residual characteristic. Since

we have discussed some notions of the local theta correspondence, we are able

to study non-generic supercuspidal representations of GSp(4, F ), which can

be described as in Theorem 5.6.1. In particular, we are going to define the

conductor of a non-generic supercupidal representation, and we will prove

that it agrees with the conductor of the L-parameter attached to it.

First we describe non-generic supercuspidal representations of GSp(4, F )

in terms of the theta lift, as in [19].

Theorem 5.6.1. Let π be an irreducible admissible representation of GSp(4, F ).

Then one has the following two mutually exclusive possibilities:

1. π arises as a theta lift from

GSO(Dram, F ) ∼=
(
D×ram ×D×ram

)
/F×;

2. π arises as a theta lift from

GSO(V, F ) ∼=
(
GL(4, F )× F×

)
/{(z, z−2) : z ∈ F×},

where V is the 6-dimensional split quadratic space V = H ⊕ H ⊕ H.

Here H is the hyperbolic plane.

Proof. See Theorem 5.2 of [18].

In fact, in [19] it is proved that the supercuspidal representations that

arise as a theta lift from GSO(Dram, F ) are precisely the non-generic ones.

That is, a non-generic supercuspidal representation of GSp(4, F ) is the theta

lift θ(τ) of an irreducible representation τ = (τ1, τ2) of GSO(Dram, F ) ∼=
(D×ram ×D×ram) /F×, where τ1, τ2 are non-isomorphic irreducible representa-

tions of D×ram with equal central characters.
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As Dram is the division quaternion algebra over F , by the local Jacquet-

Langlands correspondence there is an injection

σ 7→ JL(σ),

from irreducible admissible representations of D×ram to irreducible admissi-

ble representations of GL(2, F ). The image of JL consists of all twisted

Steinberg representations and all supercuspidal representations of GL(2, F )

(i.e., the essentially square integrable ones); the precise definition of JL can

be found in §2 of [14]. Now, for an irreducible representation τ = (τ1, τ2)

of GSO(Dram, F ), by the local Jacquet-Langlands correspondence, τ1 and

τ2 define irreducible admissible representations of GL(2, F ) denoted respec-

tively by JL(τ1) and JL(τ2). In this way, one may get a representation

τ ′ = (JL(τ1), JL(τ2)) of GSO(M2×2(F ), F ) which produces a non-zero theta

lift θ(τ ′) to GSp(4, F ) according to Theorem 5.6 (ii) of [18].

By the local Langlands correspondence we may attach to JL(τ1) and to

JL(τ2) the L-parameters φ1 and φ2 respectively; evidently, we have det(φ1) =

det(φ2). By Section 7 of [18], if τ = (τ1, τ2) is an irreducible representation

of GSO(Dram, F ) and τ ′ = (JL(τ1), JL(τ2)) is the associated representation

of GSO(M2×2(F ), F ), then {θ(τ ′), θ(τ)} is an L-packet of the L-parameter

φ1⊕ φ2. Finally, we note that θ(τ ′) is a generic representation of GSp(4, F ),

while θ(τ) is the non-generic supercuspidal that we considered initially.

Remark 5.6.2. Having the L-parameter of a non-generic supercuspidal rep-

resentation, we may go further in our consideration of the degeneration of

conductors of Subsection 4.2.2. As we saw above, the L-parameter of a

non-generic supercuspidal representation θ(τ) of GSp(4, F ) is of the form

φ = φ1 ⊕ φ2, where φ1 and φ2 are L-parameters of irreducible admissible

representations of GL(2, F ) (in particular they are twisted Steinberg repre-

sentations or supercuspidal representations). We have studied the degener-

ation of conductors of irreducible admissible representations of GL(2, F ) in

Subsection 4.2.1, which we may apply to get the degeneration of the conduc-

tor of the non-generic supercuspidal representation θ(τ) of GSp(4, F ). The

same applies to the generic representation θ(τ ′), which belongs to the same
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L-packet with θ(τ). Note that after this, the only representations left to be

considered for degeneration of conductors, are the ones which are generic

supercuspidal.

Now, we write down a definition for the conductor (on the automorphic

side) of a non-generic supercuspidal representation; this also applies to the

generic supercuspidal which shares the same L-packet with it.

Definition 5.6.3. Let θ(τ) be a non-generic supercuspidal representation of

GSp(4, F ), where τ = (τ1, τ2) is as above. We define the conductor a(θ(τ))

of θ(τ) to be

a(θ(τ)) = a(JL(τ1)) + a(JL(τ2)),

where a(JL(τi)) is defined in Definition 4.1.6, for i = 1, 2.

In his thesis [11], Danisman defines ε-factors ε(s; θ(τ), ψ), where ψ is an

additive character of F , for non-generic supercuspidal representations θ(τ) of

GSp(4, F ), and he proves that they are preserved under the local Langlands

correspondence for GSp(4, F ) (see Proposition 6.1 of [11]). Below, we are

going to give an identity which is a stepping stone in proving the equality of

the conductor of an irreducible admissible representation and the conductor

of its L-parameter.

Theorem 5.6.4. If θ(τ) is a non-generic supercuspidal representation of

GSp(4, F ), for the ε-factor attached to it, we have

ε(s; θ(τ), ψ) = ε(0; θ(τ), ψ)q−s(4n(ψ)+a(θ(τ))). (5.6)

Here n(ψ) is the largest integer n such that ψ is trivial on $−nOF .

Proof. In [11] it is proved that

ε(s; θ(τ), ψ) = ε(s; τ1, ψ)ε(s; τ2, ψ). (5.7)

The local Jacquet-Langlands correspondence preserves ε-factors (see §14 of
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[32], or [67]), so that

ε(s; τi, ψ) = ε(s; JL(τi), ψ),

for i = 1, 2. But by [5] we have

ε(s; JL(τi), ψ) = ε(0; JL(τi), ψ)q−s(2n(ψ)+a(JL(τi))),

for i = 1, 2. This implies the required result.

In the following theorem we prove that the conductor of a non-generic

supercuspidal representation is equal to the conductor of its L-parameter; of

course this also holds for the generic supercuspidal which lies in the same

L-packet with the former. We can do that either by using Definition 5.6.3

and the fact that the local Langlands for GL(2, F ) respects the conductors,

or by using Equation (5.6).

Theorem 5.6.5. If θ(τ) is a non-generic supercuspidal representation of

GSp(4, F ) and φ = φ1 ⊕ φ2 is its associated L-parameter, then we have

a(θ(τ)) = a(φ).

Proof. If θ(τ) is a non-generic supercuspidal representation of GSp(4, F ),

we know that τ = (τ1, τ2) is an irreducible representation of GSO(Dram, F ).

As above, we associate to τi, the representation JL(τi) via the local Jacquet-

Langlands correspondence, for i = 1, 2. The L-parameters attached to JL(τi)

are φi, and since the local Langlands correspondence for GL(2, F ) respects

the conductors, we have

a(JL(τi)) = a(φi),

for i = 1, 2. As a result, we have

a(θ(τ)) = a(JL(τ1)) + a(JL(τ2))

= a(φ1) + a(φ2)

= a(φ).
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Note that one may also obtain a(θ(τ)) = a(φ) by compairing the ε-factors

of θ(τ) and of φ. For the representation θ(τ), we have by Theorem 5.6.4 the

expression

ε(s; θ(τ), ψ) = ε(0; θ(τ), ψ)q−s(4n(ψ)+a(θ(τ)));

on the other hand, we have by §11 of [52], that

ε(s;φ, ψ) = ε(0;φ, ψ)q−s(4n(ψ)+a(φ)).

Finally, the local Langlands correspondence for GSp(4, F ) preserves the ε-

factors of non-generic supercuspidal representations by Proposition 6.1 of

[11]. From this, the preservation of the conductors follows.

As far as we know Theorems 5.6.4 and 5.6.5 have not appeared in the

literature. The assumption that the residual characteristic of F is not 2 is

crucial for Equation (5.7); Danisman uses it in the proof of Theorem 4.4 (see

also the proof of Lemma 5.1 in [11]).

There is one more case where we know that the conductor of an irre-

ducible admissible representation of GSp(4, F ) is defined and is equal to the

conductor of its associated L-parameter; in this case F can have even resid-

ual characteristic. Let π be a generic irreducible admissible representation of

GSp(4, F ) with trivial central character. Then the conductor of π is defined

as the so-called paramodular level, which is denoted by Nπ and defined in

Theorem 7.5.4 in [48]. Let a(φπ) be the conductor of the L-parameter φπ

associated to π by the local Langlands correspondence for GSp(4, F ). Then

by Proposition 2.4.2 of [48], Corollary 7.5.5 of [48], and the preservation of ε-

factors under the local Langlands correspondence for generic representations

(see Main Theorem of [18]) we obtain

Nπ = a(φπ).
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Chapter 6

Congruences over imaginary

quadratic fields

The purpose of this chapter is to study whether there are congruences be-

tween modular forms over imaginary quadratic fields. One would hope to

use the lifting to GSp(4,AQ) we described in order to get some congruences,

though it seems that most of the time this does not produce any congruences

between automorphic representations for GL(2) over an imaginary quadratic

field. We will discuss the reasons below.

Firstly, we write down all posible levels for a modular form over an imag-

inary quadratic field. After that, we examine whether one can prove the

existence of congruences over imaginary quadratic fields by assuming the

existence of congruences for automorphic forms for GSp(4), and we prove

a conditional result for imaginary quadratic fields of prime discriminant; in

addition, we discuss the reasons why our method does not work in general.

On the other hand, we prove an unconditional result of level lowering by

twisting automorphic representations by a grössencharacter. Finally, we are

able to give some potential examples of level lowering/raising congruences by

looking at some tables of rational cuspforms over imaginary quadratic fields.

Throughout this chapter, l will be a rational prime, K will be an imagi-

nary quadratic field, and if F is a field, we write GF = Gal(F̄ /F ). Moreover,

if w is a place of K then Kw will be the completion of K at w, and if p is a
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finite place of K, we denote by NK/Q(p) the norm of the ideal p and by $p a

uniformizer of Kp. Finally, we write OKp and kp for the ring of integers and

the residue field of Kp.

6.1 The possible levels over imaginary quadratic

fields

Let

ρ̄ : GK → GL(2, F̄l)

be a continuous mod l representation, where F̄l is an algebraic closure of the

finite field Fl of order l. This representation will be assumed to be modular1

in the sense of Theorem 5.4.13, of level N; i.e., it has a lift

ρ : GK → GL(2, Q̄l)

that comes from a regular algebraic cuspidal automorphic representation π of

level N and Galois invariant central character. Note that there is no odd/even

distinction for representations of GK , for there is no complex conjugation in

GK .

Recall in Definitions 4.2.1 and 4.2.2 how the Artin conductor and the

Swan conductor of a Galois representation are defined; if p is a prime in K

with p - l and

ρ̄p : GKp → GL(2, F̄l)

is the restriction of ρ̄ to the decomposition group GKp , we denote the Artin

conductor by a(ρ̄p). The global conductor of ρ̄ is defined as the product

N(ρ̄) =
∏
p-l

pa(ρ̄p).

1One can find a class of examples of representations ρ̄ of GK which are modular by
considering representations of GK obtained by restriction from representations of GQ; if
the representation of GQ is odd, then it is modular, so ρ̄ is modular by base change. If
the representation of GQ is even then it is not modular.
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We also let

ρp : GKp → GL(2, Q̄l)

be the restriction of ρ to GKp , for p - l.

Proposition 6.1.1. For the Swan conductors of the representations ρ̄p and

ρp we have

sw(ρp) = sw(ρ̄p).

Proof. See Section 1 of [38].

Note that the classification of degeneration of conductors for a Galois

representation over the imaginary quadratic field K is a straightforward gen-

eralization of our discussion of Subsection 4.2.1; the only differences are high-

lighted in the following lemmata.

Lemma 6.1.2. Let χ : GKp → Q̄×l be a tamely ramified character, with

unramified reduction mod l. Then we have

NK/Q(p) ≡ 1 mod l.

Proof. By Lemma 6 of [64], the character χ can be seen as a character χ :

GKp → E× for some finite extension E/Ql. This character has abelian image,

so that it factors through Gab
Kp

. If we restrict to the Weil group, χ factors

through W ab
Kp
∼= K×p . By restricting to the units O×Kp

, we get a character (for

simplicity of notation we still denote it by χ)

χ : O×Kp
/(1 +$pOKp)→ O×E ,

since χ(1 +$pOKp) = 1 as χ is tamely ramified; note that the image can be

taken to be in the ring of integers O×E as this character is of finite order. We

have seen that O×Kp
/(1 + $pOKp)

∼= k×p , where kp is the residue field of Kp,

and as χ was chosen to have unramified reduction modulo l, we have found

a non-trivial character

χ : k×p → ker(O×E � k×E),
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where kE is the residue field of E. The group ker(O×E � k×E) is a pro-l group,

and k×p has order NK/Q(p)− 1. In order that a non-trivial character exists of

this form, we must have

l | NK/Q(p)− 1.

Lemma 6.1.3. Suppose that ρp is the Galois representation associated to a

supercuspidal representation πp = BC(L/Kp, ψ) of GL(2, Kp). If the con-

ductor a(ρp) degenerates, then

NK/Q(p) ≡ −1 mod l.

Proof. Recall that a supercuspidal representation has conductor that degen-

erates only when L/Kp is an unramified quadratic extension (see Subsec-

tion 4.2.1). As L/Kp is an unramified quadratic extension, we have that

O×L/O
×
Kp

∼= k×L/k
×
p and [kL : kp] = 2 (where OL and kL are the ring of inte-

gers and the residue field of L), and so the order of O×L/O
×
Kp

is NK/Q(p) + 1.

Moreover, when we have degeneration of the conductor of the supercuspidal

representation modulo l, the character ψ : L× → E× is tamely ramified with

unramified reduction; here E is a finite extension of Ql; denote also by OE
the ring of integers and by kE the residue field of E. Notice also that as πp

is a supercuspidal representation, we have that ψ ◦ σ � ψ, where σ is the

non-trivial element of Gal(L/Kp).

We consider the non-trivial character

ψ ◦ σ
ψ

: L× → E×.

This character factors through L×/K×p since it is trivial on K×p but not on

L×. We now restrict the latter to O×L/O
×
Kp

and obtain a character

ψ ◦ σ
ψ
|O×L /O×Kp

: O×L/O
×
Kp
→ O×E .
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Note that since the mod l reduction ψ̄ is unramified, it is Galois invariant2,

i.e.,

ψ̄ ◦ σ ∼= ψ̄;

furthermore, since the uniformizers $L and $p of L and Kp respectively

are equal (as L/Kp is unramified), and ψ ◦ σ � ψ, the above character is

non-trivial. As a result, we have a non-trivial character (with trivial mod l

reduction)
ψ ◦ σ
ψ
|O×L /O×Kp

: O×L/O
×
Kp
→ ker(O×E � k×E)

such that O×L/O
×
Kp

has order NK/Q(p) + 1, and as ker(O×E � k×E) is a pro-l

group, we obtain

l | NK/Q(p) + 1.

Theorem 6.1.4. Suppose that

ρ̄ : GK → GL(2, F̄l)

is a mod l Galois representation of global conductor N coprime to l. If p is

a finite prime of K, write φp ∈ WKp for a lift of the inverse of a Frobenius

element. Then

N = N(ρ̄)
∏
p

pn(p),

and for each p - l with n(p) > 0, one of the following holds:

1. p - N(ρ̄), NK/Q(p)(trρ̄p(φp))
2 ≡ (1 + NK/Q(p))2detρ̄p(φp) mod l and

n(p) = 1.

2. NK/Q(p) ≡ −1 mod l, and one of the following holds:

(a) p - N(ρ̄), trρ̄p(φp) ≡ 0 mod l and n(p) = 2;

(b) p | N(ρ̄) but p2 - N(ρ̄), detρ̄p is unramified and n(p) = 1.

2If x is in the kernel of the norm map NL/Kp
of the extension L/Kp, then x ∈ O×L , i.e.,

ψ̄(x) = 1 as ψ̄ is unramified. This implies that the kernel of the norm map is contained
in the kernel of ψ̄, and as a result ψ̄ factors through the norm map NL/Kp

.
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3. NK/Q(p) ≡ 1 mod l, and one of the following holds:

(a) p - N(ρ̄) and n(p) = 2;

(b) p2 - N(ρ̄) or the power of p dividing N(ρ̄) is the same as the power

dividing the conductor of detρ̄p and n(p) = 1.

Proof. This is a straightforward generalization of the degeneration of conduc-

tors described in Subsection 4.2.1, and the statement is written as in [15].

The consideration of how the conductors of representations of GKp degener-

ate modulo l, which is a prime different from the residual characteristic of

Kp, is the same as in [7] and [38]. In this case, as before, we have that the

Swan conductor stays invariant modulo l (Proposition 6.1.1), and statements

2 and 3 follow by Lemmata 6.1.3 and 6.1.2.

6.2 On level lowering via automorphic repre-

sentations for GSp(4)

In this section, we are investigating whether one can transfer congruences

between automorphic representations for GSp(4) over Q, to congruences be-

tween automorphic representations for GL(2) over an imaginary quadratic

field.

Let us fix some notation that we are going to use throughout this section.

We start by considering a regular algebraic cuspidal automorphic represen-

tation π of GL(2,AK) with Galois invariant central character, where K is an

imaginary quadratic field. Let Π be the cuspidal automorphic representation

of GSp(4,AQ) which is obtained via the theta correspondence with π; this

is in the sense of Subsection 5.4.1. Moreover, R will be the 4-dimensional

irreducible l-adic Galois representation attached to Π, which we know is the

induction of the 2-dimensional representation ρ of GK attached to π; we

assume that the mod l reduction ρ̄ of ρ is irreducible. Finally, having the

representation

R : GQ → GL(4, Q̄l),
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one may conjugate it to have image in GL(4,OQ̄l
). Then we reduce modulo

the maximal ideal to get a reduction

R̄ : GQ → GL(4, F̄l),

which is well defined if it is irreducible, and if not, we take the semisimplifi-

cation of the reduction.

Also, we remark that the unramified irreducible admissible representa-

tions Πp of the representation Π =
⊗

v Πv, are either of type I or IIIb. This

is derived from Subsection 5.3.3.

6.2.1 Automorphic lifts of the mod l Galois represen-

tation

As we are interested in proving congruences over imaginary quadratic fields

via congruences between automorphic representations ofGSp(4,AQ), we need

to know what kind of level lowering results already exist for GSp(4). The

main delegate is a result of Gee and Geraghty (Theorem 7.6.6 of [22]) which

is in the same fashion of Theorem 1 of [14]. Inspired by the latter theorem of

Diamond and Taylor, Gee proved results in this sense for various algebraic

groups, where one can choose the local behaviour of the automorphic lifts of

an automorphic mod l Galois representation. We will explain such a result

below, but first we need to make the notion “choosing the local behaviour”

more precise via the following definition.

Definition 6.2.1. Let F be a non-archimedean local field of residual char-

acteristic p different from l. If τ is a representation of IF with open kernel

which extends to a representation of GF , then we call τ an inertial type.

Furthermore, we say that an l-adic representation ρ of GF is of inertial type

τ , when the restriction of the corresponding Weil-Deligne representation to

IF is equivalent to τ .

The general form of a theorem which implies the existence of automorphic

lifts with prescribed ramification is as follows: Suppose we have an irreducible
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mod l Galois representation ρ̄ of GQ which is the reduction of some automor-

phic l-adic Galois representation ρ. Let S be a finite set of non-archimedean

places (l 6∈ S) which contains the places where ρ is ramified. For each v ∈ S
choose an inertial type τv, such that τv is a lift of ρ̄|Iv . Then, there should

exist an l-adic automorphic lift ρ′ of ρ̄, such that ρ′|Iv is equivalent to τv for

each v ∈ S.

These kind of propositions also have some technical requirements for the

representation ρ̄; we see below the formal statement of the result we wish

to apply in our situation, together with these technical assumptions. Before

that, we need some notation and terminology.

We denote by εl the l-adic cyclotomic character of GQ, and by ζl a primi-

tive l-th root of unity. We fix an isomorphism ι : Q̄l
∼= C. We now describe a

notion of functoriality between the groups GL(4) and GSp(4), which allows

one to transfer properties from automorphic representations of GL(4,AQ) to

automorphic representations of GSp(4,AQ).

Theorem 6.2.2. There is an injective map from the set of globally generic

cuspidal representations Π of GSp(4,AQ) to the set of pairs consisting of

a globally generic automorphic representation Π̃ of GL(4,AQ) and an au-

tomorphic representation θ of GL(1,AQ). This map satisfies the following

properties:

1. the central character of Π is ωΠ = θ, and the central character of Π̃ is

ωΠ̃ = ω2
Π;

2. Π̃ ∼= Π̃∨ ⊗ ωΠ, where Π̃∨ denotes the contragredient representation;

3. by considering GSp(4) as a subgroup of GL(4), for each place v of Q,

there is an equality of the corresponding Weil-Deligne representations

of Πv and Π̃v;

4. if the pair (Π̃, θ) is such that Π̃ is cuspidal, then (Π̃, θ) is in the im-

age of the map if and only if the partial exterior square L-function

LS(s, Π̃,
∧2⊗θ−1) has a pole at s = 1 (here S is a finite set of places

of Q).
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Proof. This is due to Asgari and Shahidi (see [1]), and Gan and Takeda (see

Theorem 12.1 of [18]). In particular, Asgari and Shahidi prove assertions (1),

(2) and (4), while Gan and Takeda prove assertion (3).

Remark 6.2.3. Note that the representations in Theorem 6.2.2 need to be

globally generic. Having a regular algebraic cuspidal automorphic represen-

tation π of GL(2,AK), when we take the global theta lift to a cuspidal au-

tomorphic representation Π of GSp(4,AQ), we have that at the archimedean

place∞, Π∞ is holomorphic and non-generic. This means that Π is not glob-

ally generic. A first step towards removing the “globally generic” assumption

can be found in Theorem 5.1.2 of [42], which concerns cuspidal automorphic

representations with full level structure. Pitale, Saha and Schmidt define

the irreducible admissible representations Π̃v for all places v, and they use a

converse theorem to prove that Π̃ =
⊗

v Π̃v is an automorphic representation

of GL(4,AQ). In general, for all cuspidal automorphic representations, the

functorial transfer from GSp(4) to GL(4) is expected to follow from Arthur’s

work via the trace formula.

For our global theta lift, which is non-generic, one can get functoriality

in the sense of Theorem 6.2.2 by the endoscopic classification of Arthur; in

particular, the lifting Π̃ (an automorphic representation of GL(4,AQ)) of Π

is given by Arthur’s global parameter, since Π and Π̃ share the same global

parameter. This lift is described by Mok in [40]; in particular see the proof

of Theorem 3.1 of [40].

Furthermore, we say that an automorphic representation Π of GSp(4,AQ)

is ι-ordinary, if the functorial lift Π̃ of Π to GL(4,AQ) is. We do not include

the definition for ι-ordinary, since it is a bit technical and we do not need

all the details in this thesis. The reader can find a detailed definition in §4.1

of [22]. Moreover, in the statement of the theorem of Gee and Geraghty,

the notion of “crystalline representation” is mentioned; for this, there is a

detailed definition in [2].

Definition 6.2.4. A continuous irreducible representation

R : GQ → GSp(4, Q̄l)
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is called

1. GSp(4)-ordinarily automorphic, if R arises from some ι-ordinary auto-

morphic representation Π of GSp(4,AQ);

2. GSp(4)-ordinarily automorphic and holomorphic, if in addition Π∞ be-

longs to the holomorphic discrete series;

3. GSp(4)-ordinarily automorphic and generic, if Π can be chosen to be

globally generic;

Note that, in the above definition, R can be simultaneously holomorphic and

generic, due to different choices of Π in the same global L-packet.

We are ready to state the theorem of Gee and Geraghty. In fact, since we

are interested in the level part of the theorem, we write a simplified version

in the sense that we do not include statements about the weights.

Theorem 6.2.5. Let l ≥ 5 be a prime such that [Q(ζl) : Q] > 2, and fix an

isomorphism ι : Q̄l
∼= C. Suppose that

R̄ : GQ → GSp(4, F̄l)

is an irreducible representation, and let n be an integer such that the character

ε̄nl of GQ is unramified. Suppose that R̄ satisfies the following:

1. There are finite fields Fl ⊂ k ⊂ k′ such that

Sp(4, k) ⊂ R̄(GQ) ⊂ (k′)×GSp(4, k). (6.1)

2. The representation R̄ has a lift R = RΠ, which is GSp(4)-ordinarily

automorphic arising from some automorphic representation Π, and

generic of level prime to l. Let ψ be the similitude factor of RΠ.

3. Define ψn := ψεnω̃−n, where ω̃ is the Teichmüller lift of the mod l

cyclotomic character (so that ψ̄n = ψ̄, and ψn is crystalline). Then

R̄|GQl
has an ordinary crystalline symplectic lift of similitude factor

ψn.
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Then R̄ has an ordinary crystalline symplectic lift R′ of similitude factor

ψn, which is GSp(4)-ordinarily automorphic of level prime to l, generic, and

holomorphic. Moreover, given any finite set of non-archimedean rational

places S containing the places where R is ramified, and an inertial type τv

for each v ∈ S (v 6= l) such that R̄|GQv
has a symplectic lift of type τv and

similitude factor ψn, R′ can be chosen to have inertial type τv for all v ∈ S,

v 6= l.

Proof. See Theorem 7.6.6 of [22].

Remark 6.2.6. For proving the theorem above, Gee and Geraghty use an

analogous result for automorphic representations of GL(4,AQ) (see Theorem

7.5.2 of [22]) and the functorial transfer from GL(4) to GSp(4) (see Theo-

rem 6.2.2). Note that the automorphic representations in Theorem 7.5.2 of

[22] are required to have corresponding Galois representation with regular

Hodge-Tate weights; this is stated in §7.5 of [22]. The same holds for the

Galois representation R appearing in Theorem 6.2.5. For the notion “regular

Hodge-Tate weights” the reader may consult §4.3 of [10].

One would hope to apply Theorem 6.2.5 in order to get level lower-

ing/raising for the representation Π. Such a result allows one to get a con-

gruence modulo l between R and an automorphic Galois representation R′

(arising from some automorphic representation Π′ of GSp(4,AQ)), by choos-

ing inertial types τp for R′, for finitely many primes p. Theorem 6.2.5 is

not directly applicable in our situation for various reasons which we discuss

below.

Firstly, since the representation R does not always have regular Hodge-

Tate weights (see Remark 5.4.9), we are not able to apply Theorem 6.2.5 to

get level lowering/raising for our automorphic representation Π, as such a re-

sult requires the Hodge-Tate weights to be regular. We understand that Cale-

gari and Geraghty are working on modularity lifting results for low weight

Siegel modular forms, which may allow an extension of Theorem 6.2.5 ap-

plicable to weights occuring in our situation; although we have not seen a

preprint yet.
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The second thing to consider is, as we mentioned above, that our Galois

representation R is associated to an automorphic representation which is not

globally generic. Assumption (2) of Theorem 6.2.5 requires this representa-

tion to be globally generic. The genericity in Theorem 6.2.5 is important

since Gee and Geraghty use the functoriality between GL(4) and GSp(4)

(see Theorem 6.2.2) in the proof of their result. However, as we remarked in

Remark 6.2.3, it is very likely that, in the near future, genericity will not be

needed for the functorial transfer due to Arthur’s trace formula. Nevertheless,

in our situation, Mok ([40]) writes down an automorphic representation Π̃ of

GL(4,AQ) which shares the same global L-parameter with the automorphic

representation Π of GSp(4,AQ), the latter being non-generic.

Finally, we need to consider also assumption (1) of Theorem 6.2.5. This

assumption asserts that the image of the mod l Galois representation R̄ is big

enough to contain Sp(4, k) for some finite field k such that Fl ⊂ k. This does

not happen for representations which we consider, since these are induced

from a 2-dimensional representation of an index 2 subgroup; recall that we

have R = ind
GQ
GK
ρ. Assumption (1) implies3 that the image of the mod l

Galois representation R̄ is big in the sense of Definition 2.5.1 of [10]. Results

of Thorne (see [66]) imply that the “big” image condition can be relaxed

to a so-called “adequate” image condition; for this notion see Definition 2.3

of [66]. In addition, Guralnick-Herzig-Taylor-Thorne in Theorem 9 of [26],

proved that if R̄ is (absolutely) irreducible, then it is adequate for l big

enough; in our case for l ≥ 11.

Gee informed us (personal communication) that most of the technical

assumptions in Theorem 6.2.5 could be removed after the work of Thorne.

Despite the fact that we cannot directly apply Theorem 6.2.5, in the next

subsection, we are going to assume such a result and see what one might

obtain by choosing inertial types at the bad places.

3See Lemma 2.5.5 of [10]
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6.2.2 Level lowering by choosing inertial types

In this subsection, we are going to provide a level lowering result under some

hypotheses. The idea is to begin with a regular algebraic cuspidal automor-

phic representation π of GL(2,AK), where K is an imaginary quadratic field,

and consider its theta lift Π to GSp(4,AQ). For the l-adic Galois represen-

tation R which is attached to Π, we will consider its mod l reduction R̄ (for

which we assume that it has image in GSp(4, F̄l)), and we will choose inertial

types for all places in a finite set S. After that, we will apply a stronger ver-

sion of Theorem 6.2.5 to R̄, and we will get an l-adic automorphic lift R′ of R̄

for which the chosen inertial types will read its local behaviour. One critical

point is to suppose that R′ is attached to some automorphic representation

Π′ which is a global theta lift from some automorphic representation π′ of

GL(2,AL) for some quadratic field L (this can be achieved by testing whether

the twisted standard L-function of Π′ has a pole at s = 1; see Theorem 5.5.3).

In general, we want to see when one can descend the congruence between R

and R′, to a congruence between the Galois representations attached to π

and π′ (or, as we will see, a twist of π′).

One thing to consider here is whether the quadratic fields K and L are

the same or not. We will choose our representation π and the inertial types

of R̄ carefully enough to ensure that K = L. Although, there can be situa-

tions where π and π′ are automorphic representations over different quadratic

fields, but their theta lifts are congruent. This might be interesting too for

future work.

The following hypothesis will enable us to obtain an automorphic lift of

R̄, after we choose the inertial types.

Hypothesis 6.2.7. Suppose that the mod l reduction R̄ of the Galois repre-

sentation R associated to Π is irreducible and valued in GSp(4, F̄l). Suppose

S is a finite set of primes including the primes where R is ramified and the

primes which ramify in K. For each p ∈ S, p 6= l, choose an inertial type τp

lifting R̄|Ip. Then there is a Galois representation

R′ : GQ → GSp(4, Q̄l)
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associated to some automorphic representation Π′ of GSp(4,AQ), such that

R′|Ip ∼= τp, for all p ∈ S.

This is yet unproved, but as we discussed in Subsection 6.2.1, one hopes

that Theorem 6.2.5 will be strengthened sufficiently to provide a usable ver-

sion of the hypothesis above. Now we will use this hypothesis to try to

descend congruences from GSp(4) to GL(2) over an imaginary quadratic

field. We will just give one example of how this works; it is likely that the

method would allow us to prove more results on congruences, applying to

more general fields, and to more general automorphic representations.

Remark 6.2.8. In the following, we will need a local-global compatibil-

ity result between our non-cohomological representation Π and its associ-

ated Galois representation R. For cohomological cuspidal automorphic rep-

resentations with irreducible associated Galois representation, this is a re-

sult of Sorensen (see [60]) and Mok (see Theorem 3.1 of [40]). For a non-

cohomological representation Π which is a theta lift, the required local-global

compatibility result exists up to semisimplification; this is Theorem 4.11 of

[40]. In the example below, we will assume the full local-global compatibility

whenever it is needed, however this has not been proven yet.

We now make our choices. Let l be a prime4. Take the imaginary

quadratic field K = Q(
√
−p) with p ≡ 3 mod 4, thus of discriminant −p;

also, denote by c the non-trivial element of Gal(K/Q). Let Σ = {p, q, q̄} and

S = {p, q}, with pOK = p2 and qOK = qq̄. Let π =
⊗

w πw be a regular alge-

braic cuspidal automorphic representation of GL(2,AK), of Galois invariant

central character. Assume that π is unramified outside Σ, and for places in

Σ we have:

1. πp = (µ| |1/2p )StGL(2) with π̃p regular (i.e., µc 6= µ), and µ a ramified

character that does not degenerate modulo l.

4This prime should be big enough. For instance, in order to use Theorem 6.2.5, we
need l ≥ 5. As we mentioned, Theorem 6.2.5 might be strengthened enough to apply
in our situation; after Thorne’s work, one may require l ≥ 11 in order to avoid the “big
image” assumption (assumption (1) of Theorem 6.2.5). For this, recall the discussion at
the end of the previous subsection.

169



2. πq = BC(E/Kq, ψ) is a supercuspidal representation which degenerates

modulo l (here E/Kq is an unramified quadratic extension), and πq̄ =

χ× χ−1ωπq , where χ is a ramified non-degenerate character and ωπq is

the central character of πq. In this case, we have

NK/Q(q) ≡ −1 mod l.

In this set up, the theta lift Π =
⊗

v Πv of π is a cuspidal automorphic

representation of GSp(4,AQ), such that it is unramified outside S ∪{l}, and

for the primes in S we have:

1. According to Theorem 5.3.11, Πp is a representation of type IXa. In

fact, we have

Πp = δ(| |ηεKp/Qp , | |−1/2BC(Kp/Qp, µ| |1/2p )),

where η is the quadratic character of Q×p such that µc/µ = η ◦NKp/Qp .

This representation has L-parameter Φp = (ρ0, N6) with

ρ0 : w 7→

(
ηεKp/Qpdet(φ)φ′(w)

|w|−1/2φ(w)

)
,

where φ is the L-parameter attached to BC(Kp/Qp, µ| |1/2p ). Let Rp be

the associated Galois representation to Φp.

2. According to Theorem 5.3.12, Πq is a representation of type X. In fact,

Πq = χ−1πq o χ.

The L-parameter of this representation is Φq = (ρ0, 0) with

ρ0 : w 7→

χ
−1ωπq(w)

φπq(w)

χ(w)

 .

Let Rq be the associated Galois representation to Φq. Here φπq is the
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L-parameter associated to πq.

Here we use the full local-global compatibility assumption of Remark 6.2.8,

since, for instance, the L-parameter corresponding to Πp has non-zero mon-

odromy operator N6. Thus, if R is the 4-dimensional l-adic Galois represen-

tation attached to Π, we have

Rp
∼= R|Dp , and Rq

∼= R|Dq ,

for Dp and Dq being the decomposition groups at p and q respectively. Now

we make our choices for the inertial types for the primes in S.

1. For the prime p, we choose

τp = Rp|Ip . (6.2)

This extends by definition to a representation R′p of Gal(Q̄p/Qp).

2. For the prime q, we choose

τq =


χ′−1

1 t

1

χ′

 , (6.3)

where χ′ is a ramified character with the same ramification as χ that

does not degenerate modulo l and such that χ′ ≡ χ mod l, and t :

IQq → Q̄l is a non-trivial character. This inertial type extends to a

representation R′q of Gal(Q̄q/Qq).

Since we have chosen the inertial types, we may apply Hypothesis 6.2.7 on

R, and get an automorphic lift R′ of R̄, which is associated to an automorphic

representation Π′ =
⊗

v Π′v of GSp(4,AQ), and such that R′|Dp
∼= R′p and

R′|Dq
∼= R′q. Moreover, R′ is unramified outside S ∪ {l}. Let us see now how

the representation Π′ looks like locally. For non-archimedean places outside

S ∪ {l}, Π′ is unramified. For the places in S we have:
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1. By our choice τp of inertial type at p, we get that R′p corresponds to an

L-parameter with nilpotent part N6, and the latter corresponds to an

irreducible admissible representation of type IXa. Such a representation

may be a local theta lift only from a representation

(µ′| |1/2)StGL(2)

of GL(2, Fp), where Fp/Qp is a quadratic extension of local fields, and

if c is the non-trivial element of Gal(Fp/Qp), we have that µ′c 6= µ′ (for

this, see Subsection 5.3.3).

2. For the prime q, we chose an inertial type τq which extends to a rep-

resentation R′q; the latter corresponds to an L-parameter with nilpo-

tent part N1. The representation Π′q which corresponds to such an

L-parameter is of type IIa, IVc, Vb, or VIc, and according to Subsec-

tion 5.3.3, the latter two cannot be theta lifts. A representation of type

IIa or IVc, may be a theta lift only from a pair

((ψ′| |1/2)StGL(2), χ1 × χ2) ∈ Irrf (GL(2,Qq)×GL(2,Qq)).

Note that the L-parameter associated to the Galois representation of

inertial type τq, when restricted to IQq , fixes only one basis vector.

This never happens for the L-parameter associated to an irreducible

admissible representation of type IVc or VIc.

Theorem 6.2.9. Suppose that there exists a non-trivial quadratic Dirichlet

character χ0 of A×Q, such that the partial standard L-function ζS(Π′, χ0, s) of

Π′ has a pole at s = 1. Then, the automorphic representation Π′ is a global

theta lift from an automorphic representation π′ =
⊗

w π
′
w of GL(2,AK),

where K = Q(
√
−p), with p ≡ 3 mod 4.

Proof. According to Section 5.5 and in particular Theorem 5.5.3, the au-

tomorphic representation Π′ is a global theta lift from some automorphic

representation π′ =
⊗

w π
′
w of GL(2,AL), where L is a quadratic field. We

want to show that in our setting we have L = K.
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As Π′ is a global theta lift from π′ =
⊗

w π
′
w, we have that Π′p is an

irreducible admissible representation of type IXa which is a local theta lift

from a representation

(µ′| |1/2)StGL(2)

of GL(2, Lp), where Lp/Qp is a quadratic extension of local fields. From

this, we get that the prime p does not split in the quadratic extension L/Q.

Moreover, the representation Π′q is a local theta lift; that is, it can only be a

representation of type IIa, and as we mentioned above, it comes from a pair

((ψ′| |1/2)StGL(2), χ1 × χ2) ∈ Irrf (GL(2,Qq)×GL(2,Qq)).

This implies that q splits in the quadratic extension L/Q. Finally, for v

being a non-archimedean place outside S, we have that Π′v is an unramified

representation which is a local theta lift from an unramified principal series

representation of GL(2, Lw) for w dividing v and Lw/Qv quadratic exten-

sion, or Π′v is a local theta lift from a pair of unramified principal series

representations that lies in Irrf (GL(2,Qv)×GL(2,Qv)).

To sum up, we have that p (for which we have p ≡ 3 mod 4) either stays

inert or ramifies in L, q splits in L, and all other primes either stay inert or

split in L. As L is a quadratic extension of Q, p is forced to ramify in L, and

evidently is the only prime that ramifies in L. By our assumptions, 2 does

not ramify in L, thus L cannot be the real quadratic field Q(
√
p). The only

possibility is that L = Q(
√
−p).

Let ρ be the irreducible 2-dimensional l-adic Galois representation of GK

associated to π. Having that Π′ is a global theta lift from an automorphic

representation π′ of GL(2,AK), we get that the Galois representation R′

associated to Π′ is induced from a 2-dimensional Galois representation ρ′ of

GK .

We now restrict the representations R and R′ to GK , and we obtain

R|GK
= ρ⊕ ρc
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and

R′|GK
= ρ′ ⊕ ρ′c.

Note that since we have assumed ρ̄ to be irreducible, we have that R̄|GK
=

R̄′|GK
is the direct sum ρ̄′ ⊕ ρ̄′c of irreducible representations. As ρ̄′ is irre-

ducible, we get that ρ′ is irreducible. Since R and R′ are congruent modulo

l, we get that either ρ and ρ′ have isomorphic mod l Galois representations,

or ρ and ρ′c have isomorphic mod l Galois representations.

By Equation 6.2 and Proposition 5.4.14 we have that πp has the same

ramification as π′p = (µ′| |1/2)StGL(2). Also, by the inertial type we choose for

the prime q, we have that the supercuspidal representation πq is congruent

to the twisted Steinberg representation π′q = (ψ′| |1/2)StGL(2), where ψ′ is

unramified. This means that the level of the representation π′ is lower than

the level of π.

Remark 6.2.10. We make some remarks on the above result.

1. An important step in the argument for proving that the quadratic fields

K and L are the same, is that the prime p was forced to be ramified in

L since it was the only one that could be ramified. If the discriminant

of K had two or more prime factors, or if we had that q stays inert in

K, then we would not be able to tell for sure that L = K by using the

same argument.

2. One can extend the above result to automorphic representations π

which are ramified at more primes. This can be done if one adds to

S more primes that split in K and choose the local representations for

the primes lying above primes in S to be representations which ramify.

These representations should be such that we may choose inertial types

which assure us that the primes in S split also in L, in the same way

as above. For this, see another example in the next remark.

3. We can derive more examples of level lowering in the same fashion as

above. For instance, consider the same setting for the representation

π as we had before, but with πq = (α| |1/2)StGL(2) and πq̄ = χ1 × χ2,
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with | |
1/2α
χ1
6= | |±3/2 and χ1 a tamely ramified character with unramified

reduction. Keep the same inertial type for p, but for the prime q choose

the inertial type

τq =


α′2

α′ t

α′

1


with α′ such that α′ ≡ α mod l and such that the conductor of α′ is

less than or equal to the conductor of α, and t a non-trivial character.

The proof goes as before. However, we can treat this case by a different

method without any hypotheses (it is a special case of Theorem 6.3.2

below).

6.3 Congruences by twisting

In this subsection we will prove a level lowering result for cuspidal auto-

morphic representations over an imaginary quadratic field K, by adjusting

an argument of Carayol that lowers the level by twisting the automorphic

representation by a character. In particular, we will prove the following two

results, for an inert prime and for a split prime in K respectively.

Theorem 6.3.1. Suppose we have a modular mod l Galois representation

ρ̄ : GK → GL(2, F̄l),

i.e., it has a lift ρ which arises from a regular algebraic cuspidal automorphic

representation π. Assume that the component πp of π, at a prime p which

lies above a rational prime p that stays inert in K with p 6= l, is one of the

following types:

1. it is a principal series representation πp = µ×ν, with µ tamely ramified

with unramified reduction such that it factors through the norm map,

and ν ramified;
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2. it is a twisted Steinberg representation πp = (µ| |1/2)StGL(2), with µ a

tamely ramified with unramified reduction such that it factors through

the norm map.

Then ρ̄ is modular of level lower than the level of π.

Proof. In both cases, µ is assumed to be a tamely ramified character with

unramified reduction. Such a character can be decomposed as

µ = µnrµr,

where µnr is an unramified character of K×p , and µr is a tamely ramified

character of K×p with trivial reduction (i.e., a(µr) = 1 but a(µ̄r) = 0), such

that µr($p) = 1. Moreover, in both cases we have assumed that µ factors

through the norm map and since µnr is unramified (i.e., its kernel contains

the kernel of the norm map) we have that µr factors through the norm map

too. This fact will enable us to extend µr to a grössencharacter µ̃r. As any

element x ∈ K×p can be written as x = $n
pu for some n ∈ Z and u ∈ O×Kp

(and as µr is trivial on $p), we get that µr is a character of O×Kp
which (as a

tamely ramified character) is trivial on (1 +$pOKp); this means that µr is a

character of O×Kp
/(1 +$pOKp)

∼= (OKp/$pOKp)
×. As p = pOK is a principal

ideal, we have (OKp/$pOKp)
× ∼= (OK/p)×, so that

µr : (OK/p)× → C×.

That is, µr extends to a Dirichlet character for K of conductor p. Since µr

factors through the norm map, and since p has norm p2 (as p is inert in K),

we have that µr factors through (Z/p2Z)×; that is, if NK/Q is the norm map

of the extension K/Q, we have

µr : (OK/p)×
NK/Q
−−−−−� (Z/p2Z)×

φ−→ C×.

By Proposition 3.1.2 of [4], the Dirichlet character φ of conductor p2, extends

to a grössencharacter

φ̃ : Q×\A×Q → C×,
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which we may compose with the idèle norm map

ÑK/Q : K×\A×K → Q×\A×Q

to get a grössencharacter

µ̃r : K×\A×K → C×

that extends µr. Now we are able to proceed to the twisting argument.

1. Firstly we consider π with local component πp = µ × ν at p, and

attached Galois representation ρ. We twist π with µ̃−1
r to get a cuspidal

automorphic representation µ̃−1
r π that has local component at p the

representation

π′p = µ−1
r (µnrµr × ν) = µnr × µ−1

r ν.

As µ factors through the norm map, the central character of µ̃−1
r π

factors through the norm map, and as a result we may attach to it a

Galois representation µ̃−1
r ρ. Then the conductor of π′p is

a(π′p) = a(µnr) + a(µ−1
r ν)

with

a(µnr) = 0 < 1 = a(µ)

and

a(µ−1
r ν) ≤ a(ν),

since a(µ−1
r ) = 1 and a(ν) ≥ 1. That is,

a(π′p) < a(πp).

Moreover, the conductor of π at the other places is not getting bigger

under the twisting since µr, as a Dirichlet character, has conductor p.

Therefore, the power of p dividing the conductor of µ̃−1
r ρ is smaller than
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the power of p dividing the conductor of ρ. The congruence occurs as

µ̃−1
r has trivial mod l reduction, i.e., ρ and µ̃−1

r ρ are congruent mod l.

2. Now we consider π with local component πp = (µ| |1/2)StGL(2), and

attached Galois representation ρ. We twist π with µ̃−1
r to get a cus-

pidal automorphic representation µ̃−1
r π with local component at p the

representation

π′p = (µnr| |1/2)StGL(2).

Again µ̃−1
r π has central character that factors through the norm map, so

that we may attach to it a Galois representation µ̃−1
r ρ. The conductor

of π′p is a(π′p) = 1 while a(πp) = 2a(µ) = 2. That is

a(π′p) < a(πp).

For the same reasons as before the conductors at the other places do

not get bigger under twisting, and we have a level lowering congruence

between ρ and µ̃−1
r ρ.

Theorem 6.3.2. Suppose we have a modular mod l Galois representation

ρ̄ : GK → GL(2, F̄l),

i.e., it has a lift ρ which arises from a regular algebraic cuspidal automorphic

representation π. Let pOK = pp̄ with p 6= l, such that for the components5

πp and πp̄ of π at p and p̄ respectively, we have that a(πp̄) > 1 and that πp is

one of the following types:

1. principal series representation µ × ν, with µ tamely ramified with un-

ramified reduction, and ν ramified;

2. twisted Steinberg representation (µ| |1/2)StGL(2), with µ tamely ramified

with unramified reduction.

5Note that πp and πp̄ have equal central characters in this situation.
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Then ρ̄ is modular of lower level than the level of π.

Proof. The first thing to notice is that in the case where pOK = pp̄, we

may fix isomorphisms Kp
∼= Qp and Kp̄

∼= Qp. That is, a character of

K×p can essentially be thought of as a character of Q×p . As in the proof of

Theorem 6.3.1, we may write µ : Q×p → C× as a product µ = µnrµr, such that

µnr is unramified, µr is tamely ramified with trivial reduction and µr(p) = 1.

Then, as before, we write µr as a character

µr : Z×p /1 + pZp → C×,

and considering also that Z×p /1 + pZp ∼= (Zp/pZp)× ∼= (Z/pZ)×, µr becomes

a Dirichlet character of conductor p. By Proposition 3.1.2 of [4], µr extends

to a grössencharacter, which we compose with the idèle norm map ÑK/Q to

get

µ̃r : K×\A×K
ÑK/Q−−−→ Q×\A×Q → C×.

Now we consider the two cases of the theorem.

1. Suppose that πp = µ × ν, with ρ being the Galois representation at-

tached to π. We consider the twist µ̃−1
r π, which has local component

at p the representation

π′p
∼= µ−1

r (µ× ν) = µnr × µ−1
r ν

with

a(µnr) + a(µ−1
r ν) < a(µ) + a(ν).

As µ̃−1
r factors through the norm map, our new cuspidal automorphic

representation µ̃−1
r π has Galois invariant central character, and so we

may attach to it a Galois representation µ̃−1
r ρ which is congruent to ρ

since µr is trivial modulo l. Therefore, the if pκp̄λ divides exactly the

conductor of ρ, then pκ
′
p̄λ
′

divides exactly the conductor of µ̃−1
r ρ, with

κ′ + λ′ < κ+ λ.

2. Now suppose that πp = (µ| |1/2)StGL(2), with ρ the Galois representa-
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tion attached to π. The twist µ̃−1
r π now has local component at p the

representation

π′p
∼= µ−1

r (µ| |1/2)StGL(2) = (µnr| |1/2)StGL(2)

with

a((µnr| |1/2)StGL(2)) = 1 < 2 = a((µ| |1/2)StGL(2)).

The cuspidal automorphic representation µ̃−1
r π has attached a Galois

representation µ̃−1
r ρ which is congruent to ρ modulo l, for the same

reasons as above. So again, the level is getting lower by twisting by

µ̃−1
r .

Note that in both cases, the conductor of πp̄ cannot be raised by twisting

with µ−1
r , as we have assumed that a(πp̄) > 1.

Remark 6.3.3. The assumption that the conductor of πp̄ is greater than 1 in

Theorem 6.3.2 excludes the following phenomenon. Let πp = µ−1
r µnr × µrνnr

and πp̄ = µnr× νnr (which have equal central characters), where µr is tamely

ramified with trivial mod l reduction, and µnr, νnr are unramified characters.

After twisting the automorphic representation with µ̃−1
r as in the Theorem,

we get local components

π′p = µ−2
r µnr × νnr

and

π′p̄ = µ−1
r µnr × µ−1

r νnr.

This not only lowers the conductor of πp, but at the same time might raise

the conductor of πp̄. Something similar can take place when we have, for

example, πp̄ = (χ| |1/2)StGL(2) with χ an unramified character.
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6.4 Examples of congruences

Lingham in Sections 7.1 and 7.2 of his thesis [37], constructed tables of Hecke

eigenvalues of rational cuspforms of weight 2, for the group Γ0(N) (various

level N), over the imaginary quadratic fields Q(
√
−23) and Q(

√
−31). We

are going to use these tables in order to find some potential examples of

level lowering/raising congruences. Note that the tables contain the first few

eigenvalues of the cuspforms, and thus the congruences that we find provide

only evidence for possible examples.

We are going to use the notation that Lingham uses in his thesis. Let K

be one of the above imaginary quadratic fields. For a rational prime p, we

write pOK = ppp̄p if the prime splits, and pOK = pp when the prime stays

inert. Also, the following tables include all the cuspforms from Lingham’s

tables that we need; for a more complete consideration the reader is advised

to look at Lingham’s tables (Sections 7.1 and 7.2 of [37]). The rows represent

the cuspforms; the first column is the level N, the second is the norm of the

level, the third column is the name of the cuspform (following Lingham’s

names), and the rest of the columns are the first few Hecke eigenvalues.
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Table 6.1: Rational Newforms for Q(
√
−23)

N NK/Q(N) p2 p̄2 p3 p̄3 p13 p̄13 p23 p5 p29 p̄29 p31 p̄31 p41 p̄41 p47 p̄47 p7

p2p̄3 6 f1 1 1 0 -1 -2 2 -4 -2 6 6 0 -4 -2 2 8 0 -6
p̄2p13 26 f2 0 -1 -2 1 1 5 6 -1 0 -3 5 -4 12 9 9 6 -4
p2

2p̄
3
2 32 f4 0 0 -1 -3 -1 3 -8 -2 -5 -1 -5 5 3 -5 -13 -3 -2

p2p̄2p
2
3 36 f5 -1 -1 0 -2 2 -4 -6 2 0 -6 -10 8 -6 -6 0 12 -4

p2
2p̄2p

2
3 72 f13 0 1 0 -2 -4 2 6 8 6 -6 2 8 6 0 0 0 2

p̄2p̄3p13 78 f14∗ 0 -1 3 -1 1 0 1 4 10 2 -5 1 -3 -11 -11 6 -9
p2p̄3p̄13 78 f16 1 -2 -3 -1 -5 1 -4 1 -3 -6 6 5 7 -4 -10 3 -12
p2

2p̄
3
2p3 96 f19 0 0 1 2 4 -2 2 8 10 -6 -10 0 -2 0 -8 -8 -2
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Table 6.2: Rational Newforms for Q(
√
−31)

N NK/Q(N) p2 p̄2 p5 p̄5 p7 p̄7 p3 p19 p̄19 p31 p41 p̄41 p47 p̄47

p2p5 10 f1 1 1 -1 0 2 4 -4 -6 0 4 -2 2 6 -8
p2p7 14 f2 -1 0 0 3 1 -1 1 2 2 5 9 -6 -6 12
p2p̄2p5 20 f3 -1 -1 -1 0 -4 2 -2 2 -4 -4 0 -12 0 6
p2p̄2p5 20 f4∗ 1 -1 -1 0 2 -4 4 2 8 -4 6 -6 6 0
p3

2p̄
2
2 32 f5 0 0 -1 3 -3 -5 -2 -7 3 0 -9 -1 0 0

p4
2p̄2 32 f6 0 -1 2 2 -2 2 4 -4 4 0 -8 -8 -2 2

p4
2p̄

2
2 64 f10 0 0 -1 -1 1 -1 -2 5 -5 0 -5 -5 -8 8

p2p5p7 70 f11 1 -2 -1 -3 1 1 -1 0 -6 1 -5 -4 -6 10
p2p̄2p5p7 140 f36∗ -1 1 1 -4 -1 -2 -2 6 4 0 4 -12 -12 -2
p2p̄2p5p̄7 140 f37 1 1 -1 0 2 1 4 2 -4 -4 -6 6 -6 12
p3

2p̄
2
2p5 160 f44∗ 0 0 -1 -2 2 0 -2 -2 -2 10 6 -6 10 0

p2p̄2p
2
7 196 f51 1 1 -2 2 0 2 4 4 -4 0 -8 8 2 -2
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6.4.1 Level raising examples

Now we will present some potential examples of level raising congruences for

rational cuspforms of weight 2 over the imaginary quadratic fields Q(
√
−23)

and Q(
√
−31).

Before we proceed to the examples, we consider the nature of these level

raising congruences; these are in the sense of Ribet’s Theorem 1 in [44]. In

particular one would expect that, if K is an imaginary quadratic field and

ρ̄ : GK → GL(2, F̄l)

is a modular mod l Galois representation arising from a regular algebraic

cuspidal automorphic representation of level N, and p is a prime such that

p - l, (p,N) = 1, which satisfies

NK/Q(p)(trρ̄p(φp))
2 ≡ (1 +NK/Q(p))2detρ̄p(φp) mod l, (6.4)

then ρ̄ is modular of level Np. Here φp lies above the inverse of a Frobenius

element. We are looking for evidence for or against the above statement, and

below we present some. It is interesting that over imaginary quadratic fields,

this level raising statement might not hold in general.

Example 6.4.1. Let K = Q(
√
−23) and we consider the cuspform f2 which

is of level N = p̄2p13. If a representation

ρ̄ : GK → GL(2, F̄5)

is modular arising from f2, we see that identity (6.4) holds for p = p̄3; thus

we expect ρ̄ to arise also from a cuspform of level Np̄3. Again this seems to

be true, since f14∗ is of level Np̄3 and is congruent to f2 modulo 5.

Example 6.4.2. Let K = Q(
√
−23) and we consider the cuspform f4 which

is of level N = p2
2p̄

3
2. If a representation

ρ̄ : GK → GL(2, F̄5)
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is modular arising from f4, we see that identity (6.4) holds for p = p3; thus

we expect ρ̄ to arise also from a cuspform of level Np3. Again this seems to

be true, since f19 is of level Np3 and is congruent to f4 modulo 5.

Example 6.4.3. Let K = Q(
√
−23). We see that f1 is a cuspform of level

N = p2p̄3. If a representation

ρ̄ : GK → GL(2, F̄3)

is modular arising from f1, by considering the identity (6.4) for p = p̄13, we

see that it holds mod 3, and we expect that ρ̄ arises from some cuspform of

level Np̄13. This seems to be true as we see that f16 is of level Np̄13 and that

f1 is congruent to f16 mod 3. Note that in this example, we have p̄3 | 3 and

(N, p̄3) 6= 1.

For K = Q(
√
−23) we did not find counter-examples for the level raising

statement. Let us see what happens for K = Q(
√
−31).

Example 6.4.4. Let K = Q(
√
−31). The cuspform f1 is of level p2p5, and

let

ρ̄ : GK → GL(2, F̄3)

be a modular representation arising from f1. The prime p = p7 satisfies

identity (6.4) modulo 3, so we expect that we can raise the level by p7.

Indeed, we see that f11 is of level p2p5p7 and it is congruent to f1 modulo 3.

Example 6.4.5. For K = Q(
√
−31), if

ρ̄ : GK → GL(2, F̄5)

is a Galois representation attached to f21∗ of level p2p
2
7, we see that p̄2 sat-

isfies identity (6.4). Moreover, f21∗ seems to be congruent modulo 5 to the

cuspform f51, which is of level p2p̄2p
2
7. Thus, in this case the level raising

statement might hold.

We now consider some examples which do not support the level raising

statement. This phenomenon does not happen for totally real quadratic

extensions over Q.
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Example 6.4.6. Let K = Q(
√
−31) and take f2 which is of level p2p7.

Suppose that a modular mod 3 Galois representation

ρ̄ : GK → GL(2, F̄3)

arises from f2. The prime p = p5 satisfies identity (6.4) modulo 3, so we

expect that there is a cuspform of level p2p7p5; the only cuspform of this

level that we can find in Lingham’s tables is f11, which is not congruent to

f2 modulo 3.

Example 6.4.7. Let K = Q(
√
−31). The cuspform f3 is of level p2p̄2p5,

and we assume that a Galois representation

ρ̄ : GK → GL(2, F̄3)

arises from f3. The prime p = p7 satisfies identity (6.4), so we expect that

there is a cuspform of level p2p̄2p5p7 which gives rise to ρ̄ as well. The only

cuspform of level p2p̄2p5p7 in Lingham’s tables is f36∗ , but it does not give

rise to ρ̄ since it is not congruent to f3 modulo 3.

Nevertheless, we may try to raise the level by p = p̄7 for which iden-

tity (6.4) still holds modulo 3. A cuspform of level p2p̄2p5p̄7 from Lingham’s

tables is f37 which seems to be congruent to f3.

Example 6.4.8. If in the previous example we consider the other cuspform

of level p2p̄2p5, i.e., f4∗ , we obtain that if we try to raise the level by the

prime p7 (which satisfies identity (6.4) modulo 3), we see in the tables of

Lingham that there is no cuspform of level p2p̄2p5p7 congruent to f4∗ mod 3.

As before, we see that f4∗ is probably congruent modulo 3 to the cuspform

f37 of level p2p̄2p5p̄7; note that p̄7 satisfies identity (6.4).

Example 6.4.9. Let K = Q(
√
−31). Consider a Galois representation

ρ̄ : GK → GL(2, F̄7)

attached to f5 (which is of level p3
2p̄

2
2). The prime p = p5 satisfies the iden-

tity (6.4) modulo 7, so we expect to be able to raise the level by p5. This
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does not seem to happen since f5 is not congruent to f44∗ modulo 7, and this

is the only cuspform in Lingham’s tables of level p3
2p̄

2
2p5.

On the contrary, it seems that f5 is congruent to f44∗ modulo 5; here the

identity (6.4) holds for p5 modulo 5. Note that in this case the prime p5

divides 5.

6.4.2 Level lowering examples

We now try to find possible congruences by considering Theorem 6.1.4. Hav-

ing considered examples which fall in case 1. of Theorem 6.1.4 in the previous

subsection, we now look for examples of case 2.(b). Examples for the case

2.(a) could not be found in Lingham’s tables; for case 3.(a), one has to look

for cuspforms of higher level than the ones in Lingham’s tables.

Example 6.4.10. Let K = Q(
√
−23). We notice that f13 has level p2

2p̄2p
2
3,

and we see that NK/Q(p2) ≡ −1 mod 3. Thus, one would expect that f13 is

possibly supercuspidal at p2 with conductor that degenerates modulo 3, and

that f13 is congruent to a cuspform of level p2p̄2p
2
3. This seems to be true,

as the first eigenvalues of f13 are congruent to the ones of f5 modulo 3. This

possible level lowering is of the form 2.(b) of Theorem 6.1.4.

Example 6.4.11. Consider the quadratic field K = Q(
√
−31), and the

cuspform f10 of level p4
2p̄

2
2. If we want to lower the level at the prime p̄2, we

first notice that

NK/Q(2) ≡ −1 mod 3.

Moreover, we have the cuspform f6 of level p4p̄2, which seems to be congruent

to f10 modulo 3. So that we expect that at the prime p̄2 the associated Galois

representations fall in the case 2.(b) of Theorem 6.1.4. To be more explicit, we

expect f10 to be supercuspidal at the prime p̄2, whose conductor degenerates

modulo 3.

187



Bibliography

[1] M. Asgari, F. Shahidi, Generic transfer from GSp(4) to GL(4), Compos.

Math., 142(3) (2006), 541-550

[2] L. Berger, An introduction to the theory of p-adic representations, Geo-

metric aspects of Dwork theory, Volume I (2004), 255-292

[3] T. Berger, G. Harcos, l-adic representations associated to modular forms

over imaginary quadratic fields, Int. Math. Res. Not. 23 (2007)

[4] D. Bump, Automorphic Forms and Representations, Cambridge Univer-

sity Press (1998)

[5] C. Bushnell, G. Henniart, P. Kutzko, Correspondance de Langlands lo-

cale pour GLn et conducteurs de paires, Ann. Scient. Éc. Norm. Sup.
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A. Fröhlich), Academic Press (1967), 1-41

[17] W. T. Gan, A. Ichino, On endoscopy and the refined Gross-Prasad con-

jecture for (SO5, SO4), J. Inst. Math. Jussieu 10 (2011), no. 2, 235-324

[18] W. T. Gan, S. Takeda, The local Langlands conjecture for GSp(4), Ann.

of Math. (2) 173 (2011), no. 3, 1841-1882

[19] W. T. Gan, S. Takeda, Theta correspondences for GSp(4), Represent.

Theory 15 (2011), 670-718

[20] W. T. Gan, S. Takeda, On the Howe duality conjecture in classical theta

correspondence, preprint

[21] W. T. Gan, S. Takeda, A proof of the Howe duality conjecture, preprint

[22] T. Gee, D. Geraghty, Companion forms of unitary and symplectic

groups, Duke Math. Journal 161 (2012), Number 2, 247-303

189



[23] S. S. Gelbart, Automorphic Forms on Adele Groups, Princeton Univer-

sity Press (1975)

[24] P. Gérardin, P. Kutzko, Facteurs locaux pour GL(2), Annales scien-
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