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Ultrawideband Pulse Correlation and Distance Error Estimation

Rafael Cepeda, Mark A. Beach and Joe P. McGeehan

Abstract

In a given number of wireless systems, and ultrawideband (UWB) in particular, a way to
communicate between transceivers is by correlating received pulses with one or several reference-
pulse templates. The reference template(s) aim to give a good representation of the transmitted
signal. However, even for unscattered signals, resulting from line-of-sight (LOS) transmissions,
radiated pulses may differ as a function of the antennas’ angle of departure/capture or may
“look different” due to limited spatial resolution at the receiver. As these inaccuracies are often
neglected and may have an impact on the robustness of a communication’s link, unscattered
LOS UWB measurements, from 3.5 GHz to 10.5 GHz, are used in this paper to explore: (i)
the effects of correlating received signals with different pulse templates as a result of distance
changes between antennas (shorter than the spatial resolution of the system) and different
angles of antenna radiation/capture; and (ii) the error in distance prediction from a system
relaying on peak detection and limited by its spatial resolution. As a result, pulse correlation
values were found to fluctuate from one and up to a value of 0.4 in some cases. Also, errors
in distance estimation were characterised against different interpolation factors, from which
modelling parameters are presented.

1 Introduction

Pulse correlation is currently used in different systems to determine the presence of a desired signal
or terminal location [1–3]. Signals are detected, but sometimes it is required to have a better
interpretation of them to achieve a clearer, or more accurate, estimation of travelled distance or
their distortion. The accuracy is partially determined by the fidelity of the received pulse and
its correlation with a previously stored template [4]. In the case of a sounding system, accuracy
in wireless propagation channel estimation is bounded by physical and systematic constraints.
Some of these constraints are determined by: precision of equipment (i.e. timing, calibration,
temperature stability, interference); the test signal (range resolution); and the antenna gain and
pattern alignment. Nevertheless, the use of “perfect” signals is widely accepted for characterising
measurements or do simulations.

For instance, the effects of noise on pulse cross-correlation has been investigated for Sonar
applications in [5] assuming perfect alignment of signals. Regarding ultrawideband (UWB) systems,
[6] also considered perfect pulse alignment for the simulation of accurate location systems.

Moving into more realistic scenarios, additional differences in the received signals are produced
when the radiated signals have departed and are received at different elevation and/or azimuthal
angles. This characteristic of the antennas in the transceivers makes the radiated UWB pulses to
exhibit different shapes, which is a problem that happens even for unscattered signals. Consequences
of this problem have been partially investigated for two different UWB antennas, where a pulse
from a fixed transmit angle was correlated with different angular templates [7].

Regarding the propagation of signals and the impact of correlation, researchers in [8] analyse the
interaction of UWB signals and the environment, and present a statistical analysis of UWB channel
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correlation functions. Also, the use of multiple pulse-templates was considered in [9] to deconvolve
the antenna response from channel impulse responses (CIRs), in the time domain, by using the
CLEAN algorithm1, originally introduced by Högbom in 1974 for a single pulse template [10]2.

Since the sampling resolution of UWB channel sounders is limited, the received pulses, which
last for several sampling points, have different shapes as a result of signals being captured and
sampled with different associated delays. Hence, it is very likely that some pulses in a line-of-sight
(LOS) CIR will not be captured in such a way that a sample is taken at the exact location of its
peak value. In consequence, if the distance between transmit and receive antennas, or the time of
arrival of each delayed signal, is calculated from the sampling with strongest power, certain level of
uncertainty is produced. Yet, characterisation of the propagation channel has been done by using
only one pulse template in the time domain to achieve better resolution, i.e. [11].

Pulse distortion is an important issue in UWB measurements since several multipath compo-
nents may be received, and discriminated, after being affected by the frequency-dependent scatter-
ing environment [12]. These signals arrive at the receive antenna after travelling throughout the
propagation channel, which, in turn, produces different delays that are not necessarily aligned in
time with the sampling period of the sounder. Therefore, if only one pulse template is employed
to find these pulses, an inaccurate representation of the propagation channel may result.

So far, changes on pulse templates as a result of limited spatial resolution in measuring equip-
ment have not been considered. In addition, as not an infinite number of pulse templates can be
used for deconvolving the antenna response from measurements, it is important to know if received
pulses, with infinitely many delays, can be derived from the fast Fourier Transform (FFT) interpo-
lation, [13], of any measured pulse template and then used as source for dynamic pulse template
generation. In turn, these pulses could be used to create an adaptive input parameter to the, for
instance, CLEAN algorithm.

The pulse correlation distortion due to sampling limitation and angle of radiation, and the
error in distance estimation are studied in this work. To this end, sets of CIRs were captured
and analysed from two experiments conducted in a modern open-plan office environment and an
anechoic chamber. The environments were enquired by using a time domain channel sounder,
which performs a periodic sub-sampling of the spectrum of interest. Both experiments consist of
unscattered LOS single-input single-output (SISO) measurements.

The first experiment initially aims to characterise the pulse correlation fluctuations in two
circumstances: when the distance between transmit and receive antennas varies in a smaller pro-
portion than the sampling period of the sounding equipment; and when the azimuthal angle of
radiation varies. The second aim of this experiment is to show that interpolated pulses, using the
FFT interpolation method, measured at different distances between transmit and receive antennas
produce very similar pulse templates. This, however, leads to the conclusion that using a single
pulse template to retrieve the energy from a measured CIR may conduct to misleading results.
Based on results from these tests, in the second experiment, an FFT interpolated pulse is used
to calculate the error in distance estimation between transmit and receive antennas, at different
locations, in a bi-dimensional grid of points.

After having defined our ground of work (above), the rest of the paper is organised as follows:
First, the sounding equipment is introduced in Section 2 and the practical experiments described
in Section 3. The analytical method and results are presented next in Section 4 and, finally,
conclusions are given in Section 5.

1The algorithm assumes that the CIRs are the result of a number of point sources. CLEAN iteratively finds the
CIR’s maximum and subtracts a weighted version of this point source convolved with a point spread function (dirty
map) of the observation. This is done until the CIR’s maximum is smaller than a given threshold.

2Initially derived to deconvolve images in radio astronomy.
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2 Sounding Equipment

We use a periodic sub-sampling (PS) time-domain sounder [14] and biconical antennas [15, 16] to
interrogate the ultrawideband (UWB) channel in the 3.5 to 10.5 GHz band.

Fig. 1 shows the configuration of our sounding equipment. A “master controller” laptop com-
puter remotely drives the servo-positioning system (turntable and/or x, y positioners [17]) via
RS232/USB and the PS sounder via TCP/IP. This computer also monitors the sounded envi-
ronment using a USB video link. At a convenient distant location, a “remote controller” laptop
computer provides the interface to operate a spectrum analyser (SA) and the whole sounding pro-
cess by accessing the master controller via TCP/IP. We use this additional computer to centralise
the control of the experiments and to avoid any unwanted movement or human intervention in
the sounded location. The SA (Agilent PSA E4440A) is connected to a biconical antenna through
an Agilent 83006A low-noise amplifier (LNA) to detect interferers and to continuously check the
“health” of the test signal.

Channel sounder

Turntable controller

Transmitter

Turntable

Tx Rx band-pass filters

Remote controller

Spectrum

analyser

LNA

Receiver

Master controller

Video camera

RS232/USB

USB

TCP/IP

TCP/IP

TCP/IP

Calibration equipment

Power amplifier

Figure 1: Diagram of the UWB sounding system layout.

The PS sounder, manufactured by MEDAV and internally depicted in Fig. 2, has two sequen-
tial transmitters and four parallel receivers. Thus, being able to enquire (2 × 4) multiple-input
multiple-output (MIMO) complex wireless propagation channels by using trains of pseudo-noise
(PN) sequences, or m-sequences. Each of the sequences consist of 4,095 pulses, or chips, generated
in baseband by a linear feedback n-stage shift register at a clock rate of fc = 6.947 GHz. The test
signals are later up-converted, using the same clock, to cover the bandwidth from 3.48 to 10.43 GHz.
Based on these parameters, the PS sounder has a delay resolution of 143.9 ps or a spatial resolution
of sr = 4.31 cm.

fc = 6.95 GHz ~0 - 3.5 GHz

~7 ± 3.5 GHz

ADC T&H AGC

AGC Control

Clock

Divider

Shift

Register
Switch

Phase switch

DSP
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Tx:2

Rx:1,1
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data
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Outputs

Parallel

Inputs

Figure 2: Architecture of the (2× 4) periodic sub-sampling UWB MIMO sounder.

Once the test signals have been generated by the PS sounder, they are band-pass filtered to avoid
out-of-band emissions, amplified (Agilent 83020A), transferred to biconical antennas for radiation
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and, after travelling through the propagation environment, received by similar antennas connected
to band-pass filters. In turn, the receiver down-converts captured signals and corrects their gain
by using an automatic gain control (AGC) unit, with 33 dB dynamic range in steps of 3 dB. The
AGC prevents the system from saturation and amplifies weak received signals to a certain degree.
The received signals are then periodically sub-sampled and a phase shifter is used to allow the
sampling of complex channel impulse responses (CIRs) in the time domain. The analogue signals
are subsequently digitalised, using an analogue-to-digital converter (ADC) and, finally, a matched
filter, using the known PN sequence, is implemented and used in a digital signal processing (DSP)
unit.

Depending on configuration, a certain number of CIRs is internally averaged and the result
transferred to a digital storage unit as final-user data. The averaging process mitigates the effects
of noise in the measurements and provides a more relaxed data-transfer rate.

Before sounding and after an equipment’s warming-up period of approximately one hour, the
system response, phase imbalance and crosstalk are characterised using cabled or open-loop connec-
tions. The measured parameters are then used for calibration to only leave the combined response
of the antennas and the environment on the data recordings.

The periodicity of the transmitted m-sequences has both advantages and disadvantages. Firstly,
it allows the sampling of signals at a more relaxed rate without significant degradation. This makes
possible the construction of reduced complexity receivers. Secondly, a range ambiguity or range
folding effect can be induced into the captured CIRs if the channel under test (CUT) has a delay
spread longer than the period of the m-sequence. For our PS sounder, the maximum distance (dm)
a ray can travel before starting to “wrap around” is approximated by dm ≈ 2n−1c/fc = 87 m [18], in
which n = 12 is the shift register generator order and c the speed of light. Importantly, due to the
relaxed-rate sampling configuration of the PS sounder, the CUT should remain static for at least
Tobs = 19.9 ms, which corresponds to a maximum Doppler frequency of fd = 50.2 Hz and given by:
fd = 2ν cos θ fmax/c = 1/Tobs, where θ is the angle of displacement, ν the speed of movement and
fmax the maximum transmitted frequency. Thus, in our case, the maximum ν of any object in the
environment needs to be under 0.72 m/s, parameter that is more than maintained by avoiding any
movement in the sounding area.

3 Description of Experiments

Two SISO LOS experiments are conducted to characterise UWB pulse-correlation distortion and
errors in distance estimation. To this end, the equipment described in the previous section is used
in an indoor office location and in an anechoic chamber.

3.1 Pulse-correlation distortion, experimental method

Limited resolution and intrinsic characteristics of measuring systems, and wireless transceivers
in general, may induce distortion in test or data-carrying signals. To have an insight into this
problem, measurements are conducted in a modern open-plan office in the central area of Bristol,
UK. The sounded environment is populated with standard office scattering objects, but these are
irrelevant for this work. The reason for this is that the measured CIRs are constrained to extract
the unscattered LOS components only. In turn, this data is used to investigate the pulse-correlation
distortion due to the inherent effects from the transmission-reception process.

The experiments thus consist of capturing sets of CIRs at different elevation angles and as a
function of the distance between transmit and receive antennas. Of particular interest, changes in
distance between antennas are chosen so that they are smaller than the spatial resolution of the PS
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sounder (sr). To this end, we define a fractional displacement ∆d = 0.5 cm, in which ∆d < sr/8.
The transmit (tx) and receive (rx) antennas are mounted on fibreglass masts at approximately
ah = 1.3 m from the floor or ceiling and initially distanced apart by dr = 1 m. A total of nine
(L = 9) locations are tested, with the distance for each location l given by: dl = dr + l∆d, where
l = 0, 1, ..., L− 1 and achieved by manually displacing the receive antenna mast over a pre-defined
track. Consequently, {∀ l : l∆d < sr}. In addition, the transmit antenna mast is attached to
the rotary part of an automated turntable, which allows the capture of CIRs at different elevation
angles ϕtx for each l.

Fig. 3 shows a diagram of the experiments, in which the transmit antenna is rotated3 at a fixed
location, while the receive antenna is displaced away from the transmit one. The figure also shows
the coordinate system used with the biconical antennas, so that an azimuthal angle θ, elevation
angle ϕ and distance r define a parametric point of spatial radiation P . Note that, for these
experiments, the Cartesian plane (x, z) represents the horizontal plane.

Biconical antennas are known for having very similar radiation characteristics as a function of
θ [19]. This was confirmed for our antennas by measuring three-dimensional radiation patterns
in an anechoic chamber. Therefore, we concentrate on measuring K = 180 angular positions ϕtx

relative to a fixed ϕrx, so that ϕrx = 0◦ and ϕtx = −90◦,−89◦, ..., 89◦. For each measured point,
denoted by hl,k, a CIR is obtained as a result of averaging 512 measured CIRs, recorded in less
than two seconds. This is possible because the environment was stable, as confirmed by previous
equipment/environment stability and repeatability tests. As a result, we have a final set of 1,620
(L×K) CIRs, resulting from a captured set of 829,440 CIRs.

dr = 1.00 m 

TxRx

 d

 tx

z

x
y

 

!

r
P

Figure 3: Top view of the pulse-correlation distortion experiments and the coordinate system used with
the biconical antennas.

3.2 Distance estimation error, experimental method

Now, the turntable is replaced by an (x, y) positioner, the SA is not used and measurements are
taken in an anechoic chamber. Referring to the Cartesian coordinates for biconical antennas in
Fig. 3, these experiments aim to determine the difference between the peak-estimated distance and
the interpolated-estimated distance as a function of interpolation factor. This is, effectively, an
approximation of the measured distance with different levels of accuracy.

The transmit and receive antennas are located inside an anechoic chamber, at approximately
ah = 1.3 m above the floor, and with equal polarization (ϕ = 0◦). According to the antenna
coordinates in Fig. 3, a change in the (x, y) plane position represents a horizontal displacement.

In the chamber, the transmit antenna is kept at a fixed location in the far-field region of the
receive antenna, whose mast is attached to the movable part of an (x, y) servo positioner. Hence,
the antennas have a minimum radial separation distance of around 5.8 m. The receive antenna is

3The antennas are physically mounted in such a way that they have the same polarization at ϕ = 0◦ and rotation
in the horizontal plane represents changes in the antennas’ elevation angle.
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automatically displaced in steps of 2 cm forming a horizontal grid of 30×30 cm. Accordingly, a set
of 256 (16× 16) CIR measurements h is taken by varying the (x, y) position of the receive antenna
relative to the transmit one. Note that for these experiments multipath components are greatly
attenuated and external noise is significantly reduced. Nevertheless, each of the CIRs in h is the
result of averaging 256 captured CIRs.

A detailed description of a similar set-up is presented in [16], where the same approach was used
to model the spatial and frequency dependent path loss of UWB signals when interacting with a
small cylindrical scatterer.

4 Analytical Method and Results

An ideal pulse, represented by the Dirac delta function, would have infinite amplitude in time
and infinite bandwidth in frequency [20]. In practice, pulse generation is subject to equipment
accuracy, limited bandwidth and signal dispersion, between others [21]. Therefore, a pulse that
is supposed to last for only one delay-sampling point is dispersed along several delay-sampling
instances. This is a necessary evil since, otherwise, the detection of a perfect pulse would require a
receiver with infinite accuracy or perfect synchronisation. In addition, as perfect synchronisation
or UWB antennas with equal gain as a function of radiation angle are not physically feasible,
some signal distortion is induced into the received signals, which may degrade the performance of
communication systems even if there is no scattering interaction with the propagation environment.

Regarding the measured data, the CIRs from both experiments are the result of an up-converted
baseband signal, whose system response has been removed by division after converting hl,k into
the frequency domain (Hl,k) by using FFT [12]. This process creates a removable discontinu-
ity [22] due to the signal’s dc component being allocated at fc and then dividing it by a rel-
atively small number. As the left- and right-hand limits of the signal component at fc exist,
are convergent4 and fc is always located at the same frequency-sampling point, its index, fci,
is taken and the frequency components on its sides are averaged to replace the value it points:
Hl,k(fci) = [Hl,k(fci+ 1) +Hl,k(fci− 1)] /2. Having performed this correction, the CIRs are trans-
formed back into the time domain and we can proceed to describe the methods to extract the un-
scattered LOS components from measurements, the post-processing of data and discuss the results
for each experiment.

The data post-processing starts in a similar way for both experiments. We define an initial
delay threshold index it1, which is based on the “time of flight” from transmit to receive antennas.
A second threshold index it2 = it1 + iδ is then defined to remove unwanted components from the
received signal.

4.1 Pulse-correlation distortion due to angular and distance variations

To analyse the correlation distortion of unscattered LOS signals from the first experiment (Section
3.1), iδ is estimated based on the delay that the first multipath component would have. Therefore,
as we know that the antennas are at least ah = 1.3 m from the floor and/or the ceiling, it can
be easily shown that the minimum distance for the first multipath to travel between antennas
is given by the dr/2 point in the floor or ceiling, and that the distance this ray should travel is

dm ≥
√

d2r + 4 a2h or more than 2.78 m. Since dr−dm gives the additional distance to travel for this

ray, we know that δ = c/(dr − dm). Considering the delay period of the sounder, the unscattered

4Considering Hl,k, we have that: lim
f→f

−

c

Hl,k ≈ lim
f→f

+
c

Hl,k.
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LOS components are thus the signals from the sample corresponding to it1 and up to iδ = 41
samples.

We now create a group of unscattered LOS pulses in which each pulse is given by hl,k(it), and
where it = it1, it1 + 1, ..., it2. A replica of the original set is subsequently generated to create two
groups: T or pulse templates stored at the receiver and R or received pulses. Having these sets,
and after defining the CIRs’ indices {α, γ ∈ l} and {β, ǫ ∈ k}, the complex correlation (⋆) between
the different pulses Tα,β and Rγ,ǫ is estimated based on their covariance,

Cov(Tα,β , Rγ,ǫ) = E{Tα,β Rγ,ǫ} − E{Tα,β} · E{Rγ,ǫ},

so that:

Tα,β ⋆ Rγ,ǫ =
Cov

(

T̄α,β , Rγ,ǫ

)

√

Cov
(

T̄α,β , T̄α,β

)

Cov (Rγ,ǫ, Rγ,ǫ)
, (1)

where E{·} is the expected value and (̄·) the complex conjugate.

The analysis thus starts by estimating the complex correlation of pulses as a function of distance
l and angle ϕtx. Then, we average the angular results to obtain a single value per distance l. Note
that the averaging of angular results per location l is possible since the results are very similar.

Fig. 4 shows the orthographic projection of the correlation results as a function of distance shift.
The initial distance between transmit and receive antennas is 1 m and it is represented by a 0 cm
displacement in the plot. Analysis of results indicates that a correlation value of one may only
be expected when correlating pulses with the same template. Otherwise, the correlation decreases
gradually until reaching a correlation value of 0.4. It can also be noted that correlating against the
next pulse does not always guarantee high correlation. This is clear when looking at the correlation
values of the pulse measured at the initial position (0 cm) with the other pulses. In this case, the
correlation increases as it is calculated with the pulses near to the next sampling point (4 cm).
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Figure 4: Correlation of received pulses as a function of distance and averaged over the angular elevation
measurements. The initial distance between antennas is 1 m and, from this point, measurements are
taken at 0.5 cm steps up to 4 cm. Correlation values vary between 0.4 and 1.

The correlation of received pulses as a function of radiation and/or capture angle is inherent to
the characteristics of the antennas used. In this case, biconical antennas have very similar response
as a function of azimuthal angle, but fluctuate as a function of elevation angle ϕ. Therefore, for
our characterisation, it is sufficient to only measure the antenna response as a function of elevation
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angle for one of its sides, or from 90◦ to −89◦, in which 0◦ corresponds to the transmit and receive
antennas facing each other with the same elevation angle. Complex correlation is now calculated
as a function of elevation angle for each of the l∆d points. The results from the L locations are
then averaged to obtain a single set of values as a function of elevation angle ϕtx.

Fig. 5 shows the orthographic projection of the correlation results as a function of elevation
angle. Results in the figure are constrained from 80◦ to −80◦ as the unscattered LOS signals after
these angles have less than 20 dB amplitude compared to the one at ϕtx = 0◦. Results from the
correlation calculations show that only pulses radiated from the same angle have a correlation
value of one and differences of approximately ±5◦ still offer high correlation. It is also noted that
corresponding negative and positive elevation angles have strong correlation and that the minimum
expected correlation is 0.5.
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Figure 5: Correlation of received pulses as a function of elevation angle between transmit and receive
antennas and averaged over the different transmit and receive 0.5 cm antenna separations. Correlation
values vary between 0.5 and 1.

Now only the pulses radiated and captured at zero degrees elevation are analysed for the different
measured points in distance. These pulses are then normalised to the pulse with the strongest peak
power, FFT interpolated [13], and realigned to have their peak value at the same sampling point.
As a sanity check, the complex FFT interpolation technique was compared against the spline
interpolation of the real and imaginary components of the complex pulses, [23]. Results from this
analysis indicate that the two techniques produce very similar interpolation results for the input
signals. Therefore, only the FFT interpolation technique is used for interpolating the measured
pulses.

Fig. 6 shows the unscattered LOS pulse templates obtained at different linear locations and
zero degree elevation angle. Note that correcting the real distance for each pulse is not possible
due to sampling limitations, but have been normalised to the power of the strongest signal from
the measurements. Normalising the captured pulses to their respective peak power would induce
a wrong comparison because the true peak power of each pulse is unknown as a consequence of
sampling limitations. In Fig. 7 the same pulse templates are FFT interpolated, realigned in time,
normalised to the set maximum power and shifted in time so the peaks happen at the same sampling
instant. The time shifting of the interpolated pulse templates is possibles as the time resolution
has been increased and a more accurate peak power has been estimated.

The measured set of pulses, at zero degree elevation, was intentionally chosen for analysis to
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have an insight into why the response of the biconical antennas we use, at this particular elevation
angle, presents decreased energy at around 7 GHz [24]. After interpolation, it is clear that the pulses
measured at this elevation angle present a strong secondary reflection, which causes a destructive
effect around the 7 GHz frequency region.
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Figure 6: Measured unscattered pulses at different l distances.
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Figure 7: FFT-interpolated unscattered pulses at different l distances.

The oscillatory behaviour of the FFT-interpolated pulses, in Fig. 7, is due in part to the use
of a rectangular window in the interpolation process. This effect is also due to the oscillatory
behaviour of the real and imaginary components of the original pulses. These fluctuation greatly
disappear when the pulses are sampled at the rate of the original measurements as the sampled
points correspond to equally spaced points on a constant oscillation process. This effect can be
appreciated from the noise floor of the measured pulses in Fig. 6.

The complex correlation is now estimated for the two sets of pulse templates. The results from
the calculations are presented in orthographic projections for the measured pulses (Fig. 8) and the
FFT-interpolated pulses (Fig. 9) as a function of distance shift and starting from a 1 m reference
point or 0 cm distance in the plot.
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Figure 8: Correlation of measured pulses. Correlation values vary between 0.65 and 1.
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Figure 9: Correlation of FFT interpolated pulses. Correlation values vary between 0.96 and 1.

Analysis of results from the measured pulses indicates that the correlation values fluctuate
from 0.65 to 1. The range in correlation is certainly better than when more angular variations are
included (0.4 to 1 in Fig. 4). In the case of the FFT-interpolated pulses, the correlation ranges
between 0.96 and 1. This proves that the FFT interpolation of different pulse templates from the
same combination of radiation and capture angles, from transmit and receive antennas, produce
highly correlated templates. This result can be used to increase the accuracy of the deconvolu-
tion process by using an FFT-interpolated pulse template to generate several pulse templates and
maximise the correlation between a received measured pulse and a known pulse template.

Considering the complexity of adding several pulse templates to extract information from mea-
sured CIRs, the correlation response of the antennas as a function of angle is constrained to remove
negative elevation angles. In this particular case, the reduction on the number of pulse templates
used for deconvolution is possible as the radiation characteristics of the antennas are known.

4.2 Error in distance estimation due to sampling resolution

From the experiments in Section 3.2, the estimation of distance between two antennas may be
referred to the distance travelled by a pulse from the transmit to the receive antenna. However,
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due to practical limitations, the receiver cannot detect the signal with infinite accuracy and only
samples of it are recorded. The problem with this limitation is that a pulse may last for more
than one sampling instant and its true peak may lie between samples. The lack of more sampling
resolution makes the receiver to get the time of flight of the strongest received signal and estimate
the distance between transmit and receive antennas based on it.

For this test and considering the results in the previous section, the 256 recorded CIRs are FFT
interpolated with different interpolation factors If , which range from: no-interpolation (If = 1) to
the CIR being ten times its original size (If = 10). The distance error, De, is calculated per CIR by
measuring the time of arrival of the peak power, extracted from the power-delay profile (PDP) of
the interpolated CIR, and calculating the distance shift (ds) relative to the nearest sampling point
dr. distance errors from If = 1, 2, ..., 9 are measured against If = 10:

De(If ) = dr

∣

∣

∣

∣

ds(If = 10)

10
−

ds(If )

If

∣

∣

∣

∣

, (2)

in which | · | is the absolute value. Note that ds from the highest interpolation order (If = 10) is
used as reference to compare ds estimates from other If values.

The De results are then statistically analysed to find their normal distribution parameters or
mean D̄e and variance σ2. These values, along with the maximum (max.) and minimum (min.)
errors, are summarised in Table 1. These values can be used to have an idea of the expected
distance error estimation when interpolation or received pulses is available.

Table 1: Normal Fitting Parameters for Distance Estimation Error in cm∗.

If D̄e σ2 max. min.

1 3.99 1.37 6.46 2.15
2 1.91 0.60 3.02 0.86
3 1.04 0.21 1.87 0.14
4 0.63 0.07 1.29 0.0
5 0.41 0.07 0.86 0.0
6 0.33 0.03 0.86 0.0
7 0.25 0.03 0.62 0.0
8 0.21 0.02 0.54 0.0
9 0.16 0.01 0.48 0.0

* Approximated to nearest fraction.

Using the fitting values from Table 1 and the evaluation of 2, Fig. 10 shows the De cumulative
density function (CDF) for different If and their normal fittings. Note that the rightmost curve,
If = 1, is the non-interpolated case. From the plot, because the received pulses span over three
samples (Ps = 3), the maximum De is ±dr Ps/2. This can be appreciated from the results in the
figure when no interpolation is used (If = 1).

5 Conclusions

Ultrawideband (UWB) measurements were used to prove the effects of correlating captured pulses
at the receiver with pulse templates that may differ from received unscattered signals. We thus
found that: (i) Correlation values varied from full correlation to 40% if the pulses differed as a result
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Figure 10: CDF and normal distribution fitting of distance error.

of distance changes, between transmit and receive antennas, smaller than the spatial resolution of
the transceivers. (ii) When the distance was maintained and the angle of departure/arrival changed
between antennas, correlation values changed from full correlation to 50%. (iii) While the radiation
patterns of transmit and received antennas remained aligned and sub-spatial-resolution movements
were induced, pulse correlation changed from full to 65%. However, if interpolation of these pulses,
using the fast Fourirer transform (FFT), is done to derive templates, then the minimum correlation
value increases to 96%.

Hence, if correlation of pulses is required for extracting the energy from channel impulse re-
sponses (CIRs), multiple templates need to be used and considered as a function of angle of radi-
ation/capture and distance displacement in fractions of the transceivers’ spatial resolution. Oth-
erwise misleading results are expected. This observation can also help to improve the location
awareness of ultrawideband (UWB) systems as, if multiple pulses can be discerned, direction of
departure/arrival can be used to increase distance estimation values.

Having proved the advantages of using the FFT interpolation method in this case, error in
distance estimation was measured for different interpolating values. As a result, the error estimation
was shown to follow a normal distribution and fitting curves were presented with their corresponding
parameters.

It is left as a subject of future research the deployment of iterative algorithms, such as CLEAN,
with adaptive pulse templates as result of the findings presented in this paper.
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