
                          Wijayasuriya, S. S. H., Norton, G. H., & McGeehan, J. P. (1992). A near-far
resistant sliding window decorrelating algorithm for multi-user detectors in
DS-CDMA systems. In Global Telecommunications Conference, 1992
(GLOBECOM 1992), Orlando, FL. (Vol. 3, pp. 1331 - 1338). Institute of
Electrical and Electronics Engineers (IEEE).
10.1109/GLOCOM.1992.276608

Link to published version (if available):
10.1109/GLOCOM.1992.276608

Link to publication record in Explore Bristol Research
PDF-document

University of Bristol - Explore Bristol Research
General rights

This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html

Take down policy

Explore Bristol Research is a digital archive and the intention is that deposited content should not be
removed. However, if you believe that this version of the work breaches copyright law please contact
open-access@bristol.ac.uk and include the following information in your message:

• Your contact details
• Bibliographic details for the item, including a URL
• An outline of the nature of the complaint

On receipt of your message the Open Access Team will immediately investigate your claim, make an
initial judgement of the validity of the claim and, where appropriate, withdraw the item in question
from public view.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Explore Bristol Research

https://core.ac.uk/display/29025535?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://dx.doi.org/10.1109/GLOCOM.1992.276608
http://research-information.bristol.ac.uk/en/publications/a-nearfar-resistant-sliding-window-decorrelating-algorithm-for-multiuser-detectors-in-dscdma-systems(c1908cdf-57f5-4bbb-bcf9-6dc143e29f29).html
http://research-information.bristol.ac.uk/en/publications/a-nearfar-resistant-sliding-window-decorrelating-algorithm-for-multiuser-detectors-in-dscdma-systems(c1908cdf-57f5-4bbb-bcf9-6dc143e29f29).html


A Near-Far Resistant Sliding Window Decorrelating 
Algorithm for Multi-User Detectors in DS-CDMA 

Systems 

Abstract 

S.S.H Wijayasuriya, G.H Norton and J.P McGeehan 
University of Bristol 

Centre for Communications Research 
Queens Building, University Walk 

Bristol BS8 lTR, United Kingdom 
Tel : +44 272 303727, Fax : +44 272 255265 

The limitations and inherent shortcomings of con- 
ventional multi-user detectors ill DS-CDMA networks 
have been recognised [l, 2, 31. Tlie conventional detec- 
tor has been acknowledged to  be particularly suscep- 
tible to  multi-user interference and hence the near-far 
problem. We detail the development of a near-far re- 
sistant decorrelating algorithm for application in prac- 
tical networks. We pay consideration to  a mobile radio 
environment where received user energies can be dis- 
similar and time varying (A near-far environment). In 
particular the algorithm is targeted at multiple-access 
(MA) limited, operating conditions which are often 
found in systems with a large number of users. 

The performance of the algorithm is simulated in 
AWGN, fading, and mobile radio channels. 

1 Introduction 

The conventional multi-user detector (Figure 1) recov- 
ers the information from a DS-CDMA spread spectrum 
signal by correlating the incoming signal with synchro- 
nised replica codes, followed by a thresholding opera- 
tion on the result of the correlation. This strategy gives 
satisfactory performance provided : 

1. The assigned signature waveforms have low cross- 
correlations for all possible relative delays between 
the transmissions of the asynchronous users. 

2. The power of the received signals are similar. 

The second condition relates directly to  the near-far 
problem which is acknowledged as the principle short- 

I i . I  

Figure 1: Conventional Multi-User Receiver 

coming of DS-CDMA radio networks. It has been ex- 
perienced that even with quasi-orthogonal codes, large 
differences in received energies result in unacceptable 
performance. This is due to  the matched filter outputs 
possessing a spurious component linear in the ampli- 
tude of each of the interfering users. It must be noted 
that in asynchronous systems quasi-orthogonal cross- 
correlation conditions can seldom be guaranteed. 

Many researchers [l, 2, 4, 51 consider the near-far 
problem to be an inherent shortcoming of the conven- 
tional receiver and not of the DS-CDMA concept itself. 
Two solution concepts have emerged in the literature. 
One is based one the optimum multi-user detector [l] 
and approximations to  it [4], and use 
lution approach. The optimum mult 
computational complexity exponential in the number 
of users. It also demands knowledge of the user re- 
ceived energies. These factors preclude its application 
in practical systems. 

The second approach is based on the class of linear 
detectors defined by Lupas and Verdu [2]. They use a 
linear systems approach and show that the decorrelai- 
ing detector is the optimum linear detector which elini- 
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inates multi-user interference. For reasons discussed 
below, the resulting detectors though optimal do not 
lend themselves to  practical implementation. 

We therefore aim to develop a near-far resistant 
decorrelating algorithm which 

1. 

2. 

3. 

2 

We 

Can be implemented in a practical radio network 

Requires knowledge of the P N  codes only 

Does not require knowledge of the received ener- 
gies 

Figure 2: Discrete Time Model 

Multi-user DS-CDMA Model 

recall the multi-user communication model de- 
scribed in references [l, 2, 61, which is the basis for 
the class of linear detectors. 

2.1 Terminology 

b k ( i )  = i t h  bit of the kth user 
wk(i)  = Transmit energy of b k ( i )  
s k ( t )  = Signature waveform of k th  user 

Tk = Delay of k th  user (relative to  some datum) 
yk(i)  = Matched filter output corresponding to  b k ( i )  

K = Number of users in system 

n(t)  = AWGN with noise power g2 

We number the users according to  their delays so that 

0 5 T i  5 7 2  ..... 5 TK < T (1) 

Also define 

s k ( t )  
0 otherwise 

if 0 5 t 5 T s q t )  = 

2.2 Discrete Time Model 

The DS modulated signal for a transmission of length 
N ,  received at the base station (after down conversion 
and de-modulation) can be written as 

N K  

i=l k=l 

The matched filter output y k ( i )  is then : 

Yk(i) = T ( t ) S . k ( t  - ZT - ~ ) d t  (4) 

Expanding we have : 

Y k ( l )  = s1 + sz + s3 ( 5 )  

where 

s, = 4 J-mm b k  ( 2 ) k ( t - E T  - T k  ) ~ l i  t - [T - .rk ) dt 

s * =  ,= = ~ s_", bJ ( (t-zT-rJ k ( - l T  - T k  " 

SB = J-mm TL( t )  S k  (1 - lT - T k  ) dt 

Let R(Z) be the K * K normalised signal cross- 
correlation matrices such that 

M 

Rk, j ( l )  = 1, s k ( t  - T k ) i 3 ( t  - 1T - rj)dt  (6) 

It follows that 

R(Z) = O for 11 I> 1 (7) 

R ( 4 )  = RT(Z) ( 8 )  
We use a vector notation for the matched fil- 
ter outputs, transmit data and noise (eg y(Z) = 
[yl(Z), yz(Z), ...., yk(Z)]) ,  and also define a transmit en- 
ergy matrix. 

S1 of ( 5 )  is the term we seek for the k t h  user. S2 is the 
MA interference and Ss the thermal noise. Substitut- 
ing from (6,7) in (5)  

- ~(l~~R~-1~W~l+l)~(l+l~+R(O)W(l)~(~)+R(1)W(~-1~~(l-l~+~(~~ 

(10) 
where %(Z) is the matched filter output noise vector a t  

time instant t = IT with auto-correlation matrix given 
by : 

This leads us to the discrete time model of Figure 2. 
The model represents the entire reverse (multiple mo- 
biles to base) link up to and including the the matched 
filtering process. It must he noted that a single element 
of ~ ( 1 )  consists of the following components: 

E [n(i)n'(i)] = r2R(Z - j )  (11) 
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Figure 3: Multi-User Interference 

1. The required signal m b k  (1). 

2. Interference from Z+lth,Zth and Z-lth bits of other 
users. 

3. correlated additive noise. 

The formulation of these interfering components is 
demonstrated by Figure 3. The partial correlation ma- 
trices can be computed from information available at  
the base station as follows. 

. 7i 

R(-1) = R(1)T (12) 

where N ,  is the number of chips per bit. 

3 Near-Far Resistance and MA 
limited Conditions 

We target our decorrelating algorithm at MA limited 
channels where the dominant source of interference 
is the presence of multiple users rather than thermal 
noise. 

In order to investigate the receiver performance 
from the near-far problem point of view, we use near- 
far resistance as an added performance criterion as de- 
fined in [2]. We start with the definition of eficiency, 
r]. 

(13) 
Effective SNR ' = Actual SNR 

where the Effective SNR is the SNR Required to  Sup- 
port the Same Bit Error Probability in the Absence of 
Other Users. 

The eficiency characterises the performance loss 
due to other users in the system. This leads to  yet 
another performance measure termed the asymptotic 
efficiency, qo. 

urn efficiency = noase+o (14) 

It can thus be seen that r ] ~  characterises the perfor- 
mance loss in MA limited conditions, and qo = 0 sug- 
gests that there is an irreducible probability of error 
and the receiver is not Near-Far Resistant. 

4 Linear Detectors 

We consider two classes of linear detectors. 

4.1 Finite Length Data Sequence 

The finite sequence length formulation implies that  no 
data is transmitted for one bit period by any user in the 
system, prior to  or following the data  block. In the case 
of a mobile radio network this would demand a high 
degree of coorporation between users, which in turn 
would place unacceptable demands on the networking 
protocols. 

We rewrite (IO) in full as : 

where 

w = diag [ w ( I J , w ( ~ ) , w ( ~ )  ,...,w(N)J 

- y = awb+% (16) 
It is clear that 8 is N K  * NK, the inversion of which 
is not feasible for practical sequence length values. 

However 3 is block tri-diagonal, and this property 
can be exploited. 

4.2 Infinite Length Data Sequence 

Lupas and Verdu [2] propose a LTI filter implementa- 
tion of the decorrelation process. The filter has transfer 
function 

1 
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Where 

s(2) = RT(1)2+ R(0) + R(1)2-' (18) 

Since each element of S(2) will be a polynomial of 
the form az-l+b+cz, the solution involves inverting a 
K * K matrix, the elements of which are second order 
polynomials in 2 .  In addition to  the computational 
complexity involved, this suggests that  the system is 
inflexible to  changes in the timing configuration and to  
the addition/removal of users. 

In the next section we propose a novel sliding win- 
dow decorrelator. Our algorithm is based on adapt- 
ing finite sequence length theory to  the infinite length 
data sequence. We therefore combine the virtues of 
low computational complexity, the structure of 3, and 
minimal corporation between users of an asynchronous 
system. 

5 Sliding Window Decorrelator 

From now on we assume an infinite length data se- 
quence. This places no demands on the coperation 
between users in the system. Our strategy is to  parti- 
tion the infinite sequence into blocks of size N .  Here 
hJ is such that  the solution of the linear system is fea- 
sible within a time period of the order of one data bit 
period. We first define a valid linear system which can 
be solved within a finite data window (rather than the 
entire data sequence). 

We rewrite (15) using a variable M ,  which repre- 
sents the offset from the start of the sequence, of the 
begining of the current window. 

and 

Since both the energies and the bit values are un- 
known at the receiver, we seek both these values. The 

t=T(I+I) I --.- 
Solve Linear System 

t= TI t 
Figure 4: Schematic Representation of Sliding Window 
Decorrelat or 

linear system (19) in invalid as it stands, since accord- 
ing to the discrete time model (lo), y(M+l) and b ( M )  
are related. Similarly for y(M+&) and b(M+ fit- 1). 

Define a continuous valued transmit data vector as 

- 

- 

follows. 

It is clear that the requried correction terms 
are R ( l ) W ( M )  in the case of - y(M + I), and 
R(-l)=(M + fi + 1) in the case of - y(M + fi). 

Now define a modified input vector X by 

e ( M  + 1) = - g ( M  + 1) - R ( l ) W ( M )  

- x ( M  + fi) 
- X ( M  + i )  

= - y(M + fi) - R ( - l ) U ( M  + fi + 1) 

- y ( ~  + i )  for 1 < i < fi = (20) 

We 

1. 

2. 

5.1 

have reduced our problem to 

Obtaining reasonable estimates of the terms 
m ( M )  and =(M + N + 1) 

Solving the linear system X = 3Wb + E,  3 block 
tri-diagonal. 

Estimation of Explored Data 

Provided the receiver is initialised in a suitable manner, 
it would have already solved the decorrelation problem 
for =( M ) .  As shown in Figure 4 an estimate is avail- 
able to  the best accuracy of the method. 

Clearly our estimate holds with equality when the 
noise power spectral density (NPSD) is zero. Hence 
we conform t,o the near-far resistant condit,ion when 
making this estimate. Referring to  Figure 4 it is clear 
that by allowing the window to slide by two vectors a t  
each iteration (for reasons discussed below), we obtain 
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N/2 estimates for each vector U ( i ) .  We propose an 
averaging process over the estimates obtained. It is 
likely that the effects of the random thermal noise will 
be reduced as a result of the averaging process. 

5.2 Prediction of Unexplored Data 

The only iqformation available to  aid the estimation of 
- W B ( M + N + l )  is the corresponding vector of matched 
filter outputs. Since we assume that MA interference is 
the dominant source of interference, anGnderpi?s our 
investigatio?, we cannot approximate m ( M +  N +  1) 

We use the notation &(.) and b(.), as it is neces- 
sary to make independent estimates for these vectors. 

by g(M + N + 1). 

5.3 Prediction of User Energies 

14 is necessary to  predict the energy vector W(M + 
N+1)  based on previous data. Linear predictive meth- 
ods have been used [7] for the prediction of fading en- 
velopes. An alternative is to  use polynomial extrapola- 
tion. However it was found that  the added complexity 
of these extrapolation methods was not justified by the 
marginal gain in performance. We prefer to use : 

- W ( M + N +  1) = & ( M + f i  - 1) (21) 

as it is simple to  implement and sufficiently accurate 
under most conditions (other than in deep and sudden 
fades). 

5.4 Prediction of Future Data Bit 
Values 

Here we focus on the prediction/estimation of b(M + 
N + 1). We propose a solution which identifies a novel 
use for the predictive properties of a non-catastrophic 
convolutional code. We first consider the following sim- 
plistic approach. 

5.4.1 Conventional Receiver Approximation 

Since the conventional receiver is not near-far resis- 
tant, this approximation brings in an element of near- 
far dependence. The suitability of including the con- 
ventional detector as a decision step in the algorithm 
(especially in MA limited conditions) is brought into 
question. We write the approximation specifically as : 

Figure 5: (a) Convolutional Encoder (b) State Dia- 
gram for (2,1,3) Code 

5.4.2 Prediction Using Added Data 
Redundancy 

If redundancy is added to the data  stream using a 
convolutional code, it is possible to  make a predic- 
tion based on prior data with a greater degree of cer- 
tanity. Error correcting codes are a common feature 
in communication systems and the added redundancy 
will serve the dual purpose of aiding the prediction 
as well as providing error correcting capability at the 
next stage of the receiver. A state diagram is shown 
in Figure 5(b) for a (2,1,3) code. We have observed 
from state diagrams of codes of constraint length upto 
7 that the following holds : 

FOT a code of constraint length m + 1 and code rate 
R = i, observing m consecutive pairs of outputs (2m 
bits), uniquely defines a path connecting m + 1 states, 
and hence uniquely defines the current (m + l)st state 
on this path. If the next bit of output is also known, 
this path uniquely determines the second output bit. 

This means however that the prediction can be per- 
formed only during every other bit period, or alterna- 
tively the sliding window should be advanced by two 
bit vectors at each iteration. 

We return to the sliding window system. The two 
most recent vectors in the window have not been esti- 
mated. Hence if b(M + r\i + 1) is to  be predicted, and 
we relate it to y2(i) in Figure 5(a), y l ( i )  should be sit- 
uated in y(M + N - 2) or a previous vector. This calls 
for some-orm of interleaving of the data. Since we are 
considering a continuous stream of data, we propose 
the use of a convolutional interleaver. Adjacent bits in 
the original data stream will be separated by two bits 
in the transmit data. 

It is necessary to  recognise that all y t ( i )  appear 
in the same matched filter output vector and all yk(i) 
appear in the adjacent vector. This will burden the 
system with little additional networking overhead, as 
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1 Datawindow 1 
ShlttBy2 1 ...... 

Figure 6: Contents of a Decorrelating Window 

obtaining convolutional code synchronisation in this 
context would only involve applying an unit bit period 
delay if necessary. Note that this prediction does not 
rely on a decision made by the conventional detector, 
and in this respect is independent of the relative ener- 
gies of the users. Fig 6 shows schematically the con- 
tents of a window at a particular instant in time . In 
order to  simplify the notation we denote yl(1)  : y~ (1) 
as A(l )  : A(2), and y1(2) : yZ(2) as B(1) : B(2), and 
so on. For this example we use a window length of 6. 

The prediction clearly involves two steps : 

1. Predict F (2 )  using F ( l ) , E ( l ) , E ( 2 ) , D ( l ) , D ( 2 )  

2. Predict the required G(2) from 
G(l),F(l).F(2).E(l),E(2) 

Finally to  solve the linear system 

X = R W b + n  (23) 

we exploit the block tridiagonal structure of R and 
use LU decomposition to  reduce the solution to  the 
evaluation of the following recurrences. 

- W B ( M + N )  = w,, 
- W B ( M + k )  = W k - Z k w ( M + k + l )  

(24) 
, ,  

k=N - l , N  -2 ,.._., 1 

I t  should be noted that  the matrix inversions need 
only be performed once unless there is a change in the 
timing configuration. Figure 7 shows a schemat,ic rep- 
resentation of the proposed algorithm. 

6 Simulation Results 

A Multi-User DS-CDMA simulation model has been 
written. The model uses Gold codes and allows for 
a capacity comparison between our decorrelating re- 
ceiver (DR) and the conventional linear correlation 
receiver (CR) in AWGN, fading, and time-dispersive 
channels. The mobile radio channel simulation is based 
on a tapped delay line model [8]. At this stage of our 
work we emphasize the near-far resistance (as defined 
earlier) of our receiver algorithm. We also extend our 
investigation on a preliminary basis to  fast fading and 
mobile radio environments. A thorough investigation 
on the dependence of the receiver performance on pa- 
rameters such as vehicle speeds, energy distribution 
between multi-paths, and spreading factor is the sub- 
ject of on-going work. The preliminary results however 
indicate the capacity improvements offered by our al- 
gorithm in these channels. 

BER 

1 E-01 

3E-02 I I I I 
I I I I 

1 E-02 

3E-03 

10 15 20 
No of Users 

CR NPSD - 0 
INTUSR 2 dB INTUSR +LO dB lNTY5R +?p dB INT USR 4 dB 

CR -17.5 dB CR -17.5 dB DR-17.5dB DR-175dB 
INT USR +lo  dB INT USR +30dB INT USR +O dB INT USR +30 dB .*- -+. - - 

CA NPSD - 0 CR NPSD - 0 CR -17 5 dB .. * .. 'I' 

Figure 8: Performance in AWGN with Strong Interfer- 
ing User) 

Figure 8 establishes the near-far resistance of the 
DR in AWGN. The DR has no irreducible error rate 
irrespective of the number or relative energies of, the 
interfering (INT) users. We can hence conclude that 
the algorithm is near-far resistant by definition. 

For the purposes of this preliminary evaluation in 
a simulated urban mobile radio channel, we assume a 
simple open loop power control strategy which com- 
pensates for the slow varying mean power variations. 
No compensation for fast fading is assumed. It has 
been shown [9] that DS-CDMA is rendered unusable a5 
a multiple access technique due to  fast fading if the CR 
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I Estimate I _ . _ _  .__ . .  i I 

I I I store 
previous Previous Estlmates 
Estimates Estimate 

- - Final 

store 
Decision - Predict A I - 

b(M+N+l) 

Figure 7: Sliding Window Decorrelating Algorithm 
BER t ............... j .__._...__..... 1 ............... 2 ___............ 4 ............... 4 ...._.._.,..... 4 ............... ............... 4 

is used. Our simulation uses differential detection to  
avoid the difficulties associated with multi-user phase 
tracking. 

BER 
3E-01 

1E-01 

3E-02 

1 E-02 

3E-03 

1 E-03 

0 5 10 15 20 25 

CR SNR .2 6 d0 DRSNl.2 6 d0 CR NPSD- 040 kmb CR NPSD. 040 k m h  
- b '  d- .-. .- 

Figure 9: Multiple Users in Fading Channel 

We first extend our investigation to a single fad- 
ing link with no diversity gain available. The resulting 
channel is similar to that encountered in a sub-urban 
environment. Each user transmission undergoes inde- 

~~ 

1 E-01 

3E-02 

1 E-02 

3E-03 

1 E-03 

3E-04 

1 E-04 
0 5 10 15 No of Users 

20 

Figure 10: Multiple Users in Mobile Radio Channel 

pendent Rayleigh fading at  a rate dependent on the 
vehicle speed. The DR is seen to  p 
pacity improvement (Figure 9), the irreducible error 
rate in this case being of the same order of magnitude 
as that of the single user fading channel. In the case 
of the time dispersive channel a three branch RAKE 
diversity combining technique is incorporated for both 
the CR and the DR. No compensation for, or cancel- 
lation of, multi-paths outside the depth of the com- 
biner is assumed. The simulation model is of an ur- 
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1 E+W 

1 E-01 

,.r ............ + . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  $ ............ 4 ........................... 1 ............. ............. .... 

1 E-02 

1E-W 

W.L.:;..... ...... ............ f .......... ’i” ......... 4 ....... 
I .. - ...... * 

1 E-a4 

Figure 11: Noise Performance in Mobile Radio Chan- 
nel 

ban 900 MHz channel with a coded data  rate of ap- 
proximately 20kbps (accomodating the half rate code 
mentioned above) and spreading factor of 63. The re- 
sults presented are for users travelling at 20,60 and 100 
km/h. The mean signal strength parameters used for 
the tapped delay line model are based on the results 
presented in [8, lo]. 

For purposes of clarity we have ommitted the BER 
of the DR after decoding the convolutional code. It was 
verified that  the BER of the DR was < 0.4% whereas 
the BER of the CR exceeded the error correcting ca- 
pability of the half rate code for more than 5 users. 
Figures 10, l l  show the capacity improvement offered 
by our algorithm in the absence of closed loop power 
control, and the effect of thermal noise on the decorre- 
lation, due its misinterpretation (by the algorithm) as 
MA interference. 

6.1 Conclusions 

We have demonstrated by simulation that our algo- 
rithm is near-far resistant in AWGN and single fading 
link environments. Preliminary evaluation shows that 
the sliding window algorithm offers considerable ca- 
pacity enhancements in (time dispersive) mobile radio 
environments, although residual multi-path activity is 
seen to degrade performance. Further investigation of 
anti-multi-path techniques is required so as to negate 
the detrimental effects of multi-path propagation on 
the decorrelating process. In agreement with Turin [9] 
the CR is seen to be unusable in the absence of suf- 
ficiently rapid power control, the feasibilit,y of which 
is questionable at practical vehicle speeds [9, 111. The 
DR is hence seen to  be a viable alternative to a com- 

plex closed loop power control strategy. We can hence 
conclude that the Sliding Window Algorithm has po- 
tential application in future generation point-to-point 
and mobile radio DS-CDMA systems. 
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