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Abstract

Mobility diaries of a large number opeople are needed for assessing transportation
infrastructure and for spatial development planning. Acquisition of personalitnabéries
through population surveys is a costly and epmmnme endeaws. We examine an alternative
approach to obtainingimilar information fromepisodicdigital traces of people’s presence in
various locations, which appear when people use their mobile devices for making phgne calls
accessinghe internet, or posting georeferenced corgeéxts, photos, or videos) in sat
media. Having episoditraces of a personver a long time periodit is possibleto detect
significant (repeatedly visited)ersonalplaces anddentify themas home, work, or place of
social activities based on temporal patterna pérson’spresene in these placesSuch analysis,
however,can lead to compromising personal privagye have investigated theasibility of
deriving place meanings and reconstraogt personal mobility diariesvhile preservingthe
privacy of individuals whosdataare amlysed We have devised a visual analytaggproach and

a set of supporting tools making sughivacy-preserving analysipossible.The approachwas
tested in two case studies with publicly available data: simulated tfemksthe VAST
Challenge 2014 and real tradmslt from georeferenced Twittgrosts.

INTRODUCTION

Information about human daily mobility, i.e., where people travel, when, and why, is necessary
for transportation management, urban planning, and public health stddiess.kind of
informationcan be obtained fromaily mobility diaries of a large sample of peopl&eway of

using mobility diariess briefly described below.

The use of daily mobility diaries

In planning any changes in transportatiafrastructure, public transportation, or land use in
populated aras, it is necessary to obtain realistic prediction$oWv the changes may affect the
daily lives of the populationin particular, their daily mobility behaviors, and how well the
changed environment will suit the daily needs of the people. For thissainipds necessary to
estimate how many peopde different times of the dayeed to get to the places of their work or
study,to schools or kindergartens of their childremplaces for shopping, health care, services,
entertainment and recreatiand back to their home places. This is done in the following way.



A large set of personal mobility diaries from a sample of the population is abthireigh a
survey campaignn the diaries, the responders describe at what times of the day they typically
go to what kinds of places and for what purposes. A planner generates a so called synthetic
population where each virtual individual represamts person from the real population currently
living or expected to live in the area to be affected by the placim@uges. The collected diaries
are randomly distributed among the virtual individuatgl treated as therersonalplansfor a

day. The place types referred to in the diaries are substituted by coluzatiens in the area
based on the current or planned land use distribution. agentbased simulation methodis]

are used to simulatmovements of the virtual individuateroughthe planned environmeifr
implementing their personal plans. The individual movements are aggregated ieticoll
flows. The simulation may uncover bottlenecks in the transportation infrasgushow where
people’s time may be lost, reveal unused facilities, Based on suchifdings, the plannecan
understandwvhat needs to be improved and in what w8ymilar studies are undertaken to
forecast the impacts of possible changef@population number or structure.

The data acquisition problem

Personal mobility diaries areaditionally acquired through population surveys, which is a costly
and errorprone endeavw. Therefore, researchers have been seeking alternative ways to obtain
similar information, preferably, from already existing data containinggratpeople’s msence

and activities in different places at different times, such as mobile phone use r&teedsthat
mobile phones are actively used throughout a day, the daily mobility can be reasonably well
reflected in the data. Sindde mobile phone data are havidely accessible, other publicly
available data with similar properties, in particular, georeferenced postsitterTand other
social media, have also been investigated. Such posts are most often sent fiiendevates;
hence, their coordinates atiche stamps can be used to trace the users’ mobility.

There is a large content gap between daily mobility diaries and automatidkdiytexb data with
time-stamped positions of pple. The latter lack semantiaghich makes it difficult to ascertain
whether a phone call or Twitter post has been made from home, work place, public transpor
grocery store, oother type of location. Hence, to be able to reconstruct-tikeyinformation

from mobility data, it is necessary to extragnificantlocations and determine their person
specific meaning or purpose, such as home, work, shopping, sports, social activities, etc

An earlier work[2] demonstrated a possibilityf extracting frequently visited places from raw
position data of a person (specifically, GPS tracks) covering a long time periadgeatitying

the manings of these places by analysing temporal patterns of the person’s presence. ,However
what is easyd do with data from a few people becomes very problematic for hundreds or
thousands of people. Moreover, analysing such data at the individual level can revdalesensi
personal informationthus compromising personal privacy. Hence, the challenge isdo f
approachedo deriving place semantickor a large number of people by analyg entire
populationandgroups (overall and intermediate levi}) instead of individuals.

A further difficulty is posed by the episodic character of mobile phone use records,
georeferenced tweets, and similar dd{§]. Persons’ positions are recorded only when specific
events occur: startina call, sending an SMS, accessing a web page, or sending a tweet. For the
times between the events, the whereabouts of the people are unknown. This meangjlar partic
that the time stamps of entering and leaving places and the duration of staying are notrkhown a
cannot be used in the analysis, which is different from aina\yGPS traks with fine temporal



resolution[2]. With such episodic mobility data, thmace semanticsneed to be derived from
temporal distributions of events recorded at those places. The feasibiliig concept has been
demonstrated on the example of a few individuals considered sep@atdiiie challenge is to
extend it to many individuals analysed simultaneously.

To summarize, there is a neft methods and tools for extractimgpeatedly visitegbersonal
places and derivintheplace semantics (i.e., meanings or purposes) from episodic mobility data
of a large number of people. Tdfil this need, several problems must be solved:

e Work effectively with massive, longgrm data from a large number of people.

e Be able to dealith the episodic character of the data.

e Respecipersonal privacy bysing onlyaggregated data for the whgdepulationor large
groups of people and avoidilgcesdo individual data, in particular, people’s locations.

Finding efficient and privacypresrving approache® deriving information equivalent to daily
mobility diaries from semantically poor episodic movement data was one of thévagexfan
EU-funded research project DataSiimtp://www.uhasselt.be/UH/AboiATASIM/Problems
addressed.htnl Our research on determining place semantics with the help of visual analytics
techniqueswvas a part of this project. The goal was not to develop reEadge tools for city
planners and transportation managers bdetose asuitable methodology and test its feasibility.

This paper describéke methodology we have devisaad demonstrates itsasibility usingtwo
case studiesvith simulated tracks from the VAST Challenge 2014, for which ground truth is
available,and real traces built from georeferenced tweets posted danagear within a
metropolitan area encompassing San Diego (USA) and the surrounding communities.

The Wdé site geoanalytics.net/and/papers/placeSemantics contains supplementarglsnateri
which include texts providing additional details and explanations concerhengnalytical
procedure, a video demonstrating the process of inferring place semantics antertictive
visual techniques employed, and a link to the data we used in this paper.

1 RELATED WORKS

1.1 Obtaining significant places from movement data

The term ‘significant places’ is henceforth used to refer to places repeatedpugrosefully
visited byindividuals andhereforehavingcertainmeanings (semantics) for the individuals, such
as home, worlgplace for shopping, recreation, social activities, etc.

Potentially interesting placdsve beerextracted from mobility data using different variants of
clustering[7][8][9] . Semantic information can be attached to these places by matching them with
locations of predefined placed interest (POI)[10][11]. This approach, however, does not
uncover personal POIs such as home, work, child's school, and place of regular shopping.
Mobile phone data have been used for inferring lanccassgoriedased on an observation that
residential, commercial, industrial, and green areas significantly diffegniporal profiles of
mobile phone activitiegl2]. A few works describad hoc approaches to finding and interpreting
personal places. Ahas et §.3] use mobile phone data to identify home and work plhessd

on the frequency of the person’s calls from each pldoair average time of the day, and the
standard deviation of the time of the day using a set of classification rulesetttsad on the
researchers’ background knowleddggaacman et al14] derived pace classification rulesy
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analysinglabeled data of volunteers. The distinguishing attributes were the visit frequency,
duration, and the counts of phone use events during work hours-IR@T) and during home
hours (19:007:00). So far, no systematic approaches to identification of different types of
personal POI have been reported.

Mobile phone dat have also been used for analgspersonal daily mobilitypehaviows without
trying to establish place meanings. Daily sequences of persons’ positions can bentethgito
graphs with nodes corresponding to visited places and directeddiplesentingrips between
the places. Surprisingly, out of millions of possible graph structures, only 17 ardisifcsia
significance. These 17 graphs are called human mobility nia&fs Based on this work, it was
shown that dayl travel behavious are strikingly similar for different cities and countries while
there are also differences explainable by demographic differences betweda@jties

Twitter data, specifically, Foursquare chankposts extracte from Twitter, were also analgd

for deriving location types. It was found that different types of public places €csiffieps, sub
shops, book stores, etc.) have characteristic daily and weekly temporal patterns,ofvkiist
can be used for place type classificatid][18]. Better results can be achieved through
addiional analysis of term occurrences in the text content of the ¢hewaleets19].

1.2 Related works in visual analytics

In visual analytics, no spewfmethods for extraction of semantic information from mobility
data have been proposed so far. There are works in which semantic informatiaovers tilem
contents of georeferenced Twitter or Twitidle messages and used in spaemporal analysis.

In VAST Challenge 201120], syntheic Twitter-like data were analgsl for understanding the
cause, character, and spagonporal evolution of a simulated epidemic outbreak; however, these
works were not related to place semantics.

Scatterblogs 221] is a realtime monitoring visual analysis tool for Twitter streams using visual
composition of content filters to detect and visualize the spatnporal distributions of thematic
events bunot their association with specific places.

Kriiger et al]22] propose to semantically enrich vehicle GPS trajectoriesdeith about public
POI obtained from Foursquare by associat®ff@l categoriesvith spatial clustes of trajectory

endpoints, i.e., frequent destinations. Their work focuses on visual exploratiop pdéirposes
while accounting for POI categorization uncertainties at multiple spatial socapace and time.

1.3 Protection of personal privacy

Application of visual analytics methods to data including people's geographitop®sis
associated with privacy issug3][24][25]. Aggregation of mobility data of multiple individuals
based onpatial and spatitemporal generalizatiohelpsprotect personal privadg6], butthis
approach is suited for analysis of mass movemaeatser thanpersonal mobility. Another
approach is obfuscation of individuals’ real positions, i.e., replacing points by sebmnever
obfuscationbased techniques faib hide repeatedly visited locations and regularly followed
routes [23] The inherent problems of location privacy disappear when mobility data are
transforned from geographic space to abstract spdbggsection 9.6). There is an example of
applying such a transformatioo data with previously attached semantic laf&l$, but it is not
discussed how the required semantic information can be obtained without ousipgo
personal privacy.



Dasgupta and Kosar@8] discuss privacy issues associated with-geagraphic data and
propose privacypreserving visualization with parallel coordinates incorporating ftmenal
concepts ok-anonymity and-diversity developed in the field of data minir@ur work deesnot
aimatdeveloping anechanisnthat formally guarantees chosen levels of privacy protecioa.
goal is to investigate the principal possibility ektracting personal places and attaching
semantic labels to themithout accessing geographical positiofsndividuals.

2 INPUT DATA, PROBLEM STATEMENT, AND METHODOLOGY OVERVIEW

2.1 Format and general characteristics of input data

Our methodology is intended for analysis of episodic human mobility traces, such as records
about the use of mobile phones or other mobiévices at various locations. The main
components of such data are petsdosets) identifier, location specification, and time stamp.

The location specification may be available in the form of geographic co@sliffanhgitude and
latitude) or as a refence to some spatial object with known coordinates, such as mobile network
antennas. An example of episodic mobility data we deal with is given in Fig.1, which
demonstrates the typical temporal sparseness and irregularity of such data.

UserlD Longitude Latitude time

14333974 -117.18329 32.87769 2970972012 11:43:18
143335974 -116.5711 32.882217 2970972012 13:23:20
14333974 -116.8711 32.882217 2970972012 13:49:51
14333974 -116.8711 32.882217 2970972012 14:03:43
14333974 -116.8711 32.882217 29/09/2012 14:16:43
14333974 -117.10787 32.921898% 29/09/2012 18:36:01
14333974 -117.19572 32.88569 0371072012 13:02:37
143335974 -117.198075 32.895653 0371072012 13:55:41
14333974 -117.201%6  32.896408 03/10/2012 16:56:31
14333974 -117.20266 32.893803 05/10/2012 16:21:21
14333974 -117.09867 32.935722 O7/10/2012 10:46:19
14333974 -117.09652 32.93642 Q771072012 18:29:22

Fig. 1. An example of episodic mobility data.

Mobility data may also have other components, for example, the type of activityasyhone

calling, sending SMS, accessing a web site, etc. Geolocated social media posts include some
content (text, photo, or video), whichagnbe supplied with a title and/or hashtags, and media
specific attributes. Although some of components may contain useful loceked
information, such as venue types in Foursquare elmecdkecords [17][18][19][22], we
intentionally limit the core of our methodology to using only the main components (i.enpers
identifier, location, and time), which are present in all kinds of mobility. ddts means that the
approach does not require any additional components to be present in the data, but it also does
not prohibit the use of additional components when available.

The extraction of significant personal places and derivation of the place meagnges the
datato cover a suffiaently long time period and include a sufficient number of presence records
for these places. We estimatee tstortest meaningful time period to la¢ least one week for
identifying the home and work places and at least two weeks for identifying otherdfypes



places, which are n@xpectedo bevisited every day. However, this only applies to data with
high temporal frequency, which can come from active mobile phone users or activeslogge
When data are temporally sparse, it is necessary to have r&oonds much longer time period.

Besides mobility data, the methodology requidditionaldata that can be used fealidating

the plausibility of the assignment of semantic labels to places. Oneifysssbland usgLU)

data. For example, when a set of placegoisgto be labded as ‘home’, it should be checked
whether most of them are in residential areas. Another possibitibyutilisedata about relevant
geographical objects, such as public transportation stops, schools, shops, and restaurants. Such
objects are commonly called “points of interest” (POI). POI data can be obtagmednap

feature services, such as OpenStreetMap (www.openstreetmap.org), or retniewed f
geographic databases. It is then possible to derive counts of differeatafypOls inside places

or within a specified distance threshold. Before assigning some meaning to gplsetesf the
compatibility of this meaning with the POI types occuriimghese places should be checked.

Hence, the proposed methodology &mquisition of place semantics requires waiasets: (1)
time-stamped positions of peopded (2) LU or POI datathat canbe used for validation ofhe
place meaning assignments.

2.2 Data examples

One of the types of mobility dataddressed byur approach is mobile phone use records;
however, we have npossibility of usinga dataset of thisypefor published work due to privacy
restrictions Instead, we demonstrate our approach using dpenly accessiblexamples of
mobility data, whichhaveproperties similar to those of mobile phone use data.

2.2.1 VAST Challenge 2014 Mini-Challenge 2

The original datasgtrovided for the VAST Challenge 2014 Mi@hallenge Z29] conssts of
simulated tracks of carwith duration of two weeks The records include timestamps, car
identifiers, and coordinate¥Ve used the tracks of 35 personal cars and ignored the tracks of 5
remainingvehicles utilized only for businegmirposesThe full tracks cannotbe classified as
episodic mobility data becausehifh temporal resolution (1 secondhich allows determining

the exact times oéirriving ateach visited place and leaving it. To have a suitable example of
episodic dataye extracted a subset of the car position recbydselecting the positions of stops
and taking a 25% sample of these positions. This gave us 1,469 records imitatirgpéregs

of episodic mobility data, as depicted in Fig.1.

No data similar to landise or POI data were provided for the challenge. As the underlying
territory for the car tacks is fictitious, existing databases or map featureessamnot give us
suitable information about placefo create a substitute for POI data, we utilizedusited
credit cardransaction records|soavailable for the challeng&he details of prgprocessing the
VAST Challenge data are given in Appendit igeoanalytics.net/and/papers/placeSemantics

We would like to stress that, although the conditions of the challenge did not requiee it, w
analysedhe data in a privacy-preserving way, i.e., without looking at any personal data.
2.2.2 San Diego tweets

Georeferenced Twitter messagessted inthe metropolitan area of San Diego (US#gre
collected over periodof 302 daysrom the endof September 201@rtil the end ofJuly 2013



In the context of our task, we are only interested in data from residetis afga. To separate
residentdrom visitors, we used a simple filter: there must be at least 100 tweets frosoa per
and the time span between the first and the last tweets must be at least 10thidasether
arbitrary filter was nevertheless adequater obtaining a test dataset; it was not our goal to
precisely determine all residents of the area. The selected subset consists of abdiio2.5 m
records of 4,286 individuals. The geographical extent of the area isLOBXm.

To validateplace meaning assignments, we obtained land use data for the San Diego area in the
form of polygons with labels spi#ying the land use classes within {h@ygon boundaries.

Please note that the texts of the tweets were not used as sources -o€lptadesemantic
informationin this case studyWe intentionally used only the minimum subsefielids shared

by all kinds of mobility data, i.e., person’s identifier, geographic coordinates, andtbmesure

the general applicability of the methodology. Still, our appraisuchdoes notpreclude the

useof information derived from Twitter textén our earlier wak [30], we analysed the temporal

and spatial distributions of occurrences of different topics (subjects)eptopeted about, such

as “family”, “home”, “work”, “education”, “friends”, “food”, etcHigh frequencies of certain
topic(s) in a place may be related to the place meaning; however, it should be takecoutd ac

that people may tweet about any topic from any kind of place. For example, one may tweet about
work-related topics while being at home or at a bemuth tweet about food and drinks while
being at workHence, the topics occurring in a place cannot be used as absolute indicators of the
place meanings but rather as supporting evidence. Our methoddllogyg the analyst to utilise

topic frequencies extracted fromessageexts in a way similar to the utilisation of land use or

POI information. In particular, the mufltittribute bar chart display described in seclaanbe

used to visualise and analysggregated topic frequencies for sets of places.

2.3 Problem statement

Having episodicmobility dataas shown inFig.1l, we aim at btaining so called“semantic
trajectories”, which may look as shown in Figld. semantic trajectories, the geographic
locationsare substitutedoy semantic labels denoting the meanings of the visited places or types
of activities performed.The transformation of the original mobilitgata into semantic
trajectories needs to be done for a large set of individuals in such a way that the geographi
positions of the individualare hidden from the analyst. Please note that the resulting semantic
trajectories are devoid of geographic positions and thus can be viewed and furthezdanalys
without compromising individual’s location privacy.

UserlD TripN Trip date Type of place/activity Time

14333974 1 29/09/2012 shopping 29/09/201211:43:18
14333974 1 29/09/2012 eating 29/09/201213:23:26
14333974 1 29/09/2012 eating 29/09/2012 13:49:51
14333974 1 29/09/2012 eating 29/09/2012 14:03:43
14333974 1 29/09/2012 eating 29/09/2012 14:16:43
14333974 1 29/09/2012 outdoor recreation 29/09/201218:36:01
14333974 2 03/10/2012 work or study 03/10/2012 13:02:37
14333974 2 03/10/2012 work or study 03/10/2012 13:55:41
14333974 2 03/10/2012 fitness 03/10/2012 16:56:31
14333974 3 07/10/2012 shopping 07/10/2012 10:46:19
14333974 3 07/10/2012 home 07/10/2012 18:29:22



Fig. 2. An example of “semantic trajectories” obtained from episodic mobility data.

To obtain semantic trajectories from mobility data, the followasgs need to béulfilled:

1. Extractpersonaplaces repeatedly visited leach individual.

2. ldentify the most likelyindividual-specific meanings of the extractguersonalplaces and
attach semantic labels denoting these meanings to the places.

3. For the entireset of individuals, extract public places visited by multiple individuals.

4. Identify the most likely meanings of the public places and attach correspondingtisema
labels to the places.

5. For each point in the original data, fiagpersonal or public place containing it and replace
the geographic reference of the point by the semantic label of the place.

The resulting semantic trajectories do not yet adequately approximate persoidy miaries
because they are episodic, like the original mobility datat TS, the trajectories include only a
subset of places that were actually visited on each day. For example, trip 1 in Fjq2viheh
‘shopping’ at 11:43, although the person was, most probably, at home in the morning and could
havealsovisited othemplaces befor@ppearing irthe shopping place. It can also be guessed that
the person returned home after ‘outdoor recreation’, but this is not refledtexidata. Hence, in

the next stage of analysimore complete daily semantic trajectories showdrdronstructed

from partial semantic trajectories. This netdgeis, however, beyond the scope of this paper.

2.4 Methodology overview

To supporttasks 1-5 and following analysis of semantic trajectories, we hdeeised an
analytical workflowshownschematically in Fig..30n the left, the workflow is represented by a
flow chart. In the centre, there are brief comments tostbps of the procedure. On the right,
there are references to the paper sectimasAppendix Ilwhere these steps are desedb

For extracting personal and public places, we developed an automated tool involvingngjuste

of points from episodic mobility data by spatial proximity. To extract personal plaeesoints

of each individual are clustered separately; to extraolipplaces, the points of all people are
clustered together. Places are defined doystructingboundaries (spatial convex hulls or
buffers) around the point clusters. The tool works automatically. It takes inpufroiaiahe
database, processes thend ants the resulting place boundaries back in the database. Personal
places are associated with the identifiers of the individuals they belong to; hptievptaces

and the identifiers of their owners are not shown to the analyst. The placei@xtadyzirithm is
described in detaih section 3.

A suite of interactive visual techniqusspports the procesd determiningplace meanings. To
avoid disclosing possly sensitive personal informationve have chosen suckisualization
methods thabnly showdataaggregated over the whole set or groups (clusters) of places and
allow no access to individual data:

e multi-attribute summary bar chaghowingvalue summariesf multiple rumeric attributes
(sectiond);

e (ualitative histogranshowing aggregated counts of qualitative values (secjion 4

e two-dimensional (2d) time histograshowing aggregated twalimensiamal time series of
place visits (sectiob).



Identifying the most probable home and work places is supported by a place ranking tool
described in sectio®.1 The places of each person are ranked based on several relevant
attributes, such as the total number of wisiys and the proportions of visits in the typical work
and home hours. The places with the best ranks are considered as candidatewifoy teee
target meaning, i.e., ‘home’ or ‘work’. Taheck if these places are sufficiently good candidates,
the analyst looks at the associated LU or POI classes, as described in &&cfidre analyst
investigaés how modifications of the criteria weights affect the selection of the etedithces

and the corresponding statistics of the LU or POI classes. Finally, the ankdgit e best set

of candidates and assigns the target meaning to them. For target meanings othentbaarid

‘work’, candidate places are selected by means of interactive filtering baseldwent temporal
attributes and land use or POI classes. A detailed illustrated example of qhf#agce meanings

from the VAST Challenge data is given in Appendix Ill and in an accompanying video, and
Section 7 containgeneralguidelines for place semantics acquisition.

After assigning semantic labet® personal and public places, the derivation of semantic
trajectories is performed in a straightforward way (see se@iB8ntask 5). The resulting
semantic trajectories can be explored using a map of an abstract semantic space, as described in
section8. In particular, the plausibility of the place meaning assignmentdbearhecked by
analysing the emerging patterns of flows (aggregate movements) in the sepec#ic s



Extract places Group points, outline groups S.3

v
Attach LU or POI attributes Based on LU or POl class frequencies S.4
; v . Cluster time series of place
Explore time patterns of visits .. T S.5
\L visits by similarity
Identify place meanings S.7
Take a target meaning ‘home’, ‘work’, ‘eating’, ‘shopping’, ...
: \l/ . Attributes that can distinguish
Derive relevant criteria . App. I
7 the target meaning from others
Select candidate places Multi-criteria evaluation S 6.1
1 and ranking
Validate place selection LU or POI analysis S.6.2
V Attach .
Assign meaning ttach semantic S.6.3
v labels to places
Filter places Select unlabelled places S.6.4

Coordinates — place labels; place

labels — locations in semantic space; ¢ g
geographic trajectories — trajectories

in semantic space

4
Semantic transformation

Semantic space-based analysis | Use movement analysis methods S.8

Fig. 3. The analytical workflow for extracting semantic information from mgbdata and
subsequent semantic analysis.

3 EXTRACTION OF PERSONAL AND PUBLIC PLACES

In mobility data, the positions of moving objects afeen specified as points in the geographic
space. Starting from these points, it is necessary to find and deliepa&tedly visited places of
each person. Places of interest can bainétl from point data by clustering points in space and
building spatial buffers or convex hulls around the clug&t§ In our case, clustering of points
and place delineation needed to dmne separately for each persdbensitybased clustering
used in previous researBl] is not fully suitable for the task of extracting personal places. A
property of densitypased clustering algorithms is that they can build clusters of arbitrary shapes
and sizes; thus, they can easily construct a hugesclestering the whole city centre if the point
density is sufficiently high throughout the area. Such a cluster would repnegensingle place
but multiple places, which is not desirable. Smaller defimised clusters can be obtained by
increasing the density threshold. The problem is that the same threshold is &ppligtidut the



whole study space. Since point concentrations are usually not equally dense in differeat parts
the study area, clustering with high density threshold will miss many point ccatcamgrwith
lower densies while clustering with low density threshold will merge together multiple point
concentrations located closeone another Moreover, the density of point concentrations varies
not only across space but also acrosgthmulation it depends on how actively argen tweets

or uses a mobile phone. It is both infeasible and violating personal ptivdogk at the point
distribution of each person in order to select an indivithagled density threshold. The
clustering and place delineation must be done in batthenfor all persons; hence, the same
parameters have to be used.

We have established thus far that the task of personal place extractioasegpoint clustering
algorithm that is insensitive to the density variation and allows limiting the spetat®of the
resulting clusters. A spatially bounded point clustering algorithm, used earligef@rating
space tessellatior82], can be adapted for this purpose. In short, the algorithm places points in
circles with a usespecified maximal radius R« When a point is addl to a circle, the circle
cente is recompued by averaging the-»and ycoordinates of all its points. When there is no
suitable circle for a point, a new circle with the cealrthis point is created. After processing all
points, the circles containing fewer points than the-okesen minimal mmber are discarded,
and spatial clusters are formed from the points of the remaining circlesIgbnghan allows
different point densities in different circles and does not allow the clustegnowv beyond the
specified limit R,ax Please note that thiesulting clusters only consist of the points and do not
include the enclosing circles; hence, the clusters may have smaller radii;th@amd®may have
arbitrary shapes.

The same algorithm may be used for extracting public places, i.e., places visitednip
individuals The differencerom extracting personal places is that the algorithm is applied to
points representing locations of all persons at once. After the algorithm $inishly clusters
containing points of at leastgven minimum number oflifferent persons are retained as the
result.

Fig. 4. A group of points where the maximal density is not attaneadthe geometric cergris
subdivided into smaller point groups



Fig. 5. Neighbouring point clusters may be united into larger clusters.

A drawback of this algorithm is that some point groupings may not look like “true” spatial
clusters. Thus, two or thregpatially compactoncentrations of points may be grouped together

if they fit in one circle, or a concentration of points may beedhwith one or a few isolated
points scattered arouné\n illustration of this caseis given in Fig. 4 left. In such artificial
groupings, the maximal point densityrist attained at thgeometricclustercentrebut close to

the periphery. This can be used as an indication of poor groupimmatural groupings may be

not a problem for generating spatial tessellations, which has been the origihaf gbe
algorithm. However, for the purpose of extractisggnificant personal or public places, such
groupings should be avoided. To alleviate this problem, we have modified the algorithm in the
following way.

Input set of points P = {(x,y)}.

Parametersmaximal and minimal radii Rx and Ryin; minimal number of points in a group
I\lmin-

Algorithm:

1. Apply the baseoint clusteringalgorithmto P with the parameter value,R. Let I" be the
list of resulting groups of points.
2. Go throughl'. For eachgroup of points Ge I" do the following:

2.1 Let R bethe group radius. If R<R., go to the next group.

2.2 Else, build a bounding box containing G and divide it into 9 equal rectangles by two
horizontal and two vertical lines (Fig. 1 left). Check if the central rectangitios
fewer points than any otheratangle (this means that the maximal point density is not
attained near the geometdentreof the cluster). If not, go to the next group.

2.3 Else,subdivde G into smaller groups (Fig.right) by gplying the base algorithrto G
with the parameter value R/Add the resulting groups fband emove G froni".

2.4 Redistribute points from theeighbouringgroups: if a point is closer to treentreof
one of the new groups than to ttentreof its current group, move it to the new group.

3. Remove fromI" the groups where the number of points is less than ReturnI” as the
result

For extracting personal places from the San Diego data, we used the following pesamet
Rma=150m, R\in=75m, Nnin=5. The rationale for choosing the radius rangel3® m isas
follows. We want to avoid combining points related to several semantically differeesptao

one cluster; hence, the radius limit should be small. But then, we should account for possible



position errors in the data. Particularly, mobile devicésnotietermine positions using WiFi,
which is less accurate than GPS. Empirical stuf8f34] have showrthat WiFi positioning
errors may be much larger than the-2€0 m officially reported. In the experiments,-90% of

the errors were within the range 6flB0 m, and the median error was about 74m. Hence, using a
value smaller than 150 m as the maximal cluster radius is not advisable

The VAST (hallenge data are supposedrtotate GPS datawhich are usually quite accurate
however, the data providers intentionally introduced noise inestracks.We have taken
Rma=100m, R\in=75m, Nnin=2. The latter value is small because the time span of the data is
only two weeks; even a place that was visited only twice in two weeks may be one aflyegul
visited personal places.

Another problem tadeal within place extractions that some places may be quite large. For
example, a person may work or study on the campus of University of California, San Diego, the
extent of which is 82 km. The person’s points located on the campus foray multiple snall
clusters (Fig. B; points are represented by pink sdransparent circles), which will be
undesirablyinterpreted as separate personal pladdsen the person’s visits are aggregated into
suchsmall places, the resulting temporal patterns for these places might not resenpidala ty
temporal pattern of attending a place of work or study. Please note that points of one ngerson a
shown in Fig.5 for illustration purpose onlyAnalysingdata of individuals is not a part of the
suggested methodology.

Hence, it is desirable to uniteighbouringsmall clusters into larger clusters while avoiding the
weaknesses of densibased algorithms discussed earlier. To do this, we further extend the
spacebounded point clustering algorithm on the basis of the following observation: when two
clusters are very close in space, there are points in each of them that coull thlsanembers

of the other cluster, i.e., their distances todéstreof the other cluster are below the maximal
circle radius. We call such piis “connecting points”. The idea is to unite clusters sharing at
least a chosen minimal number of connecting poings. do avoid extreme growth of the
resulting clusters, the usaeray set an upper limit R on the radius of merged clusters. Two
clusers are not merged if this would result in exceedingxR The following algorithm
extension is proposed:

1. For each pair oheighbouringclusters, find the number of connecting poimNsighbouring
clusters are found using the spatial index, which is tagfdhe base algorithif82]. Make a
list of cluster pairs having at leaSt;, connecting points.
2. Sort the list of connected cluster pairs in the order of decreasing number of connecting
points.
3. Go through the sorted list. For each pair do the following steps:
3.1 If the radius of the circle enclosing the two clusters exceggds,Rkip this pair and
go to the next one.
3.2 Else, merge the two clusters. Replace the occurrences of the identifiers aitie or
clusters in thesorted list by the identifier of the merged cluster. Go to the next pair.

According to thisalgorithm strongly connected clusters get higher probability of being merged
than more loosely connected clusters.

The impact ofthe parameteRmayx is illustratel in Fig. 5 In Fig. 5B, the blue polygons are the
convex hulls of the clusters obtainddoughmerging original clusters connected by at least 3



points withoutlimiting the extents of the resulting clustdrsFig. 5C, the green polygons are the
convex hulls of the clusters obtained withaR = 600 m.

For assessing the appropriateness of the clustering results, the anélyst libhe statistics of the
resulting cluster radiiThe presence of too large values may require the artalysbk at the
outlines of the largest clusterghich are drawron a mapwithout showing thadentifiersof the

place ownersThe results are acceptable when the largest clusters correspond to large geographic
objects, such as university campuses, visible on the background neagatial convex hullef

the clustersre taken as the place boundaries

Forthe San Diego dat&|ustering without settin@max results in obtainingersonal places with
radii up to 1.5 km and public places with radii up to 4 km, whiehjudyed astoo large.We
haveempirically found that the upper limit of 600 m wonkell enough. V& extracted 38,225
personal and 9,301 public plac&®r the artificial data from the VAST Challengbere isno
possibility to check the largeptacesagainst a real geographical backgraunt set Ry to
250 m, to avoid obtaining too big places. We obtained 202 personal and 41 public places.

4  ATTACHING LAND USE OR POI INFORMATION TO PLACES

To be able to validate place meaning assignments and remolbiguities, land use or POI
information needs to be attached to the extracted pl&oesthis purpose, our tools derive a
frequency distribution of distinct LU or POI classes for each place. This isdiideeently for

LU and POI data. FdcU datg which are usually available in the form of polygons labelled by
land use classes, the frequency distributions are obtanéd following way. First, for each
point in the original data, the containitend usepolygon is found, and the claksbel of this
polygon is attached to the point. Second, for each extracted place, the frequencies aficecurre
of distinct LU classeamong the points contained in this place are couR@dPOIl data, which
consist of place coordinates and labels signifyingRt classesthe procedure ias follows.
For each extracted place, all POIs contained within the place boundaries aredodrttie
frequencesof distinct POI classes are counted

Depending on the total numbierof distinct LU or POI classes occurring on the studied territory,
the class frequency information may be stored in two different wayN.i$f not large, the
information can be represented Rynumeric attributes, one for each class. The values of the
attributes for each place are the frequencies oNthkasses. We used this approach in the VAST
Challenge case study, whevee had 8 distinct POI classel case of largeN, the class
frequency information can be representedkbgualitative (nominal) attibutes, wherek is a
number chosen by the analyst, such thek<N. The attributes can be named “most frequent
class”, “second frequent class”, ..k-th frequent class”. Their values are the first, secondk-...,
th class label#n the label arrangement by the decreasing frequendgiesused this approach in
the San Diego case study, whak€103. It would be difficult to deal with 103 numeric attributes
representing all possible land use clas¥ésfound it sufficient to usénstead thregualitative
attribues, i.e., we took=3.

For viewing LU or POI information and using it in the analysis, we have developegpes df
aggregated data display=or dealing with a set of numeric attributes representing frequencies (in
particular, frequencies of differehdJ or POI classes), we use a mudtiribute summary bar
chart display.The examples in Fig6 and 7 show aggregated frequencies of different POI
classesy proportional lengths of horizontal baf$here are interactive controls for selecting the



aggregabn operation(sum, average, minimum, maximum, or couat)d setting the value
filtering condition. The display in Figh applies the operation ‘average’ and shows the average
percentages of different POlasseger place. The valuiiditering condition is'>0’. The display

in Fig. 7 applies the operation ‘count’ and the vafilering condition ‘>=5’, i.e., it shows, for
each POI class, the counts of places where at least 5% mfitiishave this POI class

type=eating: % Location type occurrences in all stnp_

type=coffee: % Location type occurrences in all stop
type=shop: % Location type accurrences in all stops

type=fuel: % Location type occurrences in all stops m
type=sport: % Location type occurrences in all stops
type=culiure; % Location type accurrences in all Stup.

Operation:  Average - Condition: =0 -

The maximal bar length represents value  59.010

Fig. 6. A multi-attribute summary bar chast POI class frequencies in the places extracted from
the VAST Challenge data

To compare LU or POI class frequencies in two or more groups of places, a cologagpicopa
mechanism is usedVhen places are divided into groups in any way, such as clustering or
classification according to the likelihood of having a certain meaning, distinct soéoar
assigned to the groups. Information about the group colours and the group membership of each
place can be propagated to all currently existing displays. [A-attribute bar chart reacts to the
colour propagation by multiplying the bars: it creates as many groups of baeseaare groups

of places. Each group of bars represents aggregated information for one group of places; the ba
are painted in the colir of this groupThis is illustrated in Fig. "Where the deviations of the
groupaggregates from the whole set aggregates are statistically significant,steeebanclosed

in black or white frames indicating significantly higher or significantly lowalues,
respectively. The significance of the deviations is determined using tsgduie test.

trpe=eating: % Lo@il p3
type=coffee: % Loc _

type=shop: % Loc: I Eﬂ
type=fuel: % Locat I

type=sport % Loc:
type=culture: % Lo
type=hotel: % Lucel I
type=husiness su)

trpe=unknovn: 5 T R I T 5 PR

Operation:  Count ~ Condition:  interval = 5.0 an WU-UH 100.0
i

The maximal bar length represents value 63

Fig. 7.A multi-attribute summary bar chart shows POI class frequefariggoupsof places

For dealingwith qualitative attributessuch as the firssecond, ...k-th most frequent LU/POI
class,we designed a qualitative histogram displdyhen an attribute has a large number of
distinct valuesthe valuescan be organiseith a hierarchy. For th8an Diego case study, where
there are 103 different landei classes, we created a hierarchy that can be utilised by the.display



Fig. 8 demonstrates a hierarchical qualitative histogram for the attribute “Landmgss:
frequent value” of the personal places extracted from the San Diego data. The bar deagth
proportional to the counts of the classes gederalied categories of land use. The upmost bar
corresponds to all land use classes taken together. The display reacts to the pnopiplzioe
groups and their colours the same way ahown in Fig. 7.

il [ Landuse: most freguent value »
{7 Lodging
£ Education
[ Recreation
=7 Transport
[0 Transport terminal
[0 Road
[ Public serices
[ Trade and shopping
£ Industry
[ Office
F1 Military i

m

Fig. 8. Ahierarchicalqualitative histogram shows counts of places with different land use classes
for the whole set of personal places extracted from the San Diego data.

5 EXPLORATION OF TIME PATTERNS OF PLACE VISITS

The place extractiotool described in SectioB computes for each place the total number of
visit-days and a twalimensional time series of place visits by days of the week and hotnes of t
day. For personal places, only the visits of the place owners are counted. Counts oEwuigits ar
the same as counts of points. If two consecutive points of a person fitsartieeplace and the
same hour, they are treated as representing the ssine vi

hour of day — home hour of day — work
01|23 [41]5]6 18120]21|22|23

~ [ [ [= Je [ra[—=

'T' day of week Legend: min=0.00, max=62.00 T day of week Legend: min=0.00, max=73.00

Fig. 9. Based on these temporal patterns of place visits, the places can be interpreted as home
(left) and work (right)

For looking at the place visit time series and using them in the analysis, we byeda tweo
dimensional time histogram display illustrated in Fig. 9. A tmstogramis a matrix with rows
corresponding to days of the week and columns to hours of the day. Inside the cells, there are
symbols with sizes proportional to aggregated visits in the corresponding days anébhde

set of placesurrently consideredThe Ul allows the user to select the aggregation operation
(sum, minimum, maximum, average, or count), the condition for including attribute ualines
aggregates (all, positive, negative, zero, or within a-sigified interval), and the way of
representing the aggregates in the matrix cells (squares, circles, verscalridasrizontal bars).



The display reacts to propagation of plgceups and their colours (as explained in sectidoy
multiplying the time histogranmso that ondnistogramrepresents the whole set of places dred t
remaining histograms show aggregated counts for diffgmenipsof places. The symbols in the
cells of the matrices have the caile of the clusters. When all histograms do not fit in the
window, the display can be scrolled.

Figure 9illustrates themain idea of our approach to identifying place meanings based on the
time patterns of thelace visits. Here, time series$ visits to two different placeare depicted.

Based on the observed temporal patterns and our background knowledge concerning the typical
times of various activities of people, we can assign the meaning ‘home’ to oneapthtiee
meaning ‘work’ to the other place.

Since we need to attach meanings (semantic labels) to a large number of places, weocannot d
this by separately looking at the temporal visit pattern of each place. A mordeseglpitmach is

to filter and rankhe places based on relevant summary attributes derived from the time series.
An example of such a derived attribute is the number or proportion of place visitg ifitthe

work times, i.e., in the hours from 05 to 18 duritige work days.We have impleented
interactive tools for derivation of relevant attributes, which are describegparix I1.

However, befor@leriving attributes that can appropriately distinguish possible place meanings, it
is useful to perform an initial exploration of the set of the existing timerpattd place visits.

The initial exploration can be done by means of clusteohthe place visitime series by
similarity and analysing the clusters witie use of 2d time histogram&o standardize théme
seriesacross the placemnd peoplethe absolute counts are converted to percentages of the total
number of the place visits. The clustering can be done using any existing clustering algorithm
The illustration in Fig. @ represents selectedusters obtained with the-rkeans clustering
method for the San Diego example. The appearances of some patiggestthe likely
meanings of the places the respective clusters. Thus, patterns ‘a’ and ‘b’ in Figsuggest the
meaning ‘home’, patterns ‘c’ and ‘d’ evoke the meaning ‘work or study’, ‘e’ coulddimjpping
pattern, and ‘f may be attributed to social activities, i.e., visiting or mgdtiends or relatives.
Such observationsiay give an idea about tlp®ssible activities and thetypical times for the
territory and population under study.
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Fig. 10.2d time histograms for selected clusters of places (San Diego example)
6 INFERRING PLACE MEANINGS

6.1 Multi-criteria evaluation and ranking

From the literature and communication wattherresearchers, we have discerned several criteria
used for identifying home and work places of individuals: place visit frequency, avenagef

the day when visits happen, counts of visits in the night time and in the work time, and €ounts o
daily trip starts and ends. All these criteria seem relevant, hasihot been known, which
one(s) of them works the best. It seems appropriate to combine these tnitesia far thihas

only been done in specific studies through ad-hoc rule§l4]3]

We have developed a generic interactive technique for combining multipleachesed on
approaches from decision support scief&g where multiple attributes of decision options are
integrated into scores representingdiegree of suitability or utility of the options. The attributes
may be given different weights according to their relative importance. Twe tfperiteria are
distinguished: benefit criteria with higher values being preferred and costacrtgh lowe

values being preferred. The most common criteria integration method incniigitia decision
making (MCDM) is the weighted linear combinatif®®]. The attribute values are normalized to

the range [0, 1] depending on their relative positions between the minimal and maximal values
For a benefit criterion, 0 corresponds to the minimum and 1 to the maximum; forcaiteosin,

it is the other wayaround. The integrated score is computed as the sum of the products of the
normalized values multiplied by the attribute weights and divided by the sumwéiblets. The

result is a number ranging from 0 to 1, where 0 is the worst and 1 is the best.

Previously suggested interactive techniques for MC[3VI|[38] allow the user to select relevant
criteria and set their directionality (cost or benefit) and weights. The eeauatults, i.e.the

scores and ranks of the options, are immediately shown on visual displays, such als paralle
coordindes plot and map. The user can test how changes of the criteria weights affect the results.



The criteria integration approach from MCDM can be adapted to the task of identifgingpst

likely home or work place among the personal places of an individyalature of the task, the
evaluation must be done separately for places of each individual. Howexaizé¢ of the data

and the privacy constraints do not allow separate consideration of the places of eadhahdivi
by analyss. Analystscan only choose relevant criteria and set a common set of weights to be
used for all individuals. A prototypical Ul is shown in Figl.. A computational tool calculates
integrated scores separately for the places of each individual and ranks the paogiagto

their scores. The target meaning (home, work, etc.) can be assignecéo e topranking
places of all individua. We stress that the meaning is assigned to multiple places
simultaneously without looking at any particular place, w&hout accessing personal data.

Multi-attribute place evaluation Choose attributes | Equalize weights |
N visits Ay L T 1 1 gpp |00
M different visit days E; SIS B — T, LR Pl
% visits in work time (05-19) A ALt L T L' ' qpo0|0.360
% visits in work day nights (21-05) o L T T T T T T T |0172
% visits in weekend (Sat 04 -Mon 04) || |0 —— T T T T T T T g (0238

Compute scores Revertto previous state

Scores: from 0.000 to 1.000

Select places with ™ rank1 " scores == | 0.500
Fig. 11.A fragment of the Ul for the mulriteria interpretation of personal places

We have developed twmulti-criteria ranking tools for personal and public places. fDnmer
applies rankingseparately to psonal places of each individual, whereas the latter applies
rankingto all public places at onc&he tools have similar Uls arfdnctionalities.

6.2 Validation of place scores and ranks

As a part of multicriteria evaluation,wo problems need to be solved: howagsess the quality

of the evaluatioroutputsand how to test the impact of choosing different criteria and modifying
their weights. TheisualMCDM support toolsnvolve visualization of characteristics and scores
of individual options, e.g., on a parall@ordinates plof37][38]. This allows the user tacheck

the suitability ofone or a few best scoring optiolg comparing their characteristiosth those

of the other optionsThe sensitivity of the evaluation results to the settings can be investigated
by interactively changing the settingad observing the consequent changes in the display.

This approach is not applicable to the task of personal place evaluation begaudd require
separate consideration and comparison of plémesach person, which is both infeasible and
violates ndividual privacy.One solutionwe proposenvolvesland use data. Among tHeJ

classes, there are classes associated with the meaning ‘home’ (various residential land uses)
classes related to work or study (industry, education, office, constructionyyridital use), and
classes related to other activities (shopping, recreation, health waye The quality of place
rankingresults can be judged from the proportion of the platémd usecategorieselevant to

the target meaningmong the best scoring places.

Let us consider the example of ranking the personal places extracted from the galdde
with regard to theéarget meaning ‘work or studyWe have chosethe attributes shown in Fig.



11 as the ranking criterjaet thei directionality (benefibr cos}, and obtaiedinitial ranks with

all criteria having equal weights. The kamg tool creates an attribute ‘Best scoradd attaches
values'y’ (yes) and ‘n’ (no) to the places. By means of interactive filtering, wecséhe subset

of places that have the value 'y’ and examineldinel use classes occurring ifsteubsetusinga
gualitative histogram (Fig. }2We observethat thesubsetncludesa number oplaces withLU
classes relevant to the target meaning ‘worlstady’, but there are also many occurrences of
irrelevant LU classes. We are going to modify the criteria weights and check whether this
improves the proportions of the relevant land use classes.
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QO ==null==

3 Lodging

[ Health care
3 Recreation
3 Transpaort

3 Fuhlic services

m

3 Trade and shopping
[ Industry
[ Office

3 Military
P aaricultura

P ]

0i0;0.00% TR R W RY Di0 0%

Fig. 12.The distribution of different land use classesoasthe set of places having the highest
ranks with regard to the target meaning ‘work or study’.

To support the comparison betweentputsof two consecutive rankingshe evaluation tool
creates a special attribute representing the place rank chargegossible values of the
attribute are ‘'yy’ (thehighest rank in both outputs), ‘nn’ (lower ranks in both outputs), ‘yn’ (the
highest rank changed to a lower rgnnd ‘ny’ (a lower rank changed to the highest yank
These values definelassesf the places, whichcan be propagated to the land use histogram.
The tool remembers the previously used criteria weights, so that the arsadysdstore tree
weights and the corresponding plaseores and rankg the result of the changeis not
satisfactory.

Continuing our example, we modify the criteria weights as shown in Fig. Icbmpute the

place ranks, and propagate the place classes expressing the rank changes to the land use
histogram. By means oiteractivefiltering, we focus only on those places that have changed
their ranks, i.e., the classes ‘ny’ and ‘yn’. In the histogram (F&).thhese classes are represented

by the green and orange bargsspectively. We see that tikhange in the weight valudms
increased the number of the #mgnked places located in thelevant categories “Educatioahd
“Office”. the respective green barsealonger than the orange ones. The number of the top
ranked places located theirrelevant land use categofLodging” has decreased. Hence, the
change in the weight values has improved the place evaluationine®uitns of the relevance of

the LU classes Still, it is also necessary to assess the changes with regard to the temporal
patterns of the place visit8/e do this using a 2d time histogram display. It shows us (B)g. 1
that thevisit patterns of theplaces thatmproved their ranks match much better the target
meaning ‘work or study’ than the patterns of the places with lowered itdakse, the results of

the weight modification can be approved.
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Fig. 13.The qualitative histogram showaggregatetatistics of the land use classes for the places
that changed their ranks due to a modificatioaraériaweights.
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Fig. 14.The 2d time histograms show thggregatéemporal patterns of visits for the places that
changed their ranks due tarendification of criteria weights

Information about the relevancetbe LU classexan betransformednto a binary attribute with
values 1 and 0 showing whether th& bf land use classes attached to a place includes any
targetrelevant class. This ifacilitated by a generic tool creating binary attributes based on
object filtering. Binary attributes can be used for a direct investigation ofefadonship
betweenthe place scores and the land use relevance by mear&dofrasshistogramdisplay
(Fig. 15). Its two dimensias correspond to two attributes. In Fig. 15, tmensionsare the
evaluation score (horizontal dimension) and land use relevance (vertiwahsion).The bins
correspond to values or value intervals of the attributes. The bars in the hiesentphe
frequencies of the corresponding value pairs. The d4nsssgram can be displayed &
cumulativemode, in which the frequencies are accunadalatlong the rows or along the columns
from the minimal to the maximal value of the respective attribute or in the opplasttion. In
Fig. 15, the frequencies are accumulated along the rows in the direction from theainscore

to the minimal; hencea bar in a score bin i(xx+1] represents the number of places with the
scores greater than.An the lower row, it is the number of places with taigeievantLU
classes, and in the upper row, it is the number of places with target-rebfvhuosks.



¥:Land use suitable for study or work (1/0) — — — — — —— —
1 A

Aggregation

¥ Cumulative:
IF along X
 along Y

~ from min

0.2112 —_— e e e e e LDO0QY o ma:
Maximal height; 2406 " Hscare

I

0

-Land use-sHitaiTE Tor study or work (1/0)

1 B

Score:
= 1.7595 and == 0.7H46
Land use suitable for study arwork (1/0): 1

o Walue: 15
0.6000 068 Cumulative; 328 (28.03% of 1130) 1.0000
Maximal height, 1130 reference: 202; ratio=1.62 H.Score

Fig. 15.A 2d crosshistogram shows the relationship between the evaluation scores and the land
use relevance to the target meaning.

In Fig. 15A, the crosshistogam represents the whole range of the attribute ‘score’. At the left
end of the histogram, the cumulative number of places with relevant land uses Qvppes r

much smaller than the number of places with irrelevant land uses (lower row). UAt4&86 of

the score range, the number of places with irrelevant land uses starts to steeply decrease as the
score increases while the decline in the upper row is much gentler. At somehmmimber of

places with relevant land uses starts to exceed the number of places with irrelevargeand
However, it is hard to compare the bar heights in two rows. In order to suppoonparcson,

the display Ul allows superimposing a useftected reference row or column on all other rows

or columns. The superimposed histogram is shown in-samsparent red. In Fig5B, where

we have focused on the score interval [0.6, 1], the lower row is superimposed on the upper row.
By moving the mouse cursor along thexs, we can see that, starting from the safrabout
0.68,the number of places with relevant land uses exceeds the number of places with irrelevant
land uses, and the ratio between these numbers increases with increasing the scanel dhis k
dependencyndicatesthat the place evaluation scores represent quite wefiltoe’slikelinood

of havingthe target meaning.

There isa technicalpossibility of implementing a computational tool that could search for the
best combination of criteria weights maximising the absolute number and proportiontap the
ranked places with targetelevant land uses (i.e., with value 1 of the relevance attribute).
However, the process of finding corresponding places for a given target meaning canrigt be ful
automated. The analyst would ne&a check, first,if the automaticallyselected weights
corresponddto the analyst’'s understanding of the relative importance of the créedand, if

the distribution of the land use classessgood enoughand, third, if the temporal patterns of
the visits to the top ranked place®re plausible for the target meaning. For théssks the
analyst needsteractivevisual tools. After the inspection, tlamalyst may decide to try adding



new criteria.Such decisions and subsequent cl®ioeluding a possibility of incorporating
additional relevant criteria cannot be done automatically.

Despite being important for the validation of place evaluation and ranking, land useethta ne

be treated with caution. Due $patialpositioningerrors, the land use classes of the origimahd
points obtained by calculating their containment in land use polygons may be erroneous.
Besides land use data can be outdated. Hence, land use information may be utilized as
supporting evidence but not as a decisive criterion for determining place meanings.

Another approachto place ranking validation angdarameter sensitivityesting involves POI
data. The differencewith regard toland use data is that there may be no specific POI types
related tothe target meaning ‘home’ln this situation, places can be considered as good
candidates for the target meaning ‘home’ when they contaie orovery few public POISAn
example of inferring place meanings with the use of POI data is provided in Appératid ih

the accompanying video available at gedgies.net/and/papers/placeSemantics.

6.3 Place meaning assignment

An interactive interface for place meaning assignment incladesols for assigning meanings
to places based on (a) their ranks, (b) their scores, or (c) current fiileean@lyst provides an
arbitrary textal label representing a meaning, for instance, “home”, “work or study”,
“shopping”, etc. When option (a) is chosen, the meaning is attached to the top rank&sg plac
With option (b), the meaning is attached to the places with the sabme® a useprovided
threshold. Asuitablethreshold can behosenusing a 2d croskistogram display as shown in
Fig. 15. Using option (c), the meaning is attached to the places satisfying currently opgerati
filter, irrespective of the place scores anks. Optios (b) and(c) are mostlyused for public
places and for personal places when the target meaning is not ‘home’ or ‘weorkivhen the
number of personal places that may be expected to have this target meaning igatbtHion
example, there may be multiple shops or restaurants repeatedly visited by atuaidivi

6.4 Interactive filtering

The analyst can interactively create filters to select subsétsligfduals andsubsets of places.
Various types ofinteractivefilters are described in bodk] (section 4.2).Several filters of
diverse types can mmbined.For the task of place meanidgscovery the most important are
the attributebased filter, the class/clusteesed filter, and the related set filter. Ta#ribute-
based filterselects objects based on the values of one or more attributeda$sfelustetbased
filter selects classes or clusters of objects. rEhted set filterpropagatedsiltering from object
set A to anotherobject set B or in the opposite directiorhen the objects in seék have
references to objects of sB{ that is, the values of some attribute of the objects iaré
identifiers of object§rom B. Filter propagation means that the anaggdects a subset of one of
the sets by any filter, and the related set filter selects only those objects framethsed that are
related to the selected objects of the former set.

In the context of our task, there is a set of personal places atdbmace owners; the places
have references to their owners. The analyst can select, for instance, the itkwitdubave yet
been assigned a place with meaning ‘home’ and use the related set filter to seled plagab
of these individuals for further analysiSonversely the analyst can seletiie places withthe
meaning ‘work or study’ anthenselectthe owners of these placeés see how many othem



already have places withthe meaning ‘home’.Please note that filtering results are always
represented in an aggregated form, to preclude any access to possibly sensitthealrdhta.

7 GENERAL GUIDELINES FOR INFERRING PLACE SEMANTICS

As it can be seen from the exampldscussed aboyedeterminig place meanings is an
explorative activity strongly relying on analyst’'s reasoning, surmises, and ssght often
involving trials and errors. It is hardly possibledescribe it in the form of an algorithr8till,
based on our experience, we gamopose severafjeneral guidelingswhich refer to the box
‘Identify place meanings’ of the flow chart in Fig. 3.

1. For each target meaning ( ‘home’, ‘work’, ‘shopping’, etdgtermine relevant attributdsy
which places with this meaningan be distinguishetom places with other meanings.
needed, drive attributes that are natitially available (see Appendix ).

2. Apply filtering based on the relevant attributes to select a subset of fhatese eligible to
receivea target meaning.

3. To find themost likely placegor the target meaning, apply multtiiteria evaluation (section
6.1) to the eligible places. For personal places, apply it separately ta ihfepsmces of each
person; for public places, apply to all places together. Select the top scoreg p&
candidates for receiving the target meaning. Depending on the target meanhng,inl@ne
of thetwo ways
3.1 If the evaluation is applied to persal places, and a person typically has a single place

with the target meaning (e.g., ‘home’), select the places with the highess goote
that there may be several such places for a person).

3.2 If the evaluation is applied to public places, or if a pens@ay have several places with
the target meaning, choose a score threshold and select the places with the scores not
less than the threshold.

4. Examinethe temporal distribution ofhe visits to the best scoring placand deck its
correspondenct the expected pattern for the target meaning. If the correspondence is not
good enough, try to improve it by changing the attribute weights and/or including additiona
relevant attributes and/or changing the score threshold.

5. If there are land use classes POI fypesrelevantand/or irrelevanto the target meaning,
watch the proportions of land use classe$requencies of POI typdsection6.2). Test the
impact of difierent attributes and modifications of the attribute weights on these proportions.
The goal is to increase the proportions or frequencies of the relevant land W3ketppd3
and decrease those of the irrelevant types. If good results cannot be reached witletie cur
eligibility filter and evaluation criteria, change the filter ocludeadditional criteria.

6. After gaining confidence in the validity of the candidate place selection, assidardges
meaning to the selected plagesction 6.3).

The following remarks provide further detafisdshow possible modifications to the procedure.

Clusteringof time patterns of place visitsection5) can produce, among others, clusteriroé

patterns that correspond quite well to certain target meanings. The olgisesult can thus be

used as a relevant attribute for selecting eligible places for these target meEmengsalyst can

select appropriatelusters using a clustdrased filter. Clustering can also reveal temporal
patterns that have not been anticipated by the analyst. By observing such a pattern, the analyst
may arrive atone ofexpectedtarget meanings, or find newapsible meanings. The @sses

about the [ausiblemeanings can be checked against.ttieor POldata.




Filter-based meaning assignmeAs describedn section6.3, a meaning can be assigned to a
subset of places based on filtering and not on scores or ranks, which meatsptBaif she
procedure may be skipped. This is done in the following cases:

1. There are individuals havingnique eligible places for the target meaning. Multiteria
evaluation is not applicable in this case. The eligible places belonging to theseduizdi
can beselected through the related set filter (sec@iat).

2. Existence of multiple places with the target meaning is wsubéxpected

Multiple home and work place®Vhile it is not very typical that people have more than one
home or work place, such cases do exist. However, it is reasonable to distingeicdsés of

multiple homeor work placedrom cases of splitting large places into smaller amesn using

the place extraction algorithm (secti8h In the latter case, several places will be close in space,
and this can be used as a distinguishing criteBased orthe above argument, we propose the
following way to deal with multiple eligible places for teametarget meaning. First, multi

criteria evaluation (stef8) is applied and the topmesinking places are selected. After
validating the selection in ste@s5, the target meaning @ssigned to these places. Then the
distances of the remaining places to the selected places are computed separately for each
individual. Bigible places located closely to the selected places (i.e., within a chosamcdis
threshold, such as for examdlekm) can be treated as parts of the same places and can be
assigned the same target meaning. The places that have received meanings are excluded from
further consideration through filtering. The remaining eligible places mayweetaget meaning
‘secondhome’ or ‘second work’ after validation in steps 4-5.

8 ANALYSIS OF SEMANTIC TRAJECTORIES

After assigning semantic labels to personal and public places, the origibgikyrdata (section
2.1) are transformed into semantic trajectories (se@i@in the following way The sequence

of records of each individual is divided into daily trajectories taking 4:00 as the beginning hour
of a day From our experiensawith many mobility datasetsve know thathe totalnumberof
recorded activities isisually minimal at this housstill, another houcan also be choseRor
eachtrajectory point, the tool tries to find place containing it The personal places dhe
individual are checkedirst. If no place is found, or place foundhas no assigned meaning, the
tool checks the public places. If neither personal nor publiemaound, the point is skipped
(i.e., treated as occasional). If the tool has found a personal or public placarwéissigned
meaning, thesemanticlabel is attached to the trajectory point. Otherwise, if the point is
contained in one ok most frequetly visited personal places ofdhndividual (wherek is a
parameter; in ouBan Diego experiment, wesedk=5), the frequency rank of this place (i.e., 1,
2, ...,K) is attached to the poinib allow subsequent checkirfgr relatively frequently visited
placesthatcould not be interprete@®therwise, the point receives the label “n/a”.

After this step the semantidabels attached to the trajectory points are treated as references to
semantic placehome’, ‘work’, ‘shop’, etc, locatedin an abstract semantic spgd2&]. The set

of trajectoriescan beaggregated bgemanticplaces analogously to aggregation by geographic
placeg4][5]. Hence, the trajectories are aggregated spatially by the abstract semantic places and
temporallyby hourly intervalsWhen the time spacoveringthe datasetis not too long, like in

the VAST Challenge example, it may be divided into intervals based on the Imeambtdel.

Thus, a period of 2 weeks will be divided into 33@X#x24) hourly intervalsA longer time

span, as in the San Diego example, can be partitioned based on the cyclic time model.



Specifically, the weekly cycle (7 days) is divided into hourly intervals, reguiin68 (=%24)
intervals.The resulof the aggregatiors two sets of time serielourly visits tosemantigplaces

and hourlyflows (i.e., aggregated moves) between the places. A move between two places is
counted if the time interval between the points in these two places does not exceed orteehour.
time series of visits and flovere exploredo see whether the daily and weekly temporal patterns
are realistic.

To visualize the transformed data, we generate a semantic [@¥dcee., a twedimensional
layout of the set of semantic places. This caddoee in various ways. In Fig6lthe layout has
been obtained by applying Sammon’s mapdB®j to the set of places based on the strength of
the links between them, i.e., the counts of the moves. The layout inffigsbeen produced by
the graph visualization software Gephitp:/[gephiorg).
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Fig. 16. A map ofthe semantic space derived from the VAST Challenge data represents the
temporal patterns of thasits tothe semantic places
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Fig. 17.Semantic information derived frote San Diego data is represented as a semantic
space map

Figs. 16 and I¥ showsemantic spacmays for the VAST Challenge and Sdiego examples,
respectively.The place visit time series are represented by mosaic diagifd®s The rows
correspond td4 consecutive days in Figé nd to7 days of the weekly cycle in Fig7lthe
columns correspontb 24 hours of the day. The pixels are cndal according to the hourly visit
counts. We observe in Fig.7 lthat ‘shopping’in the San Diego exampleas the highest
attendance after ‘home’. This does not necessarily mean that San Diego residentsaspend m
time shopping thardoingany other activity. It may just mean that people tweet more often from
shopping places than from othigpesof places. Apart from that, the temporal patternshef
visits to semantically interpreted placebserved in both mapsorrespond to thexpected
patterns for thesigypesof places or activities.

The flows between the semantic places are shown in Fagend I7 by curved lines with the
curvature increasing towards the destination. The line widths and opacjiyopational to the

total number of moves between the origins and destinations. As there is no suitgbte wa
represent flow time series in a single map, and it would be daunting to view and compare



hundreds of maps of the hourly flows, we apply clustering to the hourly flow sits{i][5].

The results ok-means clustering witk=8 for the VAST Challenge and=7 for San Diego are
shown in Figs. & and B, respectively. With the selected valueskpfwe could obtain the
simplest yet informative temporal patterns. The mosaic diagrams (at the bottormdglttlae

top left of the images, respectively) have the same structure as in &gysd 17, but the pixel
colous corresponds to the time clusters of similar flow situations. The distributions diigter
colous prominently adhere to the daily and weekly time cycles. The multiple mapshin bot
images represent the averaged flmatterndor the clusters. In Fig.9. we have excluded cluster

1 (blue), in which the flow magnitudes are very low. The line widths and opacity are
proportional to the mean hourly move counts.
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Fig. 18. Averaged flows (summarized movements) between semantic places by time clusters
(VAST Challenge)
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Fig. 19.Flows between semantic places by time clusters (San Diego)

In Fig. 18, we observequite regular daily routines of the pple represented in the VAST
Challenge dateduringhours 78, they usually have coffee and then go to work; at noon, they go
for lunchand return back to work in the next one or two hatlnesnthey go home in hour 17 and
often goto eatoutin the eveningThis fully agreesvith theavailableground truthinformation

In Fig. 19, the meamovecounts have beemnansformed to-scores, i.e., standardized deviations
from the clusters’ mean3his transformation supports disregarding purely numeric differences
between the clusters, which are mainly caused by the fact that people tweet less imihg mor
than in the second half of the daandreveals differences in the major flow directions.the
morning (cluster 2, cyan), most movements originate from home. Flows to work and taxghoppi
accompanied byhe use of transport and parking places are prominent. In the middle of the
working days (cluster 3, greerflows from different places to homincrease as well asoves
between work places (‘work’ and ‘work 2'); the homwerk flow decreases as well as the use of
transport and parking places. In the afternbouars(clusters 4 and 6), people mostly return from
work to home or go shopping. Cluster 6 (red) occurring on Thursday and Friday differs from
cluster 4 (yellow) by smaller flows from work and work 2 to home and bigger flows tosgtarce
eating out and social life. In the evenings and on weelkefudluster 5, orange), most of the
movements occur between home and shoppindds to eatingestablishmentand social life

are also prominent. Cluster 7 (dark blue) occurring in hour 23 is mostly draedtby returns



to home from different places. All these patterns correspond to our backgrounddgmateut
typical human mobility behaviours.

Please note that, although we did not use any information about place visit sequences in our
analysis, realistic temporal patterns of movements between places have emiiggednfirms

the validity d our methods, in addition to the consistency of the results obtained for the VAST
Challenge data with the available ground truth information.

9 DiscussioN AND CONCLUSION

The problem of derivingsignificant places from mobility data (i.e., tirsampedgeographic
positions) that lack semantics is-dléfined; therefore, it cannot be solved algorithmically but
instead requires human reasoning. Additional challenges are the neces$égl twith large
amounts of data from many individuals and thquiranentto respect personal privacy of the
individuals. By exploring diverse examples of mobilitgta, we were able to determine, which
visual analytics techniquesnsupport solving the problem at hand. We designed and developed
a set of tools meeting tlemands othe analytical tasks&it handandtested the effectiveness of
these tools in practicsuccessfullysolving the problenfor two different dataets Hence, we can
conclude that the problem is solvable and the techniques that we developed wodn dred
recommended to others. However, due to thdaflned character of the problem, it is hardly
possible to formulate a rigorous procedure. &aveyour experiencasan informally defined
general procedure accompanied by remarks concerning posgsilieulars and variations
(section7). These guidelines complement our research contribution.

We are aware athe limitations affecting the mobility data that vikave used for our research.

One of the experiments was done with data from Twitter. It is knownTikiter users are a
specific and quite particular group péople i.e., they cannot be considered as a representative
sample of the population. Howevehnjg was not a major obstacle for our research, the main goal

of which was to develop a methodology for place semantics discovery. Twitter degd asra
suitable test dataset, but the methodology &laon be applied toother data, in particular, to
mobile phone use data, which can represent larger and more diverse section of the population.
Second by example of shoppingcations(Figs. I7 and B), we saw that certain types of places

and activities may be ovweepresented in the data and others may bernepresented. This is a
consequence of the episodic character of the original data, where the recorded positions
correspond to events that tend to occur more often in some types of places than.iVothiks

phone data cabe also affected bysuch problems. Third, there is a time bias: people tend to
tweet more in thafternoons and evenings than in the mornings. Again, the same problem may
also exist in mobile phone data. It is necessary to find ways to diminiphatteeand timdiases

in analysing population mobility based on episodic movement data. Wear@uctingfurther
researcho address these dadpecific issues

Regarding thdocation privacy of datacontainingpeople’s geographic positions, our gbails

beento test the possibility ofletermining place meanings a privacyrespectingvay, i.e., SO

that analysts only deal with aggregated data and do not access personal data, larparticu
individuals’ geographic positions. Our research demonstrated that presciscally possible. h

two experiments, we used only displays of aggregated data and did not use geographic
representationsapart from checking the largest places for choosing right parameters for place
extraction (sectior).



To conclude, w have presented a visual analytaggproachto the problem ofscalable and
personalprivacy-friendly extraction and semantic interpretation of personal and public places
from episodic movement data reflecting human mobility and activities. Ouilmdrdgn consists

of a set of computational and visual techniqaesl guidelines for solving the problem with the
use ofthesetechniques. Weéhavealso proposg methods forevaluation andralidation of the
results. Theapproachhas been successfully tested am artificial dataset with known ground
truth and ora largereal world dataset. The extraction significantplacesand their meanings

a necessary step towards reconstruction of mobility diaries, which is the fopic @ngoing
researchlt can also provide valuable information to researchers of human mobility, who may be
interested in studying the variety of individual mobility beiours. Our research shows that such
studies can be done without compromising personal location privacy.
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Appendix |. PREPARATION OF DATA FROM VAST CHALLENGE 2014 MINI-CHALLENGE 2

The original dataset provided for the VAST Challenge 2014 Mini-Challenge 2 [1] consists of
simulated tracks of cars with duration of two weeks. The records include timestamps, car
identifiers, and coordinates. We used the tracks of 35 personal cars and ignored the tracks of 5
remaining vehicles utilized only for business purposes. The full tracks cannot serve as an
example of episodic mobility data because of a high temporal resolution (1 second), which
allows determining the exact times of coming to each visited place and leaving it.

To have a suitable example of episodic data, we extracted a subset of the car position records in
the following way. First, we extracted the events of stopping for at least one minute. Stops are
reflected in the data as temporal gaps between consecutive position records, since, according to
the description of the data, the positions were recorded only when the vehicles were moving. For
each stop event, we took both the last record before the gap (i.e., stop start) and the first record
after the gap (i.e., stop end). Additionally, we extracted the first and last records of each track.
We obtained in total 6,068 position records, which is less than 1% of the original 613,077
records. From these 6,068 records, we extracted a 25% random sample (1,469 records). It
imitates the properties of episodic mobility data, where a stop at a location may be represented
by one or more records, or it may not be represented at all.

No data similar to land use or POI data were provided for the challenge. As the underlying
territory for the car tacks is fictitious, existing databases or map feature services cannot give us
suitable information about places. To create a substitute for POI data, we utilized simulated
credit card transaction records, also available for the challenge. Each record includes a
timestamp, the name of the location where the card was used for payment, the amount paid, and
the first and last names of the customer. We complemented these records with the identifiers of
the cars used by the customers and the types (semantic categories) of the locations, which
include ‘eating’, ‘coffee’, ‘shop’, ‘hotel’, ‘sport’, ‘culture’, and ‘business supply’. A fragment of
the card transaction data table with the added attributes is shown in Fig.l. The column
“Interpretation” contains the semantic categories of the locations, and the column “CARID”
contains the identifiers of the cars.



eating 09/01/2014 13:41:.00 849.41 1 [Alcazar Lucas ﬂ
eating 18/01/2014 13:32:00 16.58 1 [Alcazar Lucas
Albert"s Fine Clothing |shop 06/01/2014 20:26:00 2768 1 [Alcazar Lucas
Frydos Autosupply n" Mshop 1370152014 19:20:00 10000 1 [Alcazar Lucas
Gelatogalore eating 070172014 13:37:00 21.52 1 [Alcazar Lucas
Guy's Gyros eating 16/01/2014 13:28:00 10.27 1 [Alcazar Lucas
Hallowed Grounds coffes 06/01/2014 07:55:00 8.05 1 |Alcazar Lucas
Hallowed Grounds coffes 070172014 07:46:00 g4.44 1 |Alcazar Lucas
Hallowed Grounds coffes 08/01/72014 07:56:00 12.86 1 |Alcazar Lucas
Hallowed Grounds coffes 08/01/2014 07:50:00 34.45 1 |Alcazar Lucas
Hallowed Grounds coffes 16/01/72014 08:05:00 1219 1 |Alcazar Lucas
Hallowed Grounds coffee 1740142014 08:04:00 9.4 1 |Alcazar Lucas
Hippokampos eating 06/01/2014 13:21:00 28.23 1 [Alcazar Lucas
Hippokampos eating 08/01/2014 13:43:00 388 1 [Alcazar Lucas
Hippokampos eating 1140142014 13:37:00 T5.62 1 |Alcazar Lucas
Hippokampos eating 1200172014 14:06:00 71.95 1 [Alcazar Lucas
Hippokampos eating 130152014 13:28:00 30.81 1 [Alcazar Lucas
Kronos Mart shop 1950172014 03:45:00 19451 1 [Alcazar Lucas
Quzeri Elian eating 08/01/2014 21:16:00 30.81 1 [Alcazar Lucas
Ouzeri Elian eating 10/01/2014 13:16:00 30.71 1 |Alcazar Lucas j

Fig. 1. A fragment of the table with the credit card transaction data enriched with location
interpretations.

24885031 36.063713|01/06/2014 075701 |stop end 594 2.02|06/01/2014 07:55:00 |Hallowed Grounds coffee ﬂ
24878474 36.048027 |01/06/2014 08:04.09 |stop start
24 BR253A 36.06R5 |01/0R2014 19:36:01 |stop end
2485632 36.075283|01/06/2014 19:49:01 |stop start a3 -36.98 |06/01/2014 20:26:00 [Alhert"s Fine Clathing |shop
24879574 36048023 |01/06/2014 23.01:01 |stap start
248789568 36.048115|01/07/2014 01:10:01 |stop end
24 870821 36051968 |01/07/2014 1865662 |stop start
24 BR2AAA 36 0RA47E |01/07/2014 20:62:01 |stop end
24885891 36.063663 |01/08/2014 07.49:04 |stop start 604 -6.93|08/01/2014 07:56:00 [Hallowed Grounds coffee
2487857 36.048115|01/08/2014 17:51:01 |stop end
24 BR2654 36 DRA488 |01/08/2014 1918:01 |stop end
24 BTHERY 3604803 014082014 21:29:01 |siop end 1086 13.02|08/01/2014 211600 | Guzeri Elian eating
24882612 36.066456 | 01/09/2014 03:20:01 |stop end
24885885 36.06365 | 0140952014 07:23:04 | stop start 612 -26.93 |09/01/2014 07:50:00 [Hallowed Grounds coffes
24879674 36.048023 |01/002014 12:09:01 |stop end
24 BS1015 36 .0R33AA |01/09/2014 134501 |stop end 47 4.02)03/01/2014 13:41:00 |Ahila Zacharo eating
24885014 36.063663 011 0/2014 08:08:01 |stap end
2487078 36.051926 | 011072014 13:23:05 | stop start 1084 -52.82 |10/01/2014 13:16:00 [Ouzeri Elian eating
24 879660 36.04803 |01 0/2014 13:23:05 [stop start
24 BR041A 36085472 |0110/2014 1320001 | stop start
24.882536 36.06642 0101172014 18:42:01 [stop end
24882618 36.066463 |01/11/2014 19:52:07 |stop start
24857595 36076656 |0112/2014 14:11:01 |stop end 720 5.02|13/01/2014 14:06:00 |Hippokampos eating LI

Fig. 2. Stop records enriched with information about the nearest in time transaction events.

The card transaction data as such cannot substitute POI data because there are no coordinates of
the locations. We solved this problem by linking transaction records to car stop records based on
the times of the transactions and the stops. For each stop record, we selected the closest in time
transaction record with the same car identifier as in this stop record. This was done differently
for stop starts and stop ends. For stop starts, the search for the closest card transaction was done
forward in time within the interval of 1.5 hours, assuming that customers usually pay after
spending some time at a location. For stop ends, the search was done backward in time within
the interval of 15 minutes, assuming that customers usually pay shortly before leaving a location.

Not all car transaction records turned to be suitable. For three coffee shops, the transaction
timestamps were not trustable, since the time of the day in all of them was 12:00:00. These
records were not used.

We were able to find the closest transactions for 1,849 out of 6,068 stop records (30.5%). The
location types of the closest transactions were attached to the stop records; a fragment of the
table with the resulting data is shown in Fig. 2. These assignments need to be used with caution.
Since the people did not pay by credit cards during all of their stops, some stops might be



associated with transactions made elsewhere. Still, for the places where people were supposed to
pay, it can be expected that the majority of the stop records have got right assignments of
location types. Of course, this does not apply to the three coffee shops with uniform transaction
times. The stops at these coffee shops could get either no location types or wrong location types
from irrelevant transaction records. In the following, we shall show how these data can be used
with taking into account the possible errors.

We would like to stress that, although the conditions of the challenge did not require it, we
analysed the data in a privacy-respecting way, i.e., without looking at any personal data.
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Appendix Il. INTERACTIVE TOOLS FOR DERIVATION OF PLACE ATTRIBUTES

For each place extracted from mobility data, an automated tool derives a two-dimensional time
series of the place visits by hours of the day for different days of the week, 168 (=24x7) counts
in total. For personal places, only the visits of the place owners are counted. Counts of visits are
not the same as counts of points. If two consecutive points of a person fit in the same place and
the same hour, they are treated as representing the same visit.

We have developed an interactive tool for convenient derivation of further attributes from the
two-dimensional time series of the place visit counts. Thus, it may be necessary to compute the
number or percentage of place visits that fit in the work time, i.e., in the hours from 05 to 18
during work days. The UI of the tool is shown in Fig. 3. To select the hourly intervals that need
to be summed, the user clicks on the corresponding cells, columns, or rows of the matrix. The
rows correspond to days of the week and the columns to hours of the day. The sums may be
normalized as ratios or percentages of the user-chosen attribute, e.g., the total visit count.

Source attribute: Hourly visit count

Specify the comhbinations of the parameter values for which the corresponding atiribute values need
to be summed.

Selectideszelect rows, columns, andfor cells of the matrix by clicking the left mouse button.

haur of day —
o2 13 (4 22023

1

2

3

4

a

A

7

Tda\; ofweek

Iv Mormalize as * % of © ratioto Sum of hourly visit counts Seled|

Resulting attribute name: % ofvisits in the work time

Compute the sums |

Fig. 3. Selecting elements of 2-dimensional time series for summing.



Source attribute: Hourly visit count

Specify the pattern {mask) to campare with the distribution of the attribute values.
Selectideselect rows, columns, andior cells of the matrix by clicking the left or right mouse buttan (LMEB ar RMB).

PLENERTETIEER(RT ISV irrelevant (second click)
haur of day —

1
2
3
4
]

EENEEE | e e |
] ) e e ) e e ] ) ]
L ) ) ) )

Tda\; of week

The pattern may be shited by 3 steps tothe leftand 2 steps to the right.
[¥ Mormalize the values of the source attribute as ratios to the
* mean © maximum ¢ 2nd ¢ 3rd |4 th highestvalue among the relevant values

" values ofthe attribute  <select attribute=

Resulting attribute name: | Similarity to work time pattern

Compute the similarity scores |

Fig. 4. Interactive specification of a 2d temporal pattern for computing similarity scores.

A similar interface (Fig. 4) has been built for computing the degrees of similarity in temporal
patterns of place visits to an arbitrary, user-defined pattern. The user “paints” the matrix cells in
three colours. The red colour means that the corresponding component of the time series has a
positive impact on the similarity score, i.e., its value will increase the score. The cyan colour
means that the component has a negative impact, i.e., its value will diminish the score. The grey
colour is neutral, i.e., the corresponding component has no impact. Fig. 4 shows an example of a
painted matrix for a work time pattern. According to this pattern, a person is expected to be
present at a place from 8:00 until 17:00 in the work days, possibly, with a lunch break in
between, and is not expected to be present before 6:00, after 19:00, and on the weekend. Of
course, different people may start and finish their work at different times. To account for such
differences, the pattern may be shifted to the left and/or to the right by the user-specified number
of hours. In Fig. 4, the user allows the tool to shift the pattern by up to 3 hours to the left and up
to 2 hours to the right, thus covering the work time intervals in the range from 5-14 to 10-19. The
tool computes the similarity scores for all possible positions of the pattern and selects the
maximal score. The original values involved in the computation may be normalized; the possible
normalization options can be seen in Fig. 4. The resulting scores are scaled to the range from -1
(completely opposite) to 1 (perfectly matching).

We have also developed a thematic enrichment tool that derives various aggregate attributes of
places from user-chosen attributes of the points belonging to these places. For each place, the
tool selects from the database the points contained in this place. For personal places, only the
points of the place owners are selected. The aggregate attributes that can be derived depend on
the types of the original attributes:

e Numeric: minimum, maximum, sum, mean, standard deviation, and arbitrary percentiles.



e Qualitative: (Q1) the number of distinct categories; (Q2) k£ most frequent categories (i.e.,
having ranks 1, 2, ..., k in the descending frequency order; k is chosen by the user) and their
frequencies.

e Textual: (T1) £ most frequent words and their frequencies. The user can supply a list of stop
words to be ignored; (T2) frequencies of occurrences of terms from a user-supplied
dictionary. The dictionary may be composed of main terms and their synonyms or related
words. Occurrences of related words are counted as occurrences of the main terms.

Land use classes can be attached to places by deriving Q2 from the land use classes of the points.
Multiple points contained in the same place may have different land use classes. It may be
insufficient to take only one most frequent class. In our San Diego example, we chose =5 to
retrieve 5 most frequent land use classes per place.

For Twitter data, which include texts of the posted messages, it is possible to obtain T2, i.e.,
counts of occurrences of different topics (subjects) people tweeted about, such as “family”,
“home”, “work”, “education”, “friends”, “food”, etc. Error! Reference source not found..
These counts can be used additionally to land use or POI data; however, in this paper, we do not

focus on using Twitter-specific information.

From POI data, counts of different types of POIs inside the places can also be derived as T2. For
this purpose, the possible POI types need to be listed as terms in a dictionary.
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Appendix lll. ANALYSIS EXAMPLE

We shall demonstrate the use of the proposed tools for place meaning discovery on the example
of the dataset constructed from the VAST Challenge data. It is more suitable for demonstration
purposes as it is smaller and simpler than the San Diego data; besides, some ground truth is
available for it. The analysis of the San Diego data included more steps and would be tedious to
describe and to read.

lll.1 Analysis of personal places
[11.1.1 Identifying home places

We start the analysis of the VAST Challenge data with an attempt to find the home places of the
35 individuals among the 202 personal places we have extracted earlier. We shall describe the
process of identifying and labelling home places in much detail, to show how the analysis is
done and how the tools are used.

Using the interactive tool shown in Fig. 3, we derive attributes: “% of visits in home time (hours
18-08 + weekend)” and “% of visits in work time (hours 07-19 on week days)” from the hourly
counts of place visits. We apply the place ranking tool using these two attributes and attribute
“number of different visit days” (computed automatically by the place extraction tool) as criteria
(Fig. 5). The attribute “% of visits in work time” is minimized, and the two others are
maximized. When all criteria have equal weights, 36 places of 35 distinct owners receive the
topmost ranks. After a small increase of the weight of the attribute “% of visits in home time”,
the number of the topmost ranked places decreases to 35, so that there is a single candidate home
place for each individual.

Interpretation of personal places

Personal places: Individual places: data
35 different individuals;  naofiltering

202 personal places; nofiltering

Multi-attribute place evaluation Choose attributes | Equalize weights
N different visit days 4o — et 1 1 ! 1000|0333
% visits in home time (18-08 + weekend) ':n e 1000|0333
% visits in work time (07-19 week days) 0t 1000 |0.333

{Compute scnres§|

Fig. 5. The multi-criteria ranking tool is used for finding the most likely home places.
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Fig. 6. The results of place ranking for the target meaning ‘home’ are represented on a 2d time
histogram display.

We propagate the place classes (‘y’ for the topmost ranked places and ‘n’ for the remaining
places) to a 2d time histogram display (Fig. 6). The class ‘y’ is represented by red colour and the
class ‘n’ by blue colour. We look at the temporal distribution of the stops in the subset of the top
ranked places (red) and see that there are some stops at the lunch hours of the week days, which
hints that the subset may include eating places. We check this hypothesis using two multi-
attribute bar chart displays of the POI types associated with the places. One display summarizes
the counts of the stop points labelled by different POI types (Fig. 7 top) and the other display
summarizes the percentages of the stops labelled by different POI types (Fig. 7 bottom).
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type=coffee: Location type occurrencyllil |
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Fig. 7. The multi-attribute bar charts represent the sums of the counts of different POI types (top)
and the maximal percentages of the different POI types (bottom) in two classes of places.

The multi-attribute bar chart representing the percentages of the different POI types shows a very
high maximum (73.8%) for the POI type ‘eating’, thus confirming the guess.

We try to improve the place selection by changing the weights of the currently used criteria, but
this does not help; thence, we need to involve an additional criterion. To lower the ranks of the
eating places, which are visited at the lunch time, we compute and employ a new criterion, ‘% of
visits in lunch time (hours 12-15) on week days’, which needs to be minimized (Fig. 8). A good
result is obtained when the new criterion is given a high weight (0.65), which removes the places
visited at the lunch time from the top ranked places.

Multi-attribute place evaluation Choose attributes | Equalize weights
N different visit days ElF P L oo |0.179
% visits in home time (13-08 + weekend) ;_H':n Lyttt Ly ppg |0.098
% visits in work time (07-19 week days) Ml |0 = ————— L 1 0op |0.073
% visits in lunch time (12-15) of week days [0 /T T T T T T T ng | 0.650

i Compute scores | Revert to previous state

Fig. 8. A new criterion “% visits in lunch time (12-15) of week days” has been added for a better
separation of home places from eating places.
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Fig. 9. Improved results of place ranking for the target meaning ‘home’ are represented on a 2d
time histogram display.
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Fig. 10. The multi-attribute bar charts of the POI types confirm that the place ranking for the
target meaning ‘home’ has improved after adding a new criterion.

Fig. 9 shows the resulting temporal distributions of the visits in the top ranked places (red) and
the remaining places (blue), and Fig. 10 shows the cumulative counts and the maximal
percentages of the different POI types for the top ranked places and for the remaining places.
The maximal percentages are now only 7.69% for ‘eating’ and even lower for the other POI
types, except for ‘hotel’ (16.67%). We filter out the places with high percentages of the POI type
‘hotel” and re-compute the scores and ranks for the remaining places in a hope to find better
candidates for the meaning ‘home’. However, only 34 places of 34 owners could this time
receive the best scores. Evidently, one person had no home within the area and stayed in a hotel,
which played the role of this person’s home. Based on this reasoning, we cancel the filter and
revert the ranking to the previous state. Finally, we assign the meaning ‘home’ to the 35 top
ranked places of 35 individuals.

[11.1.2 Identifying work places

By filtering, we exclude the places that have already got semantic labels (i.e., the home places)
from the further consideration and start the process of identifying work places. We again use the
criteria “number of different visit days”, “% of visits in work time” and “% of visits in home
time”. The first two are maximized and the third one is minimized. With equal weights, we get
35 candidate work places of 34 distinct persons, i.e., one person has two candidate work places
with equal scores.
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Fig. 11. The multi-attribute bar chart of the POI types reflects the result of the place ranking for
the target meaning ‘work’.
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Fig. 12. In the 2d time histogram, the black dots are in the time intervals when the places with
the high percentages of the POI type ‘coffee’ were visited (see Fig. 11).

In the bar chart of the POI type occurrences (Fig.11), we see a very high maximal percentage
(87.5%) of the type ‘coffee’. Very probably, the set of top ranked places includes one or more
coffee bars. We click on the respective bar and observe in the time histogram (Fig. 12) that the
stops in this place or these places occurred only in hours 07 and 08, which supports the guess.

It needs to be explained that high proportions of stops labelled by such POI types as ‘coffee’,
‘eating’, or ‘shop’ by themselves do not mean that the places cannot be considered as possible
work places. There may be individuals who work in coffee bars, restaurants, or shops. The role
of a place for an individual (e.g., whether it is a place to have a cup of coffee or a work place of a
barista) can be understood from the temporal pattern of the person’s presence in the place. A
work place is expected to have longer time intervals and/or higher frequency of person’s
presence than a place visited for the purpose of drinking coffee, eating, or shopping. In our
example, we see that the places characterized by the high proportions of the POI type ‘coffee’
are visited only in hours 7 and 8 (Fig. 12, black dots). Hence, it is unlikely that these can be work
places of some individuals. Rather, these may be customarily visited coffee bars. Therefore, the
place classification with regard to the target meaning ‘work’ needs to be improved, i.e., the
scores of the places that are visited only in hours 7 and 8 need to be decreased.



To achieve this, we slightly increase the weight of the cost criterion “% of visits in home time”.
With the weight 0.4 for this criterion and 0.3 for the two others, we exclude the supposed coffee
bar(s) from the set of best scoring places. As a result, we get 34 top ranked places of 34 distinct
persons and assign the meaning ‘work’ to them. For one person, no candidate work place could
be found. This may be the same person who visited the area and stayed in a hotel; evidently, he
or she had no work place in this area. We refrain from drilling down for investigating the
personal data; the knowledge we have got is sufficient for our task.

[11.1.3 Interpreting the remaining places

In the further analysis, we consider only those personal places that were visited in at least two
different days; otherwise, the information about the place visit times is not sufficient for inferring
the place meaning. We filter out 27 places having visits in only one day. Previously, in
identifying the home and work places, the attribute “number of different visit days” was involved
as a criterion; now, it is used for filtering. Furthermore, we do not use place ranking for
identifying places with other meanings than ‘home’ and ‘work’. For ‘home’ and ‘work’, we
applied ranking based on our background knowledge that almost all people have places with
these meanings (roles), and it is typical to have one home and one work place. This reasoning
does not apply to places with other meanings. A person may have one, several, or no repeatedly
visited shops, restaurants, or bars. Therefore, we use filtering rather than ranking to find places
with such meanings.

Based on the list of existing POI types, we expect that the personal places may include regularly
visited coffee shops. For finding them, we filter the places according to the proportion of the
visits in the morning hours (hours 06-10); see Fig. 13. We find 32 places with proportions about
100%, which belong to 31 distinct persons. We check the selection using the time histogram
(Fig. 14) and bar charts of POI types (Fig. 15) and find it quite good; so, we assign the meaning
‘coffee’ to these 32 places.

Dynamic Query for Individual places: data

&+ yes 0.0 % visits in moarnings {06-10) 100.0
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Fig. 13. A fragment of an interactive filtering tool used for the selection of the places visited
mostly in the morning hours (06-10).
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Fig. 14. The 2d time histogram shows an aggregated temporal pattern of stops in supposed coffee
places selected by means of the tool shown in Fig. 13.
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Fig. 15. The bar charts show the cumulative counts (top) and the maximal proportions (bottom)
of the stops labelled by different POI types in the set of supposed coffee places.

To find eating and shopping places, we select places with high values of the attribute “% of visit
in lunch and evening times”. We assume that eating and shopping places usually include public
POIs of corresponding types; hence, these places should have high percentages of occurrences of
the POI type ‘eating’ and ‘shop’, respectively. Consequently, we use these attributes for filtering
and find 63 personal places with the probable meaning ‘eating’ and 6 places with the probable
meaning ‘shop’.



After assigning the meanings to these places, we look which POI types still have high maximal
percentages of occurrences in the remaining places visited in at least two different days. The only
type with a high maximal percentage (30%) is ‘hotel’. There are two personal places where the
percentages of ‘hotel’ are about 30%; all others have zero percentages. We select these two
places by filtering and see that they belong to two distinct individuals and that they were visited
at lunch times of some week days. We refrain from assigning any meaning to these two places,
because it is not usual that people may repeatedly visit a hotel in the midday of working days
(however, this is a part of the scenario incorporated in the VAST Challenge data).
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Fig. 16. The 2d time histograms show the temporal patterns of the stop events for different
semantic classes of personal places. The histogram in the upper left corner corresponds to the
entire set of personal places. The histogram in the lower right corner corresponds to the places
the meanings of which could not be identified.
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Fig. 17. The multi-attribute bar chart shows the average percentages of stops labelled by each
POI type for different semantic classes of personal places.

64328

The final result of our analysis of the personal places extracted from the VAST Challenge data is
that we have assigned semantic labels to 170 personal places out of 202, i.e., to 84% of the
personal places. The confidence in the meaning assignment is very high, owing to the prominent
temporal patterns of place visits (Fig. 16) supported by frequent occurrences of relevant POI
types and/or absent or infrequent occurrences of irrelevant POI types (Fig. 17).



The analysis of the 38,225 personal places of 4,286 distinct individuals in the San Diego
example was conducted using the same tools and techniques, except that qualitative histograms
of land use categories were used instead of the bar charts of POI type occurrences. Since all
displays show aggregated data, there is no principal difference between representing tens,
hundreds, or thousands of places. Certainly, there are differences between the real San Diego
data and artificial VAST Challenge data. A larger number of possible place meanings had to be
considered for the San Diego example, including ‘transport’, ‘education’, ‘religious facility’,
‘fitness’, and others. We assumed that some people might have two homes or two work places
and classified some places as second home or second work. The temporal patterns of place visits
were not so “clean” and easily interpretable as in the VAST Challenge example; therefore, the
confidence in the meaning assignment was lower than in the VAST Challenge case.

We managed to attach meanings to 65% of the San Diego places. 3,873 persons (90.4% of all)
have got home places, and 695 of them have got places with the meaning ‘second home’. We
could identify probable work or study places only for 2,171 persons (50.7% of all); for 529
persons, we found probable second work places. For 1,950 persons (45.5%), it was possible to
find both home and work places. The largest class of personal places is ‘shopping’ (4,695
places), other large classes are ‘eating’ (2,194), ‘social life’ (1,497), which includes places with
many visits in the evening and night hours and on the weekend, and ‘transport’ (1,315).

Please note that, although we analysed personal places, the whole analysis in both case was done
without seeing any personal data. We used only aggregated data and information about the
number of currently selected places and the number of persons they belonged to. Hence, our
experiment has shown that it is possible to determine meanings of personal places without seeing
personal data and violating personal privacy.

lll.2 Analysis of public places

In the VAST Challenge example, we have 41 public places extracted earlier from the episodic
trajectories. A place was selected as public if it was visited by at least 2 distinct persons (the
threshold was low because there are only 35 persons in total). From the description of the
challenge, we know that all people work in the same company. Hence, we can expect that one of
the public places corresponds to this company. We identify it using the ranking tool for public
places with criteria “total number of visit-days”, “% of visits in work time”, and “% of visits in
home time”; the first two are maximized and the third one is minimized.

For other possible place meanings, we cannot assume that there may be only a single place with
each meaning. Therefore, we analyse the places using filtering rather than ranking, as we did
previously for the personal places. We identify coffee shops, eating places, and shops in the same
way as with the personal places. We detect a place with 100% of POI occurrences of the type
‘business supply’ and assign the meaning ‘business supply’ to it. Analogously, the places with
high percentages of occurrences of the types ‘fuel’, ‘sport’, ‘culture’, and ‘hotel’ receive these
meanings after checking their compatibility with the temporal patterns of place visits. In this
way, we have labelled 24 places. For the remaining 17 places, almost all stops have unknown
POI types; hence, we cannot rely on the POI information anymore. We can guess about the place
meaning only on the basis of the temporal distributions of the stops.

We select places that were visited only on weekend. Among the unlabelled places, there is only
one such place. This cannot be a church, because the visits on Saturday span from 10 to 16, and



there is also a visit in hour 18. This may be a place for some kind of recreation, such as a park,
where people are not expected to pay money (no credit card transaction records could be
associated with it). We assign the meaning ‘recreation’ to this place.

We guess than the remaining 16 places may include home places of some people. These may
include multi-family buildings where several people live, or common parking places, where
people leave their cars while they are at home. Besides, if some persons were visited by others,
their home places might be included in the set of public places. Therefore, we look if there are
places with high percentages of visits in the home time intervals, i.e., from hour 18 till hour 08
on the working days and the whole weekend. We find 11 places with more than 70% of visits in
these times. The summarized temporal pattern of place visits in the 2D time histogram looks like
a home pattern; however, the selected subset may include places that were just occasionally
visited in home times. We look at the values of the attribute “N visit-days total” and see that the
smallest number among the selected places is only 2. The next smallest value is 11, which is
sufficiently high, taking into account that the data cover a period of only 14 days. We exclude
the place with 2 visit-days and assign the meaning ‘colleague’s home’ to the remaining 10
places.

6 public places still remain unlabelled. In the 2d time histogram for these places, we see that
there were many stops in hour 11. To select the places visited in this hour, we compute an
attribute “% visits in hour 11”. The values of this attribute range from 0 to 100, the second
smallest value after 0 is 33.3%. There are 5 places with such high proportions of stops in hour
11. Their joint temporal pattern of stops looks very regular, which should have a certain
meaning. Since we cannot guess what the meaning is, we make a special category ‘hour 11
place’ including these particular places. Finding these particular places corresponds to the VAST
Challenge scenario.

Finally, only one public place remains unlabelled. It was visited only twice, which does not give
us enough information for determining its meaning.

The final result of assigning semantic categories to the public places is presented in Fig. 18 (the
temporal patterns of the stops) and Fig. 19 (the average percentages of stops labelled by the
existing POI types).
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Fig. 18. Temporal patterns of stop events for different semantic categories of public places.
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Fig. 19. Percentages of stop events labelled by the available POI types for different semantic
categories of public places.

In a similar way, we analysed 9,301 public places in the San Diego case, involving land use data
instead of the counts and percentages of POI type occurrences. This required more effort, since
the land use classes are much more numerous than the POI types in the VAST Challenge
example. Another complication was that the temporal patterns of the visits to the real public
places were much more blurred than those for the artificial places. The reason may be that many
real public places may have multiple uses; for example, shopping centres may include
restaurants, bars, cinemas, and fitness rooms. We were able to assign semantic labels to 5,144
public places (55.3%).
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