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Improved model for air pressureduetowind on 2D freak wavesin finite depth

S. Yan and Q.W. Ma
School of Engineering and Mathematical Sciences, City University, London, EC1V OHB, UK

Abstract

This paper presents an improved model for evaluating air pressure acting on 2Wvdkeskin finite
depth due to the presence of winds. This pressure model is developed by atiadypiegsure distribution
over freak waves using the QALE-FEM/StarCD approach, which combines the quasiyatizgangian-
Eulerian finite element method (QALE-FEM) with the commercial softwaregugciStarCD and has been
proven to be sufficiently accurate for such cases according to our previous publi8hti In this model for
air pressure, the pressure is decomposed into the components related to tvavegalofiles and others.
By coupling with the QALE-FEM, the accuracy of the pressure model is tested asingsvcases. The
results show that the pressure distribution estimated using this reardesé to that computed by using the
QALE-FEM/StarCD approach when there is no significant vortex shedding amd fareaking. The
accuracy investigation in predicting the freak wave heights and elevatiommsteates that this pressure
model is much better than others in literature so far used for modelling i@atsedn freak waves in finite
depth.

Key words: Wind effects; Freak waves; air pressure; QALE-FEM; Numerical simulation

1. Introduction

Freak waves have attracted the interests of many researchers because refathéireat to human
activities in the oceans although their low possibility of occurrence [1l]er@dtsons have confirmed that
such extreme wave event may occur in both shallow and deep water [2]. Effogemaddyoted to get a
good understanding of freak waves, e.g. their physical properties and possible @emaehanisms.
Detailed reviews may be found in [2] and [3]. Although freak waves are disamed being accompanied
with strong winds (e.g. [4]), related studies on freak waves under the aftwwmds are still limited.

Generally speaking, when the wind speed is very small, its effects may be negidwtedjse, the wind
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may initiate freak waves or dramatically influence the propertfreatk waves generated mainly by other
mechanisms. So far, the problem regarding whether the formation of freak iwa@eeised by the wind has
not been confirmed by experiments, but, several laboratory experiments [5-7] have chetbitkat the
winds may dramatically affect 2D freak waves. This calls for a detailedtigagsn of freak waves under
the action of winds.

The problem involved is a fully-coupled interaction between air flows and freagswdw study this,
three issues need to be addressed. The first one is the feature ofltwe dirring the propagation of freak
waves, the second one is the mechanism of energy/momentum exchanging between the windeskd the f
waves and the third one is about how the profile of the freak waves changes as thee ppéseinds.
Considering the strong nonlinearity associated with freak waves, four numstiategies may be
implemented as summarised in [8,9]. Only the second strategy, in which aduollpear potential flow
(FNPT) is applied to govern the wave motion coupling with a model exprebsingind-excited pressure,
and the fourth one, which combines a FNPT model with a Navier-Stokes solver, havadraptedtfor the
cases with freak waves [8]. The former has been applied by Touboul et Kh§8if et al. [7] and Touboul
and Kharif [10] to simulating wind effects on 2D freak waves generated by $patpwral focusing and
modulation instability. Using a similar model, Ma and Yan] [AEliminarily studied wind effects on 2D/3D
freak waves. The latter is suggested and adoptadebguthors of this paper [8,9] to simulate the interaction
between winds and 2D breaking freak waves [8,11]. Compared with the forméatténeconsiders the
viscosity, turbulence and is able to deal with breaking waves. Neverthtelesnmputational efficiency is
lower. Therefore, it is understandable to suggest that the second approafbriegfor the cases without
breaking waves, while, the third approach is better to handle the cases with breaking waves.

The success of the FNPT model (the second strategy) in simulating freak umalegsaction of winds
largely depends on the model to implement wind effects. For this purpose, we need to loade a g
understanding of the mechanism of energy/momentum exchanging between the wind arak thaves,

i.e. the second issue involved in this problem as discussed above. Some mechanismsngutifyi
consequential growth rate of the waves have been suggested to explain the wavdgrhetpresence of
winds, such as Jeffreys’ sheltering mechanism [12-13], Miles' shearing mechanism [14}1Bhilips” model

[20], Benjamin’s model [21] and other mechanisms by Belcher and H@&. [However, these models are
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based on the linear water wave theory. Once the \8taepness is relatively larger, the air pressstienated
using those models may be insufficiently accuratel@monstrated by Sullivan et a@B]. Therefore, for freak
waves, hormally involves strong nonlinearity, thosmdels may need to be modified. For the purpokariket al

[7] experimentally studied the feature of the egwgngment flux in the cases with deep-water freakesaand
concluded that air flow separation occurring at léee side of the crest is mainly responsible far ¢émergy
transfer from the winds to the freak waves, causiage growth. According to this, they suggestedodified
Jeffreys’ theory to model the wind-excited free surface pressure. By adoptingrtiodel, Touboul et al [6] and
Kharif et al. [7] proposed a FNPT based boundary integralieguaethod to simulate wind effects on 2D freak
waves. Comparison between their numerical resultistibe experimental data confirms that by applyagh
simplified mechanisms, the FNPT model can achieaem@able accuracy in many cases. Nevertheless, th
numerical investigation by Yan and Ma [8] demonssdhat the modified Jeffreys' theory does not generally
lead to consistent pressure distribution with those predicted by a fully-caufledodel. This calls for a
further study on the feature of the air pressure due to winds in the dadsé®ak waves to develop a better
pressure model.

Apart from the air pressure distribution, anotlssue is the wind-driven current, which plays impurtale in
shifting the focusing point as demonstrated by &iawgeli et al [5] and Kharif et al [7)n reality, the wind-
driven current varies along the vertical directi@d][ For simplification, in the FNPT model for wave-
current interaction, a constant current is usually applied (e.g. [25,26houfjih the current has been
suggested to be 3% of wind speed, it does not always lead to acceptable resutteridahinvestigation
needs to be carried out to find a proper value of the current to ensure thé effecalof the current
simulated using such simplified model is close to the reality, which haseeot done to the best of our
knowledge .

This paper will present systematic investigations carried out by usingAhE-BEM/StarCD approach
[8] on the interaction between winds and 2D freak waves generated by tietespgioral focusing
mechanism in finite depttBased on the investigations, an improved model is suggested to estimate the
pressure distribution on the free surface of freak waves and to give mtaeleseurrent value. The
accuracy of the improve model is demonstrated in terms of both providing -sgaporal pressure

distribution and simulating the formation of freak waves.



2. Mathematical model and numerical approach

In this paper, two numerical models will be used to study the air premsuhe water surface. The first
one is the QALE-FEM method based on the FNPT model. The second one is the QALE-FEM/StarCD
approach combing the QALE-FEM and the commercial software package StarCD. Necessasyghwéer i

in this section.
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Fig. 1. Sketch of fluid domain

2.1. FNPT based QALE-FEM method

In the QALE-FEM method, the computational domain is chosen as a rectangular tankeakhedve is
generated in the tank by a piston-like wavemaker. The wavemaker is moutiedefit énd and a damping
zone with a Sommerfeld condition (see [27-31] for details) is applied at the right #r@itank in order to
suppress the reflection, as sketched in Fig. 1 wheredd represent the total length of the tank and water
depth, respectivelyWinds with speed df),, in x-direction may be introduced. A constardirection current
may be added to model the effect of the wind-driven current. A Cartesiedinade system is used with
the ox axis on the mean free surface and withzhe&is being positive upwards. The origin of the coordinate
system is located at the left end of the tank.

The total velocity potential® ) is expressed by

©=¢+U X, 1)

whereU. is the current speed amdis the rest of the velocity potential apart frabh . In the fluid domain

the velocity potential satisfies the Laplace’s equation, V°® =0, leading to

V=0, ()

On the free surfacezg(x,t) where¢ is the wave elevatiorny satisfies the kinematic and dynamic

conditions in the following Lagrangian form,
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Wherea is the substantial (or total time) derivative following fluid particled gnis the gravitational

acceleration.py is the free-surface pressure, which is taken as zero for the cases witho2w2@s For
the cases with winds, the value p§ is estimated by using an improved model purpose-developed for freak
waves or focusing wave groups. The details about this will be discussed in the following sections.

In this paper, the waves are generated by a piston-type wavemaker, on which gpoonding boundary

condition of ¢ is,

%9 _§.G
Pl U ION (5)

wherefi is the outward unit normal vector of the wavemakeft) is its oscillating velocity, which is

specified by using linear wavemaker theory [32]. For example, it may beispexsfU (t) = asinat/ F ,

whereF is the wavemaker transfer function, to generate a monochromic wave withuaepmfa and
frequency ofw [27].
The problem formed by Egs. (1)-(5) is solved by the QALE-FEM method using a time-marching

procedure. At each time step, the boundary value problem for the velocity pofergiablved by the FEM.

The details about the FEM formulation have been described in our previous publif2ii@8$ and will not
be repeated here. The main difference between the QALE-FEM method and the conveatibmaéthod
[28] mainly includes two aspects when they are applied to modelling wave psobitmout structures. One
is that the computational mesh is moving in the QALE-FEM method, instead of bgimgerated, at every
time step during the calculation. To do so, a novel methodology has been suggested ttheamtvtbn of
the nodes, in which interior nodes and nodes on the free surface (free-surface rode)asately
considered. Different methods are employed for moving different groups of nodes. Thelitiénence
between the QALE-FEM and conventional FEM methods is the calculation of the fluid welndie free
surface. The technique developed in the QALE-FEM is suitable for computingelibety when waves

become very steep or even overturning. More details of these techniques can be found in [27,29].



2.2. QALE-FEM/Star CD appr oach

In the QALE-FEM/StarCD approach, the in-house software package based on the~EMLE-
combined with the commercial software (StarCD). The former has been kasflyibed above. The latter
is a multi-phase module solving general Reynolds-Averaged Navier-Stokes (RANS) equsaiignshe
finite volume method. This approach can simulate wave breaking, viscosity and the wind-wavéadnteract

When applying this approach, the whole spatial domain is decomposed into two sub-domdiirss. The
one Q2 ranges from the wavemaker to an artificial boundaryn which the QALE-FEM method is applied
and the boundary conditions are described in Egs. (3)-(5). According to our numerif&| ess suitable
to choose3d for the length of the domaif2: (Lg). The second on€s covers the rest part of the domain
where the StarCD package is employed. In this domain, Dirichlet conditituicbf/€locity and the value of
the fraction function denoting the volume of fluid are specified on the lodahdary (i), a pressure
condition is imposed on the outlet boundary. On the bottom of the domain, a non-slip condition is imposed.
Since the top boundary is an artificial wall, a slip condition is imposed and icairtests are required for
all cases to avoid its effect on the air flow structure and the vortieiy the free surface. Based on our
numerical investigations, the height of the domain for the StarCD simulation snchékfor all the cases
presented in this paper.

During the simulation, the whole procedure is also separated into ages.st At each stage the
calculation starts frorh= 0 and stops when the required duration of simulation is achieved. In the first stage,
the QALE-FEM calculation is run in a numerical tank with lengtth&f3d+ min(3d, 3, in Which 4.y is
the maximum wavelength of all wave components considered. The velocity and the wavenetvatL -
(corresponding to the position of the artificial bound&ry are recorded at every time step for the purpose
of providing the boundary condition for the StarCD simulation. In this stageaddified Jeffreys’ theory
[6,7], which may be sufficiently accurate for relatively small wavesiB8mployed to model the wind
pressure. The wind-driven current in the QALE-FEM model is taken as zero, which ensures the vetbcity fiel
at the inlet of the StarCD calculation does not include wind-driven cuteemt In the second stage, the
StarCD calculation is run in the sub-doma&ig On its inlet boundary/{), the fluid velocity and the value of
the fraction function at each cell of the computational mesh are specified bythesithgid velocity and the

wave elevation obtained from the first-stage calculation, respectively.die fact that the QALE-FEM
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model and the StarCD model require significantly different mesh resolution and timésgesifically
0.0%d, 0.025,/d/ g are required by the QALE-FEM and 0.@08.006,/d/ g by the StarCD, respectively,

for all cases presented here) to achieve convergent results, a moving least sguadeisrapplied in the
spatial domain and a second-order polynomial interpolation is employed imtheldmain to specify the

inlet velocity and the fraction function for the StarCD model. More details can be found in [8].

3. Improved model for air pressure and estimation of wind-driven current

As indicated in the Introduction, to model freakves under the action of winds using the FNPT mduigh
the spatial-temporal distribution of the free scefgressure excited by the winds and the wind-drowgrent
need to be considered. The methods to model wik$e discussed in this section.
3.1. Free surface pressure excited by winds

Touboul et al [6] experimentally studied the anigdifion of the wave height along the directionhaf freak
wave propagating and found that the differenc@@fimplification factors in the cases with diffénemnd speeds
is significant only after the focusing point. Thedgo observed that the air flow separation odoutse lee side of
a steep wave crest, which is responsible for the grovdtiparsistence of steep waves. Therefore, they suggested
usingthe Jeffreys’ sheltering theory, to model the pressie adgting the Jeffreys’ theory locally in time and

space, Touboul et al [6] and Kharif et al [7] gikie free surface pressure distribution for 2D casdsllowed,

Pst = PaSU, — (6)
where the constard is the sheltering coefficient.p, is the atmospheric densitso‘,:v is the wind speed
relative to the characteristic velocity of the wave and is given by

U, =U,-c (7)

in whichU , andc are the wind speed and the wave phase velocity. Considering that this meclanism i
applicable only if the waves are sufficiently steep to produce an air flow separation, thésnmaaidified by
introducinga threshold value for the slopg, ., whose value is suggested to choose from 0.3 to 0.4 for freak
waves due to spatio-temporal focusing [7]. When the maximum local wave slapgersthan,. , Eq.(6)

is used; otherwise, thp; is given as zero. They compared the numerical resbitsned by using the



modified model with the experimental data usingsecwith relative small wave height, showing areptable

agreement. Nevertheless, there are some issuds maicbe worth of discussing
One is the definition o) | . The Jeffreys’ sheltering theory was originally developed to explain the phase shift

of the air pressure and thus modelled the wind tefiethe wave growth [12,13h this model, the air pressure is
related to the relative wind velocity in the franfidlaid motion. For harmonic waves, the wave profilspatially
periodic and travels at the phase velocity andefbiee, the velocity of the wind relative to thewsarests i$),,-c
[13]. This justifies Eq. (7) for harmonic waves. However, when it is apfdiddak waves or wave groups,
one question may be raised, i.e. which phase velocity is suitable to describartdweristic velocity of the
wave group?, since each wave compofmetiie wave group has different phase velocities. Definet by
Aw/AK =(0max Omin)(Kmax Kmin), Where,wmax and o, are the maximum and minimum frequency of the
wave group, respectively, alg.andk., are the corresponding wave numbers, the mean group veigcity
on the other hand, represents the wave group propagating speed and has only one valaeefaraup.
Thus, it is more reasonable and practically easier to cHogsg to represent the relative velocity between
the wind and the fluid thad,,-c.

Secondly,in the modified Jeffreys’ theory discussed above, ps IS non-zero only if the maximum local
wave slope is larger than the threshold slgpe The numerical investigation by Yan and Ma [8] destaaies

that the modified Jeffreys' theory does not always lead teptaiole results for pressure during the
propagation of freak waves. Furthermore, the free surface pressure isynobmealated to the wave slope

but also related to the wave elevation, as suggested by Miles [16] ananBeff4]. However, the
significance of the pressure component related to the wave elevation in the teaesfgr from winds to

waves strongly depends on the shape of the wave profile. If the wave elevation is symmetrical about the apex
point of a crest, e.g. monochromic waves, this pressure component related to the eleestioot cause the

energy transfer between the air flow and the waves. In such case, the dontrdfuthe pressure
component is neglectable. In the cases for freak waves, the wave profile is asyalipetrical about the

apex point of a crest The asymmetry sustains during significant period of the propagation ofete fr
waves. Therefore, the pressure component due to the wave elevation may dramaticaltheaeetrgy

transfer and so the wave growth. Both the wave slope and the wave elevation need to be taken into account.



Apart from these, other factors, such as vortexddihng and wave breaking, may affect the free sarfac
pressure distribution and cause significant pressglymmetry with respect to the crest, as revaalenlr
previous study [8]. The shedding vortex induces a pressure variatianlaétard side of the wave crest and
a pressure trough being located near the vortex centre. The magnitude of the prssu@epends on the
vorticity at the centre. When the vortex moves away from the crest, the coriiegppressure variation
disappears rapidly. Similgt the effect of the wave breaking also disappear rapidly after the occurrence of
the wave breaking

Based on thesdt is suggested here that the air pressure due to the wind be decomposedinto t
components, i.6.ae andpy. The former is closely correlative to the wave slope and wave elevatien. Th
latter is caused by other factors, such as the vortex shedding and wave breaksgheram pressure may

be expresseds

Pst = Pwave T Pror » (88.)
with
2 og
Pwave = Pa (UW _Cg _Uc) (Cakcg+Cb &) ’ (8b)

whereC, andC, are coefficients, whose values need to be determined based on a systematic iovektigati
is the wave number corresponding to the central frequency of the top-hat waveiggdup the paper. For
other wave spectrum, e.g. JONSWAPMay be chosen as the wave number corresponding to the significant
wave frequency. Eq. (8b) follows Miles’ shearing mechanism [14] and Benjamin’s theory [21] but is
different in two aspects. One is the values of the coefficlengndC,. Because the coefficients in [14] and
[21] are based on linear wave theories and suitable for ideal waves, they nimy suitable for the waves
with large steepness [23] and/or with strong asytroghapes. For the cases with freak waves, dhnearity

is very strong and the values for the coefficierisd to be sought. The second one is the relgi@exisn bracket
which replaces the reference speed in Miles [THEd. (8b) the wind driven curreh), is considered in the
reference speed. Discussion about it will be given in next sedtictusion of the current in the definition is
only based on the consideration that it is scientifically more reasot@hlseU,-c,-U. as the relative
velocity between winds and waves than to Uge,. Nevertheless, the wind-driven current is usually very
small compared to the wind, e.g. BY@as suggested in [7], and so including it or not in the definition does

not actually make significant difference, as will be demonstrated in Section 4.



3.2. Wind-driven current
As indicated in the Introduction, the wind-driven cuatreeeds to be considered when simulating the wind

effects on freak waves. In reality, the wind-dnivairrent varies along vertical direction and quicklgm@tiates
to zero with depth For simplicity, howeversimilar to Kharif et al [7], a uniform curreft, is assumed to

model the effect of the wind-driven current, i.e.,

U,=C,U,, (9)

whereC,,, is a coefficient. A detailed investigation on it is presented in this pasiobse a proper value of

CCUI"

4. Numerical results and discussion

In this section, the wind effects on the change of the freak wave profiles areigmtesst For

convenience, the parameters with a length scale are nondimensionalised by the whatértdegimet by

Jd/g (i.e. nondimensionalised form of the time=t/,/d/ g ), the velocity/speed b@. The vorticity

and pressure are nondimensionlised by, —c, —U_ |[/A andp. (U, —c, —U,)?, respectively, wherg,

is the targeted wave height.
4.1. Freak wave generation

In this paper, the freak waves are generated by the spatio-temporal focusing medteangsssym of a
number of sin(cosine) wave components, using a piston-type wavemaker. The displacernttsnt of

wavemaker (e.g. [3] and [8]) is given by

N
a
S(r) = ZF—” cos@,t+¢,), (10)
n=1 n
) Zcoshek,)-1] . _
where N is the total number of components akgl = is the transfer function of the

sinh2k,,) + 2k,
wavemaker [3]k, andw, are the wave number and frequency ofritta component, respectively. They are
related to each other by, ’=k, tanhk,). The frequency of the wave components are equally spaced over the
range fominwmay- &n IS the phase of the-th component and is chosen tolkge - w, 7 with x; andz being

the expected focusing point and the focusing time according to linear theowy, [8]the amplitude ofi-th
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component, which is taken as the same for all components to simplify the relgtibesheen the target
amplitude A, of the freak wave and the amplitudes of the components, leadairgAa/N.

In this paper, we focus on freak waves in relativealistver water and the corresponding study for deater
caseswill be given in future. In this scope, we chodise shortest wave length of wave components iselong
than 1(corresponding to the water depth). The corresponding wavelendit anthe central frequency of
the wave group used in this study range from 3.10 to 5.62 and from 1.12 to 2.03, respectively.

4.2. Spatial-temporal distribution of the free surface pressure

In order to reveal the feature of the free surface pressure distribtiteomumerical approach QALE-
FEM/StarCD proposed by the authors of this paper [8] is used. Accuractigatiea of this approach has
also confirmed that it can lead to satisfactory results for studyind @ffects on 2D freak waves [8]A
range of cases with different freak waves and different wind speeds havenbestigated. The spatial-
temporal distribution of the free surface pressure and corresponding free sunfdes gre recorded. The
parameters for these cases are listed in Table According to Yan and Ma [8], the wind effect withing

speed smaller than 0.958 is insignificant. Theegftne wind speeds in the investigations range D@88 to

3.832.
Table 1. Parameters of the cases for 2D freak waves under winds
Omin max an Tt X Cq ke Wave breaking
Casel 0.5 1.4 0.008 31.32 10.0 0.597 1.118 Yes
Case2 0.5 1.4 0.008 46.97 12.5 0.597 1.118 No
Case 3 0.8 1.6 0.00575 46.97 15.0 0.473 1.570 No
Case4 0.4 1.6 0.007256 39.14 12.5 0.551 1.200 No
Case5 1.0 1.4 0.006 31.32 12.5 0.482 1.570 Yes
Case 6 0.8 2.0 0.006 46.97 10.0 0.386 2.020 No

Note:N = 32 and the length of the tank is taken as 40 in all the cases.

4.2. 1. Justification of the improved model for pilessure

In Section 2.1, we qualitatively analyse the feature of the free surface rprelksito the wind and
suggested an improved model for air pressure (Eq. (8)). In this equatiair, inessure is divided into two
components, i.epwve andpyr. TO evaluate their relative importance, we will fit the free surfacespre

using the pressure recorded at the QALE-FEM/StarCD at every time step by

. . 0
p*=pa(UW_Cg _Uc)z(Cakcg—i_Cb &g—i_ pref)’ (11)
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In Eq. (11),peris the reference pressure defined in the StarCD package. The coeffilie@s and pres

are obtained using a least square method. Considering the fact that, for agfaearge group, the wave
elevation as well as the local wave slope is significant only in a small ardeashequare method may not
be necessary to perform in the full computational domain but only in a smadlird@nnear the highest
crest or deepest trough at every time step. In this study, it is performed sulikslomain®, of the
computational domain covered bydic i, Xpeart!i], iN Which Xpeais the coordinate corresponding to mgx(|

i.e. the highest crest or deepest trough at every time Isigpa distance reflecting the size @f and it is
taken as €ymax- Comin)71/2, Wherecymin andcymaxare the group velocity corresponding to the wave components
with the highest and the lowest frequency, respectively. Numerical investigatdicated that the
coefficientsC, and C, obtained in this way is not sensitive to the size of the sub-dofagias
demonstrated in Fig.2, which compares @eand C, at different time steps in Case 1 listed in Table 1
with different size of the sub-domasép. Even taking the whole domain, the results are also very close to
those withl,=( cgmax- Cymin)7i/2. Considering the computational efficiency of the least square methdgh(the

Cgmax- Cgmin)7i/2 IS used in this study.

1 T T T T T
@ o5 i
*x @©
0
p
K full domain
o5 r r r r
10 20 30 T 40 50 60 70
1 T T T T T
®) o5t .
0 M@@wg_gﬂ o a . _
A=avava—)
0.5~ -
on 1 © lI:(Cgrmx'cgmin).tf/2
.......... |10
15~ ||:20 -
21 full domain g
25 r r r r
10 20 30 T 40 50 60 70

Fig.2 Variation of coefficient€, andC, at different time steps in the cases with different sizes of sub-
domainQ, (wmin = 0.5 ,0max= 1.4,N=32,a,=0.008,%=10,7=31.32,U,~2.874)
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Fig.3 Variation of coefficient€, andC, at different time steps in the cases with diffet@gtomi, = 0.5 ,

®max = 1.4,N=32,8,=0.008,%=10,7=31.32,U,~=2.874,l;=( Cymax- Cgmin)7t/2)

In Eq. (11) for the fitting, the value of the wind-driven curreigtwill be determined using series of
numerical tests as presented in next section. Considering the fatt,tisasignificantly smaller than the
wind speed, it has beagnored when performing the least square method for the results shown in Fig.2.
However, necessary investigation has been also made to check whether ignoriegrihiis the fitting
process dramatically affects the result<gfandC, . Some results are shown in Fig.3 which compares the
variation of coefficient<C, andC, at different time steps when different valuesUgf are used in fitting
process. From this figure, it is observed that the evetdthe taken as 3%, (the wind-driven current as
suggested by [7])C. and C, are very close to those with, = 0. This indicates that, may not be
necessarily considered when estimatinga®dC, using Eq. (11) for the fitting. It is worth of noting that
is only ignored during the procedure of obtaining coeffici@tsandC, when fitting the results obtained by
the QALE-FEM/StarCD approach in which the wind-driven current is naturally coadidéfhen using the
QALE-FEM combined with the air pressure model to simulate the waves, the wied-davrent needs to
be considered, as shown in Fig. 12.

The difference between the pressure calculated using Eq. (11) and those from thREEDMXBEarCD

calculation should mainly come from the components which is independedt afd 04 /ox and

corresponding to the term,,. The difference is measured by a correlation coefficentléfined as,

[(p*-p)*dx
RE=24
[(p—p)?dx

Q

(12)

wherep and p are the pressure and the average pressure over the entire wave tank, respectively, tecorded a

the QALE-FEM/StarCD calculation. Smaller correlation coefficig®)trheans the difference between the

results by Eq. (11) and those from the I(BAFEM/StarCD calculation is larger and thus the components
13



independent of{ and 04 /0x are more significant. Therefore, we could evaluate how important the
components independent gfand 04 /0x are by examining the correlation coefficient. The square of

correlation coefficientRf) at different time steps corresponding to the results shown in Fig.3 isdpiott

Fig.4.
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Fig.4 Square of correlation coefficief®) at different time stepswgin = 0.5 ,wmax= 1.4,N=32, a,
=0.008,%=10,7=31.32,U,,=2.874,1;=( Cymax- Cgmin)7¢/2)
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Fig. 5Comparison of free surface pressure distribution at (a) 1= 21.91 (b) 1 =~ 43.04
(wmin = 0.5 ,0max = 1.4,N=32,a,=0.008,%=10,7;=31.32,U,,=2.874)

It is found from Fig. 3 that botl, andC, oscillate significantly when< z; . During this period, the
corresponding correlation coefficient also shows a large oscillation with séeeratoughs (Fig.4). As
discussed above, each low trougtRdfindicates that there is a significant pressure component independent

of ¢ and 64 /ox. To show how close the results obtained using Eq. (11) and those from the QALE-

FEM/StarCD calculation wheR? is small, the comparisons of the pressure distribution at two time steps are

illustrated in Fig.5. For the purpose of comparison, the corresponding resultthéramodified Jeffreys'

theory [7] without applying the threshold sloge, are also plotted together. As observed, Eq. (11) can
14



reproduce the free surface pressure distribution at those time steps mechactbe QALE-FEM/StarCD

than those from the Jeffreys’ theory.
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Fig. 6 Free surface profile, vorticity field and (Sgegzjridagistribution on the free surfadbaeave crest at
(a) T=21.14; (b) T=21.91 and (c) T = 23.49 (Uy=2.874,0min=0.5, oma=1.4,%=10,7;=31.32,N=32)
calculated by the QALE-FEM/StarCD approach
In order to find the main reason for what causes the small valBg tfe free surface profile, vorticity

field and pressure distribution on the free surface near the wave creftrandifime steps computed by the
QALE-FEM/StarCD approach are plotted in Fig. 6. This figure clearly showsathat 21.14, a vortex
shedding occurs (Fig. 6a). At this moment, the corresporilihgeaches a trough value, i.e. 0.6 (Fig. 4).
When the shed vortex moves away from the wave crest (Fig. 6b), the vortithty eéntre of the shed
vortex decreases. CorrespondindRy’, increases to about 0.75. At the moment t =~ 23.49 (Fig. 6¢), the vortex
almost disappears and the correspondgreaches a relatively high crest (near © =24 in Fig. 4). This

evidences that the trough of the correlation coefficient araun@0 in Fig. 4 is mainly caused by the

occurrence of the vortex shedding. Similar phenomena are also found for other troughsoafetagon

15



coefficient in Fig. 4 except that near t ~43. The trough at T 43 is mainly caused by the wave breaking as
shown in Fig. 7. At other time steps without evident vortex shedding and bvesk&ing, the free surface

pressure is closely correlated withand 6¢ / &x, as demonstrated in Fig. 8 which correspond®+6.83.
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Fig. 7 Free surface profile, vorticity field and pressure distribution on the free surfatkeneawve crest at
1~ 43.04 (U,=2.874,01in=0.5, omax=1.4,%=10,7=31.32,N=32) calculated by the QALE-FEM/StarCD
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approach
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Fig. 8 Comparison of free surface pressure distribution at T~ 31.32

(@min = 0.5 ,@max= 1.4,N=32,a,=0.008,% =10, 7 =31.32,U,=2.874)

All these indicate that the main factors causing the pressure components indeperdant 6€ / ox

are the vortex shedding and the wave breaking. This confirms the justification &) kt.nfodelling air
pressure for simulating wind effects on freak waves using a FNPT model. It should be noted that when wave
overturns and breaking occurs, the free surface becomes a multi-valued fungtitimusfEqg. (8) cannot be
directly applied. Nevertheless, simulating the wave breaking is beyond the alitity NPT model due to
the strong viscous effect involved.
4.2. 2. Estimation of p.e

In order to estimatp,... , We need to find the coefficien® andC, . The coefficient<C, andC, at the
time steps involving vortex shedding/wave breaking may be significaffithratit from those at other time

steps. For this reason, we discuss them separately.
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Fig.9 Variation of (aC, and (b)C,." in cases with different wind speeds
(@min = 0.5 ,wmax = 1.4.N=32,a,=0.008,% =10, 7=31.32,U.=0)

At the time steps when the vortex shedding and wave breaking do not occuraeging from 33 to 40
and T> 45 in the case shown in Figs. 3 and 4, the effects of vortex shedding and wave breaking may be
ignored In addition, it is also found from Fig. 3 that the coefficiebfsandC, oscillate at the early stage
i.e. T <30, and become relatively steady thereafter. This means that when the vortex shedding and wave
breaking do not happen, the coefficieits , C, and soC, , C, vary very slowly with time. A similar
pattern of the variation @, andC, at different times is also found in the cases with other wind speeds as
shown in Fig.9. This observation indicates that for a specific wind speed efffieients C,andC, are not
significantly affected by the wave profile and, therefore, it is possible toamsgantC,andC, for the time
steps when vortex shedding and/or wave breaking is not significant. On thiswmasigggest use of the
following equation to estimaie,andC, at the time steps without vortex shedding and/or wave breaking,

IC;dZ‘ .[C;dr

C, = rjdr and C, ZFJ.? (13)
r

r
in which the integral time domaifi covers periods whe@, andC, vary slowly, excluding those with

R°<0.8. Such definition of the integral time domain may exclude a number of points beforactisng
point. However, it doesn’t seem to affect the overall results of wind effects on the formation of freak waves

as will be presented in following subsections.
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Fig.10 Characteristic values of @)and (b)C, in cases with different freak waves under different winds

To reveal the feature @, andC,, given by Eq. (13), all the cases with different wind speeds and different

freak waves listed in Table 1 are considered. The corresponding resu@isafiod C, are shown in Fig.10

For convenience, the horizontal axis is takebl as (1-C )U, —C,. As can be seen, the results from

cur g
different cases with the sani€ are very close, even though in these cases the frequency structure, focusing
time/position and wave amplitude are different and some of them (e.g. Case 1 arft) €asn involve
wave breaking. FoC,, the value consistently decreased/asncreases, while, the value Gf increases up

to U’ = 1.5 and then decreases. Based on figures, third-order polynomial formulas are formed as follows,

C, = 0.1344)°-0.9394) '*+1.9654) -1.3881 14) (

C, =-0.0170J*+0.1369J *~0.37864J +0.5204 15) (

It is noted that for small wind speeds, the valueCpis close to 0.5, the sheltering coefficient taken by
Touboul et al [6] and Kharif et al [7]. It is alsoted that Eqsld) and (L5) are resulted from the cases listed in
Table 1 with the frequency ranging from 0.4 to @xd the wind speed ranging from 0.958 to 3.832.sHaogtest
wave length is longer than the water depth. Ferctses with freak waves in deeper water or wirddpeing
outside of the above rangefurther investigation will be carried out in flséure.

For the time steps involving vortex shedding and/or wave breaking, it is naoefsy a proper value of
C.andC,usingC, andC,. Nevertheless, one can still use Eq. (8b) with the coefficients deterhyirfrs.
(14) and (15) to calculat,... if the resultant error is acceptable.

4.2. 3. Effect of the term,p on formation of freak waves
As shown in Fig. 3 and Fig. 9, the tepn, in Eqg. (8) may dramatically affect the local free surface

pressure distribution at the early stage of the freak wave propagation. Its vadtieasy to evaluate using a
18



simple model because it does not only depend on the wave profile but also on the air flove sthaterthe
free surface. In order to investigate the significance of the ggrnon the change of the wave profile, we
simulate many cases by using the QALE-FEM method [15, 31], combined with Eq. (8) wibinsidering
the effect ofp,r i.€. pwr =0. In the simulation, the coefficien®, andC,are calculated using Egs. (14) and
(15). We compare the results from the QALE-FEM method with those frer@ALE-FEM/StarCD. The
results for Case 2 with speed ranging from 0.958 to 3.832 are plotted in Fig. wihgstiee maximum wave
height between two consecutive crests and troughs in the wave histories recordeateat gositions
throughout the tank. The wind-driven current in this figure is chosen aslf),5%\ systematic study on the

value of coefficientC,,, for the wind driven current will be discussed in the following sub-section.
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Fig.11 Maximum wave height{..,) recorded at different positionsthe cases with different wind speeds
(®min = 0.5 ,0max= 1.4,N=32,a,=0.008,%=12.4,7,=46.97)

From this figure, it is found that the results afea using the QALE-FEM/StarCD and those from tid.B-
FEM coupled by Eq. (8) with,,;= 0 are very close in all the cases considered. This implies that thp,éerm
may be ignored when predicting the maximum wave height. A similar ragreas also found for other
cases without wave breaking in Table 1. A possible reason may be that vortex sHeaiditige crest
sustains only very short period as can be seen from Fig. 4 and Fig. 6; alsayéhgroup travel fast and
therefore the number of shed vortexes is very limited before wave focusing.o&ased on this, ignoring
the effect ofp,,r is acceptable for predicting the maximum height of the freak waves.

4.3. Overall accuracy of theimproved formula

The QALE-FEM is now used to simulate the wind efeah 2D freak waves. By adopting the improved

formula, i.e. Eq.(8) witlp,,, = 0 and the coefficients calculateg Eqs. (4) and (5, the free surface pressure

excited by the windis modelled. A preliminary accuracy investigation of the improved modelifgressure
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has been given in Fidll, in which the maximum wave height recorded at differenttiposi along the
direction of the freak wave propagation are shown. Apart from the maximum vegght, the maximum
wave elevation at different locations may also be important for engineerinic@raghese results will be
examined in this section.
4.3. 1.Wind-driven current and the coefficient,C

The wind-driven current plays an important rolestag the shift of focusing point of the freak wavas
discussed above, the QALE-FEM currently uses alsimpdel, in which a constant current is introdugsithg
Eqg. (9). To ensure the overall effect of this siynplodel is close to reality, a proper valueGgf, needs to be
chosen. Fig. 12 shows the maximum elevation recorded at different positions in Cdseli#fevént wind

speeds. Different values Gf,, ranging from 0 to 3% have been attempted.
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Fig.12Maximum elevation recorded at different positioms(&)U,,= 0.958; (b)J,= 1.916; (cJ,~= 2.874 and (d)
U= 3.832 (omin = 0.5 ,0max = 1.4,N=32,a,=0.008,%=12.4,7;=46.97)
From this figure, it is found that for smaller wind speedsU,g. 0.958 (FiglL2a) andU,= 1.916(FiglL2b),
the results withC,,, = 0.25% or 0.5% are close to the numerical results from the QALE-FERI[5tar
approach; for the case with,= 2.874 (Fig.12c) , C.,, = 0.5% leads to the closest results to the QALE-

FEM/StarCD approach; while, for the case with stronger wind,l§4.3.832 (FiglL2d), C.,, ranging from
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0.5% to 0.75% is preferred. One may also find that whgn= 0.5%, the corresponding results for all wind
speeds in Fig. 12 are acceptable. Investigations have also carried out foaséseincTable 1 and similar
conclusions have been achieved. Based onGhijss 0.5% is used in our investigations below.
4.3. 2.0verall accuracy of the improved formula and comparison with the modified Jeffreys’ theory

A further investigation of the improved formulae (Eq. 8(b), Egs. (14) and (15)efd waves with
different frequency structures and focusing time/position are also carried out. rédatts will be presented
here. For the purpose of comparison, the nwiditffreys’ model is also adopted by the QALE-FEM. In the

simulation using the modified Jeffreys’ theory [7], both {,.=0.3 and{,,=0.4 are tested and the wind-driven

current is taken as 0.994 as suggested above.
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Fig. 13 Comparison of maximum elevation recorded at aiffepositions for (a),= 0.958; (b)U,~ 1.916; (c)
U= 2.874 and (dY,= 3.832 {omin = 0.5 ,0max = 1.4,N=32,a,=0.008,%=12.5,71=46.97)

Fig. 13 shows the comparison of the maximum elevations recorded at different pos@iase 2. Both
the results from the improved model (Egs. (8), (14) and (15)) and those from theedntedtieys’ theory
[7] are compared with the results obtained by the QALE-FEM/StarCD approach. Feofigting, it is
observed that for relatively smaller wind speeds, Wg= 0.958 (Fig. 12a) and,= 1.916 (Figl3b), the

improved formula and the modifi Jeffreys’ theory lead to almost the same results and both are very close to the
21



results from the QALE-FEM/StarCD approach. Fordhees with larger wind speeds,lilg= 2.874 (Figl3c)

anduU,~= 3.832 (FigL3d), the results from the improved formulae @rceptable, but the modified Jeffreys’ theory
underestimate the maximum elevations no matter lwljic is chosen from the range [0.3, 0.4]. The
comparison of the maximum elevations is also made for Case 3, in which the fregtreictyre, wave
amplitude and focusing point are different from Case 2. The results are sh&ignl4. In order to save
the space, only the results with~= 1.916 andJ,= 2.874 are presented. This figure clearly shthas the

improved model leads to much better prediction eensmaller speed.
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Fig. 14 Comparison of maximum elevation recorded at difiepositions for (ay,,= 1.916 and (b)),= 2.874
(@min = 0.8 ,0max = 1.6,N=32,a,=0.008,%=15.0,7;,=46.97)

5. Conclusion

In this paper, the features of the pressure distribution over freak wavesddxgiwinds are investigated
using the QALE-FEM/StarCD approach, which has been validated in our previousapabli The results
show that the pressure does not only depend on the wave slope, but also stronglywavetieevation.
Based on the numerical investigations, an improved model for the air pressure oeettsairface for

modelling freak waves is suggested, which is given by
0
Pwave = pa(Uw _Cg _Uc)z(cakcg—i_cb _é’)
OX
C, =01344) *-0.9394J'°+1.9654) -1.3881

C, =-0.0170J*+0.1369J) *~0.3786J +0.5204

This model can produce acceptable pressure distribution that is very close tontipatted by using

QALE-FEM/StarCD approach when there is no significant vortex shedding and wave breakingugh it
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may not do so when vortex shedding occurs, overall prediction of freak-wavdshangl elevations is much
better than the model employed in literature so far, in particular when windg@rg if incorporating the
improved model with the full nonlinear potential metho@ALE-FEM. This improved model has been
tested on the various cases and the results indicate that it is suitaimdeabfreak waves or focusing wave
groups with frequency range falling in [0.4, 2.0] under the action of wirld spiéed ranging from 0.958 to
3.832. lts suitability for the cases in deewater or the wind speed being outside of the above range needs

to be further investigated. In addition, confirmation from experimental results is desired.
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