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Abstract. In this paper we prove that for any p ∈ [2,∞) the `np unit ball,

Bn
p , satisfies the square negative correlation property with respect to every

orthonormal basis, while we show it is not always the case for 1 ≤ p ≤ 2. In

order to do that we regard Bn
p as the orthogonal projection of Bn+1

p onto the

hyperplane e⊥n+1. We will also study the orthogonal projection of Bn
p onto

the hyperplane orthogonal to the diagonal vector (1, . . . , 1). In this case, the

property holds for all p ≥ 1 and n large enough.

1. Introduction and notation

A random vector X on Rn is said to satisfy the square negative correlation
property (SNCP) with respect to the orthonormal basis {ηi}ni=1 if for every i 6= j

E〈X, ηi〉2〈X, ηj〉2 − E〈X, ηi〉2E〈X, ηj〉2 ≤ 0,

where E denotes the expectation and 〈·, ·〉 the standard scalar product on Rn.
The study of the SNCP of random vectors uniformly distributed on convex bod-

ies with respect to some orthonormal basis appeared in [ABP] in the context of
the central limit problem for convex bodies, where the authors showed that for any
p ≥ 1 a random vector uniformly distributed on Bnp := {(x1, . . . , xn) ∈ Rn : ‖x‖pp =∑n
i=1 |xi|p ≤ 1} satisfies the SNCP with respect to the canonical basis {ei}ni=1. In

[W], this result was extended to random vectors uniformly distributed on general-
ized Orlicz balls, also with respect to the canonical basis. These two papers actually
show a much stronger result than the SNCP with respect to the canonical basis,
they establish the negative association (see [ABP] and [W]). A straightforward
consequence is that, by the rotational invariance of Bn2 , a random vector uniformly
distributed on Bn2 satisfies the SNCP with respect to every orthonormal basis. The
first non-trivial example in this new situation appeared in [AB1], where it was
proved that any random vector uniformly distributed on any hyperplane projection
of Bn∞ satisfies the SNCP with respect to every orthonormal basis. In particular,
the SNCP with respect to every orthonormal basis is satisfied by Bn∞ itself. On
the other hand, it is not hard to show that a random vector uniformly distributed
on Bn1 does not satisfy the SNCP with respect to every orthonormal basis (see the
second part of Corollary 1.1 below).

The relation between the SNCP and the central limit problem comes from the
fact (see [ABP]) that if the Euclidean norm of a random vector uniformly distributed
on an isotropic convex body is highly concentrated, then most of the marginals are
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approximately Gaussian and the fact (see, for instance, [AB2, Proposition 1.8])
that if a zero-mean random vector uniformly distributed on a convex body K in
Rn satisfies the SNCP with respect to some orthonormal basis, then it verifies the
so called General Variance Conjecture which states:

There exists an absolute constant C such that for every zero-mean random vector
X uniformly distributed on a convex body

Var‖X‖22 ≤ Cλ2
XE‖X‖22,

where Var denotes the variance, λ2
X = maxξ∈Sn−1 E〈X, ξ〉2 is the largest eigenvalue

of the covariance matrix of X and Sn−1 = {x ∈ Rn : ‖x‖2 = 1}.
Furthermore, [AB2, Proposition 1.9], if a zero-mean random vector uniformly

distributed on K satisfies the SNCP with respect to every orthonormal basis, then
TK verifies the General Variance Conjecture for every linear isomorphism T in Rn.

This is a particular case of a well-known conjecture due to Kannan-Lovász-
Simonovits (see [AB2], for detailed explanations on this topic).

In Section 3 we study the SNCP on random vectors uniformly distributed on
Bnp , p ≥ 1, with respect to any orthonormal basis. The main result is the following

Theorem 1.1. Let X be a random vector uniformly distributed on Bnp , p ≥ 1, and

write ξ1 = e1+e2√
2

, ξ2 = e1−e2√
2

. Let f : Sn−1 × Sn−1 → R be the function

f(η1, η2) = E〈X, η1〉2〈X, η2〉2 − E〈X, η1〉2E〈X, η2〉2.
Then for every η1, η2 ∈ Sn−1 such that 〈η1, η2〉 = 0 we have,

f(ξ1, ξ2) ≤ f(η1, η2) ≤ f(e1, e2), if p ≥ 2

f(e1, e2) ≤ f(η1, η2) ≤ f(ξ1, ξ2), if p ≤ 2.

Clearly, the choice of e1, e2 is not relevant as f(e1, e2) = f(ei, ej),∀ i 6= j. The
analogous observation applies also to ξ1, ξ2.

We will compute f(e1, e2) and f(ξ1, ξ2) in Lemma 3.2 and express them in terms
of the Γ function in order to obtain the following

Corollary 1.1. Let p ≥ 1 and X be a random vector uniformly distributed on Bnp .

• If p ≥ 2, X satisfies the SNCP with respect to every orthonormal basis.

• If 1 ≤ p < 2, there exists n0(p) ∈ N such that for any n ≥ n0 there is
an orthonormal basis {ηi}ni=1 such that X does not satisfy the SNCP with
respect to {ηi}ni=1.

Moreover, we will show that f(e1, e2) < 0 for all p ≥ 1, providing a new proof
of the aforementioned result from [ABP], which was established there as a simple
corollary of the negative association.

In order to prove Theorem 1.1 we will view Bnp as the projection of Bn+1
p onto

the coordinate hyperplane e⊥n+1 orthogonal to en+1 and we will make use of the
techniques developed in [BN] and [AB3]. The details of this approach are explained
in Section 2.

In Section 4 we apply the same strategy to a random vector uniformly distributed

on Pθ⊥0 B
n
p , the orthogonal projection of Bnp onto θ⊥0 , where θ0 =

(
1√
n
, . . . , 1,√

n

)
.

However, the computations become more involved, due to the fact that some of
random variables that appear are no longer independent.
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Denoting Sθ⊥0 = Sn−1 ∩ θ⊥0 , we prove the following

Theorem 1.2. Let X be a random vector uniformly distributed on Pθ⊥0 B
n
p , p ≥ 1

and write ξ1 = e1−e2+e3−e4
2 , ξ2 = e1−e2−e3+e4

2 , ξ1 = e1−e2√
2

, ξ2 = e3−e4√
2
∈ Sθ⊥0 . Let

f : Sθ⊥0 × Sθ⊥0 → R be the function

f(η1, η2) = E〈X, η1〉2〈X, η2〉2 − E〈X, η1〉2E〈X, η2〉2.

For every fixed p ≥ 2, there exists n0(p) ∈ N such that if n ≥ n0, then for every
η1, η2 ∈ Sθ⊥0 such that 〈η1, η2〉 = 0, we have that,

f(ξ1, ξ2) ≤ f(η1, η2) ≤ f(ξ1, ξ2),

and for every 1 ≤ p ≤ 2, there exists n1(p) ∈ N such that if n ≥ n1, then

f(ξ1, ξ2) ≤ f(η1, η2) ≤ f(ξ1, ξ2).

Studying the sign of f(ξ1, ξ2) and f(ξ1, ξ2), (see Lemmas 4.8 and 4.10) we obtain
the following corollary:

Corollary 1.2. Let X be a random vector uniformly distributed on Pθ⊥0 B
n
p , p ≥ 1.

There exists n2(p) ∈ N such that for all n ≥ n2, X satisfies the SNCP with respect
to every orthonormal basis in θ⊥0 .

As a consequence of [AB2, Proposition 1.9]

Corollary 1.3. Let X be a random vector uniformly distributed on T (Pθ⊥0 B
n
p ),

p ≥ 1, T : Rn → Rn linear isomorphism. There exists C(p) > 0 (depending only on
p) such that X satisfies the General Variance Conjecture with C = C(p).

2. Preliminary results

In this section we will introduce the preliminary results that we need in order
to prove Theorems 1.1 and 1.2. We briefly review the tools developed in [BN] and
[AB3]. Let σnp be the surface measure (Hausdorff measure) on ∂Bnp , the boundary
of Bnp , p ≥ 1, and denote by µnp the cone probability measure on ∂Bnp , defined by

µnp (A) = 1
Vol(Bn

p )Vol({ta ∈ Rn; a ∈ A, 0 ≤ t ≤ 1}), A ⊆ ∂Bnp , where Vol denotes the

Lebesgue measure.
The following relation between the surface measure and the cone measure on

∂Bnp was stated in [NR] (see also [AB3]): For almost every point x ∈ ∂Bnp
dσnp (x)

dµnp (x)
= nVol(Bnp ) |∇(‖ · ‖p)(x)| .

The cone measure on ∂Bnp was proved in [SZ] to have the following probabilis-
tic description: Let g1, . . . , gn be independent copies of a random variable g with

density with respect to Lebesgue measure given by
e−|t|

p

2Γ(1 + 1/p)
, t ∈ R, p ≥ 1 and

denote S := (
∑n
i=1 |gi|p)

1
p . Then

• The random vector G
S :=

(g1

S
, . . . ,

gn
S

)
and the random variable S are

independent.
• G

S is distributed on ∂Bnp according to the cone measure µnp .
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Now, in order to compute the expectation of a suitable function f(X) when X
is a random vector uniformly distributed on the orthogonal projection of Bnp onto

some hyperplane orthogonal to θ ∈ Sn−1, Pθ⊥B
n
p , we first use Cauchy’s formula

and pass to an integration on ∂Bnp with respect to the surface measure, then use the
relation between the surface measure and the cone measure and finally the latter
probabilistic representation of the cone measure (see [AB3] for the details). The
final result is the starting point for the proof of our main results:

Lemma 2.1. [AB3] Let θ ∈ Sn−1. If X is a random vector uniformly distributed

on Pθ⊥B
n
p , g1, . . . , gn are independent copies of g as above and S = (

∑n
i=1 |gi|p)

1
p ,

then for every integrable function f : Pθ⊥B
n
p → R

Ef(X) =
Ef
(
Pθ⊥

(
g1
S , . . . ,

gn
S

)) ∣∣∣∑n
i=1

|gi|p−1

Sp−1 sgn(gi)θi

∣∣∣
E
∣∣∣∑n

i=1
|gi|p−1

Sp−1 sgn(gi)θi

∣∣∣ .

where θ = (θ1, . . . , θn) and sgn(gi) denotes the sign of gi.

The following lemma computes the expectation of the random variables involved
in terms of the Gamma function:

Lemma 2.2. [AB3][BN] Let α ≥ 0, let g1, . . . , gn be independent copies of g as

above and S = (
∑n
i=1 |gi|p)

1
p . Then

E|g|α =
Γ
(
α+1
p

)
Γ
(

1
p

) and ESα =
Γ
(
n+α
p

)
Γ
(
n
p

) .

Our last lemma concerns the so called Gurland’s ratio for the Gamma function
(see more details in [M]) and it will be crucial in our estimates.

Lemma 2.3. The function

F (x) := Γ(5x)Γ(x)/Γ(3x)2

is strictly increasing in (0, 1] and satisfies F ( 1
2 ) = 3.

Proof. The function F is increasing if and only if its logarithm is increasing. There-
fore, let us see that the function

h(x) = log Γ(5x) + log Γ(x)− 2 log Γ(3x)

is increasing. Denoting by ψ the logarithmic derivative of the Gamma function,
which satisfies (see, for instance [ABR])

ψ(x) =

∫ ∞
0

(
e−t

t
− e−xt

1− e−t

)
dt,

we have that

h′(x) = 5ψ(5x) + ψ(x)− 6ψ(3x) = 5

∫ ∞
0

(
e−t

t
− e−5xt

1− e−t

)
dt+

+

∫ ∞
0

(
e−t

t
− e−xt

1− e−t

)
dt− 6

∫ ∞
0

(
e−t

t
− e−3xt

1− e−t

)
dt

=

∫ ∞
0

1

1− e−t
(−5e−5xt − e−xt + 6e−3xt)dt.
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Then,

xh′(x) =

∫ ∞
0

1

1− e−t
(−5xe−5xt − xe−xt + 6xe−3xt)dt

=

∫ ∞
0

1

1− e−t
d

dt
(e−5xt + e−xt − 2e−3xt)dt

=

∫ ∞
0

e−t

(1− e−t)2

(
(e−5xt − e−3xt)− (e−3xt − e−xt)

)
dt.

Since the function e−y is convex, we have
e−5xt − e−3xt

2xt
≥ e−3xt − e−xt

2xt
, ∀x, t > 0

and so the last integral is positive. Thus, for every x > 0, h′(x) > 0 and we obtain
the result. It is clear that F ( 1

2 ) = 3. �

3. The SCNP on Bnp

In this section we will prove Theorem 1.1. We state the first result in the more
general context of a random vector uniformly distributed on a 1-symmetric convex
body. A convex body K ⊆ Rn is called 1-symmetric if for every (x1, . . . , xn) ∈
Rn, (ε1, . . . , εn) ∈ {±1}n and permutation σ : {1, . . . , n} → {1, . . . , n}, we have
(x1, . . . , xn) ∈ K if and only if (ε1xσ(1), . . . , εnxσ(n)) ∈ K. Clearly, Bnp is a 1-
symmetric convex body in Rn.

Proposition 3.1. Let X be a random vector uniformly distributed on a 1-symmetric
convex body K ⊆ Rn and write ξ1 = e1+e2√

2
, ξ2 = e1−e2√

2
. Let f : Sn−1 × Sn−1 → R

be the function

f(η1, η2) = E〈X, η1〉2〈X, η2〉2 − E〈X, η1〉2E〈X, η2〉2.
For every η1, η2 ∈ Sn−1 such that 〈η1, η2〉 = 0, we have

f(η1, η2) = f(e1, e2) + 2
(
f(ξ1, ξ2)− f(e1, e2)

) n∑
i=1

η1(i)2η2(i)2,

where ηj = (ηj(1), . . . ηj(n)), j = 1, 2.

Proof. Since X = (X1, . . . , Xn) is uniformly distributed on a 1-symmetric convex
body, we have EXiXj = 0,∀ i 6= j, and for every η ∈ Sn−1,

E〈X, η〉2 = E
( n∑
i=1

η(i)Xi

)2

= EX2
1 .

Therefore, E〈X, η1〉2E〈X, η2〉2 = EX2
1EX2

2 = E〈X, e1〉2E〈X, e2〉2. Again, since K is
a 1-symmetric convex body and 〈η1, η2〉 = 0,

E 〈X, η1〉2 〈X, η2〉2

=EX4
1

n∑
i=1

η1(i)2η2(i)2+EX2
1X

2
2

∑
i 6=j

η1(i)2η2(j)2+2EX2
1X

2
2

∑
i 6=j

η1(i)η2(i)η1(j)η2(j)

=EX4
1

n∑
i=1

η1(i)2η2(i)2+EX2
1X

2
2

(
1−

n∑
i=1

η1(i)2η2(i)2
)
− 2EX2

1X
2
2

n∑
i=1

η1(i)2η2(i)2

=E〈X, e1〉2〈X, e2〉2 +
(
EX4

1 − 3EX2
1X

2
2

) n∑
i=1

η1(i)2η2(i)2.
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On the other hand, it is easy to check that

EX4
1 − 3EX2

1X
2
2 = 2

(
E
(
X1 +X2√

2

)2(
X1 −X2√

2

)2

− EX2
1X

2
2

)
= 2

(
E〈X, ξ1〉2〈X, ξ2〉2 − E〈X, e1〉2〈X, e2〉2

)
.

The fact that E〈X, η〉2 is independent of η ∈ Sn−1 finishes the proof. �

Lemma 3.1. Let η1, η2 ∈ Sn−1 with 〈η1, η2〉 = 0. Then

0 ≤
n∑
i=1

η1(i)2η2(i)2 ≤ 1

2
.

The lower bound is attained at any two vectors of the canonical basis. The upper
bound is attained at the vectors ξ1 =

ei+ej√
2

and ξ2 =
ei−ej√

2
for any i 6= j.

Proof. The lower bound is trivial. For the upper bound consider the function
F : R2n → R given by F (η1, η2) =

∑n
i=1 η1(i)2η2(i)2 which we want to maximize

under the conditions
∑n
i=1 η1(i)η2(i) = 0 and

∑n
i=1 η1(i)2 =

∑n
i=1 η2(i)2 = 1.

Observe that if (η1, η2) is an extremal point so is (±η1,±η2) and (η2, η1). The
proof is a consequence of the Lagrange multipliers theorem. �

Proof of Theorem 1.1. Let X be a random vector uniformly distributed on Bnp =

Pe⊥n+1
Bn+1
p . We have seen in the proof of Proposition 3.1 that

2(f(ξ1, ξ2)− f(e1, e2)) = E〈X, e1〉4 − 3E〈X, e1〉2〈X, e2〉2.
We first apply Lemma 2.1 to the function 〈X, e1〉4. Notice that since e1 ∈ Rn we can

omit Pe⊥n+1
. Recall G = (g1, . . . , gn+1) and S =

(∑n+1
i=1 |gi|p

) 1
p

, where g1, . . . gn+1

are independent copies of g as in Section 2. Since G and G
S are also independent,

E〈X, e1〉4 =
E
〈
G
S , e1

〉4 |gn+1|p−1

Sp−1

E |gn+1|p−1

Sp−1

=
ESp−1E 〈G, e1〉4 |gn+1|p−1

ESp+3E|gn+1|p−1
=

ESp−1Eg4
1

ESp+3
.

In the same way, we apply Lemma 2.1 to 〈X, e1〉2 〈X, e2〉2

E〈X, e1〉2〈X, e2〉2 =
E
〈
G
S , e1

〉2〈G
S , e2

〉2 |gn+1|p−1

Sp−1

E |gn+1|p−1

Sp−1

=
ESp−1E 〈G, e1〉2〈G, e2〉2 |gn+1|p−1

ESp+3E|gn+1|p−1
=

ESp−1

ESp+3
Eg2

1g
2
2

=
ESp−1

ESp+3
(Eg2

1)2.

Therefore, the sign of f(ξ1, ξ2) − f(e1, e2) is equal to the sign of Eg4
1 − 3(Eg2

1)2

and by Lemma 2.2,

Eg4
1 − 3(Eg2

1)2 =
Γ
(

5
p

)
Γ
(

1
p

) − 3
Γ
(

3
p

)2

Γ
(

1
p

)2 =
Γ
(

3
p

)2

Γ
(

1
p

)2

(
F

(
1

p

)
− 3

)
,

where F (x) = Γ(5x)Γ(x)/Γ(3x)2. By Lemma 2.3 its sign is negative if p ≥ 2 and
positive if 1 ≤ p ≤ 2.
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By Lemma 3.1 and Proposition 3.1 the function f attains its maximum (resp.
minimum) at (e1, e2) and its minimum (resp. maximum) at (ξ1, ξ2) depending on
whether the sign of f(ξ1, ξ2)− f(e1, e2) is negative (resp. positive). �

Remark. Alternatively to the use of Lemma 2.3, the sign of Eg4
1 − 3(Eg2

1)2 can
be determined by results from [ENT, Corollary 23] (for 1 ≤ p ≤ 2) and [ENT2,
Theorem 2] (for p ≥ 2).

In order to prove Corollary 1.1, we compute the value of f at the extremal pairs,

Lemma 3.2.

f(e1, e2) =
Γ
(

1 + n
p

)
Γ
(

3
p

)2

Γ
(

1 + n+4
p

)
Γ
(

1
p

)2

1−
Γ
(

1 + n
p

)
Γ
(

1 + n+4
p

)
Γ
(

1 + n+2
p

)2

 ,

and

f(ξ1, ξ2) =

Γ
(

1 + n
p

)
Γ
(

3
p

)2
(
F
(

1
p

)
− 1− 2

Γ(1+ n
p )Γ(1+ n+4

p )
Γ(1+ n+2

p )
2

)
2Γ
(

1 + n+4
p

)
Γ
(

1
p

)2 .

Proof. Using Lemma 2.1, we have that

f(e1, e2) = EX2
1X

2
2 − (EX2

1 )2 =
ESp−1

ESp+3
(Eg2

1)2 −
(
ESp−1Eg2

1

ESp+1

)2

and, as we have seen in the proof of Proposition 3.1, that

f(ξ1, ξ2) =
1

2
(EX4

1−EX2
1X

2
2 )−(EX2

1 )2 =
ESp−1

2ESp+3

(
Eg4

1 − (Eg2
1)2
)
−
(
ESp−1Eg2

1

ESp+1

)2

.

Now substitute the expressions from Lemma 2.2, where S =
(∑n+1

i=1 |gi|p
) 1

p

. �

Proof of Corollary 1.1. Since n + 2 = n+(n+4)
2 and log Γ(x) is strictly convex

([ABR]), f(e1, e2) < 0 for every p ≥ 1. If 1 ≤ p < 2, Lemma 2.3 implies F
(

1
p

)
> 3

and by Stirling’s formula ([ABR], [M]),

lim
n→∞

Γ
(

1 + n
p

)
Γ
(

1 + n+4
p

)
Γ
(

1 + n+2
p

)2 = 1.

Thus, for every 1 ≤ p < 2 there exists n0(p) ∈ N so that if n ≥ n0, f(ξ1, ξ2) > 0. �

Remark. A statement fixing n first yields: For p = 2, f(ξ1, ξ2) = f(e1, e2) < 0
and so, by continuity, for every n ∈ N there exists p0(n) ∈ (1, 2) such that for
every p ≥ p0 a random vector uniformly distributed on Bnp satisfies the SNCP with
respect to every orthonormal basis.
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4. The SNCP on a projection of Bnp

In this section we will prove Theorem 1.2. The general scheme is analogous to
the one used in the previous section. The first Proposition below corresponds to
Proposition 3.1 for Bnp .

Recall that θ0 =
(

1√
n
, . . . , 1√

n

)
denotes the diagonal direction and Pθ⊥0 denotes

the orthogonal projection onto the hyperplane θ⊥0 .

Proposition 4.1. Let X be a random vector uniformly distributed on Pθ⊥0 B
n
p ,

n ≥ 4, p ≥ 1. Let f : Sθ⊥0 × Sθ⊥0 → R be the function

f(η1, η2) = E〈X, η1〉2〈X, η2〉2 − E〈X, η1〉2E〈X, η2〉2.

and write ξ1 = e1−e2+e3−e4
2 , ξ2 = e1−e2−e3+e4

2 , ξ1 = e1−e2√
2

, ξ2 = e3−e4√
2
∈ Sθ⊥0 . For

every η1, η2 ∈ Sθ⊥0 such that 〈η1, η2〉 = 0 we have

f(η1, η2) = f(ξ1, ξ2) + 4
(
f(ξ1, ξ2)− f(ξ1, ξ2)

) n∑
i=1

η1(i)2η2(i)2.

In order to prove this proposition we first state two lemmas. Recall g1, . . . , gn
denote independent copies of a random variable g, with density with respect to

Lebesgue measure e−|t|
p

2Γ(1+1/p) , G = (g1, . . . , gn), and S = (
∑n
i=1 |gi|p)

1
p . We define

ψθ0 := 1√
n

∣∣∑n
i=1 |gi|p−1 sgn(gi)

∣∣.
Lemma 4.1. For every η ∈ Sθ⊥0 , E〈X, η〉2 =

ESp−1Eg1(g1 − g2)ψθ0
ESp+1Eψθ0

and, in par-

ticular, it is independent of η.

Proof. η = (η(1), . . . , η(n)) ∈ Sθ⊥0 is equivalent to
∑n
i=1 η(i)2 = 1,

∑n
i=1 η(i) = 0.

Apply Lemma 2.1 to the function 〈X, η〉2

E〈X, η〉2 =
E
〈
G
S , η

〉2 ∣∣∣ 1√
n

∑n
i=1

|gi|p−1

Sp−1 sgn(gi)
∣∣∣

E
∣∣∣ 1√

n

∑n
i=1

|gi|p−1

Sp−1 sgn(gi)
∣∣∣ =

ESp−1

ESp+1

E〈G, η〉2ψθ0
Eψθ0

=
ESp−1

ESp+1Eψθ0

 n∑
i=1

Eg2
i ψθ0η(i)2 +

n∑
i 6=j

Egigjψθ0η(i)η(j)


=

ESp−1

ESp+1Eψθ0

Eg2
1ψθ0

n∑
i=1

η(i)2 + Eg1g2ψθ0

n∑
i 6=j

η(i)η(j)


=

ESp−1

ESp+1Eψθ0

Eg2
1ψθ0 + Eg1g2ψθ0

( n∑
i=1

η(i)

)2

− 1

 . �

In the next lemma we rewrite several expressions in terms of

n∑
i=1

η1(i)2η2(i)2.

Lemma 4.2. Let η1, η2 ∈ Sθ⊥0 with 〈η1, η2〉 = 0. Then

•
n∑
i 6=j

η1(i)η1(j)η2(j)2 = −
n∑
i=1

η1(i)2η2(i)2,
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•
∑
i 6=j

η1(i)2η2(j)2 = 1−
n∑
i=1

η1(i)2η2(i)2,

•
n∑
i 6=j

η1(i)η2(i)η1(j)η2(j) = −
n∑
i=1

η1(i)2η2(i)2,

•
n∑

i 6=j 6=k

η1(i)2η2(j)η2(k) = −1 + 2

n∑
i=1

η1(i)2η2(i)2, where the sum on the left

runs over the tripples of distinct indices (i, j, k).

•
∑
i 6=j 6=k

η1(i)η2(i)η1(j)η2(k) = 2

n∑
i=1

η1(i)2η2(i)2, where the sum on the left

runs over the tripples of distinct indices (i, j, k).

•
n∑

i 6=j 6=k 6=l

η1(i)η1(j)η2(k)η2(l) = 1− 6

n∑
i=1

η1(i)2η2(i)2, where the sum on the

left runs over the tuples of distinct indices (i, j, k, l).

Proof. The first three identities are obtained by adding and substracting the sum
with i = j and taking into account that ‖η1‖2 = ‖η2‖2 = 1 and 〈η1, η2〉 = 0. For
the fourth one, notice that since ‖η1‖2 = 1,

n∑
i 6=j 6=k

η1(i)2η2(j)η2(k) =
∑
k 6=j

(
η2(j)η2(k)− η1(j)2η2(j)η2(k)− η1(k)2η2(j)η2(k)

)
= −

n∑
j=1

η2(j)2 −
n∑
j 6=k

(
η1(j)2η2(j)η2(k) + η1(k)2η2(j)η2(k)

)
and then use the first identity. For the fifth one, notice that since 〈η1, η2〉 = 0

n∑
i 6=j 6=k

η1(i)η2(i)η1(j)η2(k) =
∑
k 6=j

(
0− η1(j)2η2(j)η2(k)− η1(j)η1(k)η2(k)2

)
and then use the first identity. For the last one, we use

∑n
i=1 η1(i) = 0

n∑
i6=j 6=k 6=l

η1(i)η1(j)η2(k)η2(l)

=
∑
j 6=k 6=l

(
0− η1(j)2η2(k)η2(l)− η1(j)η1(k)η2(k)η2(l)− η1(j)η2(k)η1(l)η2(l)

)
and then use the fourth and the fifth identities. �

Proof of Proposition 4.1. By Lemma 2.1 we have that for every η1, η2 ∈ Sθ⊥0 , with

〈η1, η2〉 = 0,

E〈X, η1〉2〈X, η2〉2 =
E
〈
G
S , η1

〉2 〈G
S , η2

〉2 ∣∣∣ 1√
n

∑n
i=1

|gi|p−1

Sp−1 sgn(gi)
∣∣∣

E
∣∣∣ 1√

n

∑n
i=1

|gi|p−1

Sp−1 sgn(gi)
∣∣∣

=
ESp−1

ESp+3

E〈G, η1〉2〈G, η2〉2ψθ0
Eψθ0

.
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Expanding the product and since the g′is are identically distributed, we have

E〈G, η1〉2〈G, η2〉2ψθ0 =

n∑
i,j,k,l=1

Egigjgkglψθ0η1(i)η1(j)η2(k)η2(l)

= Eg4
1ψθ0

n∑
i=1

η1(i)2η2(i)2

+ Eg3
1g2ψθ0

(
2

n∑
i 6=j

η1(i)η1(j)η2(j)2 + 2

n∑
i6=j

η1(i)2η2(i)η2(j)
)

+ Eg2
1g

2
2ψθ0

( n∑
i 6=j

η1(i)2η2(j)2 + 2

n∑
i 6=j

η1(i)η2(i)η1(j)η2(j)
)

+ Eg2
1g2g3ψθ0

( n∑
i 6=j 6=k

η1(i)2η2(j)η2(k) + 4

n∑
i 6=j 6=k

η1(i)η2(i)η1(j)η2(k)

+
∑
i 6=j 6=k

η2(i)2η1(j)η1(k)
)

+ Eg1g2g3g4ψθ0
∑

i 6=j 6=k 6=l

η1(i)η1(j)η2(k)η2(l).

and by the identities in Lemma 4.2 we obtain

E〈G, η1〉2〈G, η2〉2ψθ0 = E
(
g2

1g
2
2 − 2g2

1g2g3 + g1g2g3g4

)
ψθ0

+
(
E
(
g4

1 − 4g3
1g2 − 3g2

1g
2
2 + 12g2

1g2g3 − 6g1g2g3g4

)
ψθ0
) n∑
i=1

η1(i)2η2(i)2.

We can express the first summand as

E(g2
1g

2
2−2g2

1g2g3+g1g2g3g4)ψθ0 =
1

4
E(g1−g2)2(g3−g4)2ψθ0 = E〈G, ξ1〉2〈G, ξ2〉2ψθ0 .

and the factor E(g4
1 − 4g3

1g2 − 3g2
1g

2
2 + 12g2

1g2g3 − 6g1g2g3g4)ψθ0 in the second
summand as

4E
(
g1 − g2 + g3 − g4

2

)2(
g1 − g2 − g3 + g4

2

)2

ψθ0−4E
(
g1 − g2√

2

)2(
g3 − g4√

2

)2

ψθ0

= 4E〈G, ξ1〉2〈G, ξ2〉2ψθ0 − 4E〈G, ξ1〉2〈G, ξ2〉2ψθ0
Consequently,

E〈X, η1〉2〈X, η2〉2 = E〈X, ξ1〉2〈X, ξ2〉2

+ 4
(
E〈X, ξ1〉2〈X, ξ2〉2 − E〈X, ξ1〉2〈G, ξ2〉2

) n∑
i=1

η1(i)2η2(i)2

and, since by Lemma 4.1 the value of E〈X, η〉2 does not depend on the vector
η ∈ Sθ⊥0 , we obtain the result. �

The following lemma is analogous to Lemma 3.1

Lemma 4.3. Let η1, η2 ∈ Sθ⊥0 with 〈η1, η2〉 = 0, n ≥ 4. Then

0 ≤
n∑
i=1

η1(i)2η2(i)2 ≤ 1

4
.
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The lower bound is attained at the vectors ξ1 = e1−e2√
2

, ξ2 = e3−e4√
2

. The upper

bound is attained at the vectors ξ1 = e1−e2+e3−e4
2 and ξ2 = e1−e2−e3+e4√

2
.

Proof. The lower bound is trivial. For the upper bound consider the function
F : R2n → R given by F (η1, η2) =

∑n
i=1 η1(i)2η2(i)2 which we want to maxi-

mize under the conditions
∑n
i=1 η1(i) =

∑n
i=1 η2(i) =

∑n
i=1 η1(i)η2(i) = 0 and∑n

i=1 η1(i)2 =
∑n
i=1 η2(i)2 = 1. Observe that if (η1, η2) is an extremal point so

is (±η1,±η2) and (η2, η1). Applying the Lagrange multipliers theorem, there exist
A,B,C ∈ R such that the extremal points satisfy

η1(i)η2(i)2 −Aη1(i)−Bη2(i)− C = 0 ∀ i = 1 . . . n

and, by the observation above, also satisfy the equality exchanging ηj and ±ηj
(j = 1, 2) and η2 and η1.

That implies B = C = 0 and η1(i)2 = η2(i)2 ∀ i = 1 . . . n. Write k, 0 ≤ k ≤ n,
for the number of non zero coordinates of η1 (or η2). Since

∑n
i=1 η1(i)2η2(i)2 = A,

we have kη1(i)4 = kη2(i)4 = A for every non zero coordinate. k = 0, 1, 2, 3 do not
satisfy the conditions, so the maximum value is attained at k = 4 and corresponds
to the vectors ξ1 and ξ2. �

We now proceed to determining the sign of f(ξ1, ξ2)− f(ξ1, ξ2). We will use the
following probabilistic argument:

Lemma 4.4. Denote Y = (g1, . . . , gk) and Yk =
∑k
i=1 sgn(gi)|gi|p−1. Let Z be a

symmetric real random variable independent of Y and let h : Rk → R be integrable.
Then

Eh(g1, . . . , gk)|Yk + Z| = Eh(g1, . . . , gk)E|Z|+ Eh(g1, . . . , gk)(|Yk| − |Z|)χ{|Yk|≥|Z|}

and ∣∣∣Eh(g1, . . . , gk)(|Yk| − |Z|)χ{|Yk|≥|Z|}

∣∣∣ ≤ (E|h(g1, . . . , gk)|2
)1/2 (E|Yk|2)1/2 .

Proof. Write h = h(g1, . . . , gk) for short. Our hypotheses readily imply,

Eh · |Yk + Z| = Eh · 1

2
(|Yk + Z|+ |Yk − Z|) = Eh ·max{|Yk|, |Z|}.

Fix (g1, . . . , gk) and compute the expectation with respect to Z. We have,

EZ h(g1, . . . , gk) ·max{|Yk|, |Z|} = h(g1, . . . , gk) ·
∫ ∞

0

PZ{max{|Yk|, |Z|} > t} dt

= h ·
(
|Yk|+

∫ ∞
|Yk|

PZ{|Z| > t} dt
)

= h ·
(
|Yk| −

∫ |Yk|

0

PZ{|Z| > t} dt
)

+ h · E|Z|

= h · E|Z|+ h ·
∫ |Yk|

0

PZ{|Z| ≤ t} dt.

Finally, notice that by Fubini’s theorem∫ |Yk|

0

PZ{|Z| ≤ t} dt = |Yk|
∫ 1

0

PZ{|Z| ≤ t|Yk|} dt = |Yk| EZ
∫ 1

0

χ{ |Z||Yk|
≤t} dt

= |Yk|EZ
(

1−min

{
1,
|Z|
|Yk|

})
.
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Taking now expectation EY finishes the proof of the first statement. For the second
one notice that

∣∣Eh(g1, . . . , gk)(|Yk| − |Z|)χ{|Yk|≥|Z|}
∣∣ ≤ E|h(g1, . . . , gk)| · |Yk| and

use the Cauchy-Schwarz inequality. �

The following estimate will be useful in the sequel,

Lemma 4.5. ([AB3, Lemma 3.4]) For some absolute constants c, C > 0,

c
√
p
≤ Eψθ0 ≤

C
√
p

if 1 ≤ p ≤ n.

We have the following result regarding the sign of f(ξ1, ξ2) − f(ξ1, ξ2), which
shall give Theorem 1.2 as a consequence.

Proposition 4.2. Let X be a random vector uniformly distributed on Pθ0B
n
p and

let f : Sθ⊥0 × Sθ⊥0 → R given by

f(η1, η2) = E〈X, η1〉2〈X, η2〉2 − E〈X, η1〉2E〈X, η2〉2.

Write ξ1 = e1−e2+e3−e4
2 , ξ2 = e1−e2−e3+e4

2 , ξ1 = e1−e2√
2

, ξ2 = e3−e4√
2
∈ Sθ⊥0 . For

every p > 2 there exists n0(p) ∈ N such that if n ≥ n0,

f(ξ1, ξ2)− f(ξ1, ξ2) ≤ 0

and for every 1 ≤ p ≤ 2 there exists n1(p) ∈ N such that if n ≥ n1,

f(ξ1, ξ2)− f(ξ1, ξ2) ≥ 0.

Proof. Since f is constant for p = 2, we will focus on the cases p 6= 2. We have
seen in the proof of Proposition 4.1 that

4(f(ξ1, ξ2)−f(ξ1, ξ2)) =
ESp−1

ESp+3Eψθ0
E(g4

1−4g3
1g2−3g2

1g
2
2+12g2

1g2g3−6g1g2g3g4)ψθ0

and so, the sign of f(ξ1, ξ2) − f(ξ1, ξ2) is equal to the sign of E(h ψθ0) where
h(g1, g2, g3, g4) = g4

1 − 4g3
1g2 − 3g2

1g
2
2 + 12g2

1g2g3 − 6g1g2g3g4.

We apply then Lemma 4.4 to Y4 =

4∑
i=1

sgn(gi)|gi|p−1, Z =

n∑
i=5

sgn(gi)|gi|p−1 and

h as above and

√
nψθ0 =

∣∣∣∣∣
4∑
i=1

sgn(gi)|gi|p−1 +

n∑
i=5

sgn(gi)|gi|p−1

∣∣∣∣∣ = |Y4 + Z|.

On one hand,

Eh(g1, . . . , g4)E|Z| =
Γ
(

3
p

)2

Γ
(

1
p

)2

(
F

(
1

p

)
− 3

)
E

∣∣∣∣∣
n∑
i=5

|gi|p−1 sgn(gi)

∣∣∣∣∣ ,
where F (x) = Γ(5x)Γ(x)/Γ(3x)2, since the g′is are i.i.d. symmetric random vari-
ables and by the computation in the proof of Theorem 1.1,

Eh(g1, g2, g3, g4) = Eg4
1 − 3(Eg2

1)2 =
Γ
(

3
p

)2

Γ
(

1
p

)2

(
F

(
1

p

)
− 3

)
.
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Also, by Lemma 4.5 we have

c
√
n

√
p
≤ E

∣∣∣∣∣
n∑
i=5

|gi|p−1 sgn(gi)

∣∣∣∣∣ ≤ C
√
n

√
p

provided that 1 ≤ p ≤ n for some absolute constants c, C > 0.
On the other hand, by straightforward computations

E|h(g1, . . . , g4)|2 = Eg8
1 + 10Eg6

1Eg2
1 + 9(Eg4

1)2 + 144Eg4
1(Eg2

1)2 + 36(Eg2
1)4

which, by Lemma 2.2 is bounded by an absolute constant. Thus,(
E|h(g1, . . . , g4)|2

)1/2 E(|Y4|2)1/2 ≤ C
(
E|g1|2p−2

) 1
2 ≤ C ′
√
p

again by Lemma 2.2 for some absolute constant C ′ > 0.

Recall that factor F
(

1
p

)
−3 is positive for 1 ≤ p < 2 and negative for p > 2. We

put all estimates together and obtain for some absolute constants c1, c2, C1, C2 > 0:

Let p > 2, then for n ≥ n0(p)

√
n E h(g1, g2, g3, g4)ψθ0 ≤

C1
√
n

(
Γ( 3

p )
2

Γ( 1
p )

2

(
F
(

1
p

)
− 3
))

+ C2

√
p

< 0.

Let 1 ≤ p < 2, then for n ≥ n1(p)

√
nEh(g1, g2, g3, g4)ψθ0 ≥

c1
√
n

(
Γ( 3

p )
2

Γ( 1
p )

2

(
F
(

1
p

)
− 3
))
− c2

√
p

> 0.

�

Proof of Theorem 1.2. Proceed as in the proof of Theorem 1.1, using Lemma 4.3
and Propositions 4.1 and 4.2. �

Finally, in order to deduce Corollary 1.2 we shall compute the sign of f(ξ1, ξ2)
for p ≥ 2 and f(ξ1, ξ2) for 1 ≤ p ≤ 2. For that matter, we denote g1, . . . gn i.i.d.

copies of g and the g′is, and ψθ0 =
∣∣∣ 1√

n

∑n
i=1 sgn(gi)|gi|p−1

∣∣∣.
Lemma 4.6. Let X a be random vector uniformly distributed on Pθ⊥0 B

n
p , p ≥ 1

and f : Sθ⊥0 × Sθ⊥0 → R given by

f(η1, η2) = E〈X, η1〉2〈X, η2〉2 − E〈X, η1〉2E〈X, η2〉2.

Write ξ1 = e1−e2√
2

, ξ2 = e3−e4√
2
∈ Sθ⊥0 . Then

f(ξ1, ξ2) =
ESp−1Eh(g1, g2, g3, g4, g1, g2)ψθ0ψθ0

ESp+3Eψθ0ψθ0
,

where h : R6 → R is defined by

h(x1, . . . , x6) = x1x
2
2 − 2x2

1x2x3 + x1x2x3x4

− ESp−1ESp+3

(ESp+1)2
(x2

1x
2
5 − 2x1x2x

2
5 + x1x2x5x6).
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Proof. We have seen in the proof of Proposition 4.1 that

E〈X, ξ1〉2〈X, ξ2〉2 =
ESp−1E(g1g

2
2 − 2g2

1g2g3 + g1g2g3g4)ψθ0
ESp+3Eψθ0

=
ESp−1E(g1g

2
2 − 2g2

1g2g3 + g1g2g3g4)ψθ0ψθ0
ESp+3Eψθ0ψθ0

.

and in the proof of Lemma 4.1,

E〈X, ξ1〉2E〈X, ξ2〉2 =
(ESp−1)2E(g2

1 − g1g2)(g2
1 − g1g2)ψθ0ψθ0

(ESp+1)2Eψθ0ψθ0
.

Since Eg1g2g
2
1ψθ0ψθ0 = Eg1g2g

2
1ψθ0ψθ0 , we obtain the result. �

Therefore, the sign of f(ξ1, ξ2) coincides with the sign of Ehψθ0ψθ0 . We split
the latter quantity in four terms by using Lemma 4.4.

Lemma 4.7. Denote Y 2 =

2∑
i=1

|gi|p−1 sgn(gi), Y4 =

4∑
i=1

|gi|p−1 sgn(gi) and Z =

n∑
i=3

|gi|p−1 sgn(gi), Z =

n∑
i=5

|gi|p−1 sgn(gi). Then,

n Eh(g1, g2, g3, g4, g1, g2)ψθ0ψθ0 = Eh(g1, g2, g3, g4, g1, g2)E |Z|E
∣∣Z∣∣

+ E
∣∣Z∣∣Eh(g1, g2, g3, g4, g1, g2) (|Y4| − |Z|)χ{|Y4|≥|Z|}

+ E |Z|Eh(g1, g2, g3, g4, g1, g2)
(∣∣Y2

∣∣− ∣∣Z∣∣)χ{|Y2|≥|Z|}
+ Eh(g1, g2, g3, g4, g1, g2) (|Y4| − |Z|)χ{|Y4|≥|Z|}

(∣∣Y2

∣∣− ∣∣Z∣∣)χ{|Y2|≥|Z|}.

Proof. First condition on the random variables g1, . . . gn and apply Lemma 4.4 with
Y2 and Z. Then take expectations with respect to g1, . . . gn, use Fubini’s theorem
and, conditioning on g1, . . . gn, apply again Lemma 4.4 with Y4 and Z. �

Lemma 4.8. Let p ≥ 1 and ξ1 = e1−e2√
2

, ξ2 = e3−e4√
2
∈ Sθ⊥0 . For every n ≥ n0(p)

for some n0(p) ∈ N,

f(ξ1, ξ2) < 0.

Proof. We proceed as in the proof of Proposition 4.2:
By Lemma 4.6, we will compute the sign of nEh(g1, g2, g3, g4, g1, g2)ψθ0ψθ0 . For

that matter we apply Lemma 4.7 and estimate each summand. By definition of h
and Lemma 2.2,

E h = −ESp−1ESp+3

(ESp+1)2
(Eg2

1)2 = −
Γ
(

1 + n−1
p

)
Γ
(

1 + n+3
p

)
Γ
(

3
p

)2

Γ
(

1 + n+1
p

)2

Γ
(

1
p

)2 < −c

for some absolute constant c > 0, since Γ(1 + x) = xΓ(x), x > 0, implies c <

Eg2
1 and the convexity of log Γ yields Γ

(
1 + n−1

p

)
Γ
(

1 + n+3
p

)
≥ Γ

(
1 + n+1

p

)2

.

Also observe that, by Stirling’s formula, ESp−1ESp+3

(ESp+1)2 is bounded from above by

an absolute constant. Proceeding as in the proof of Proposition 4.2, by direct
computation and using Lemma 2.2, Eh2(g1, g2, g3, g4, g1, g2) ≤ C. In the sequel we
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shall use the same letter c, C... to denote possibly different values of an absolute
constant c, C... > 0.

According to Lemma 4.4 and Lemma 2.2, the second summand has absolute
value bounded by

E|Z|(Eh2)1/2(E|Y2|2)1/2 ≤ C
√
p
E|Z|

and in the same way, the third summand has absolute value bounded by

E|Z|(Eh2)1/2(E|Y4|2)1/2 ≤ C
√
p
E|Z|

Similarly, the forth summand has absolute value bounded by C
p and finally, Lemma

4.5 implies c

√
n
√
p
≤ E |Z| ,E

∣∣Z∣∣ ≤ C√n√
p

whenever p ≤ n.

We put all estimates together and conclude that for 1 ≤ p ≤ n and some absolute
constants:

npESp+3Eψθ0ψθ0
ESp−1

f(ξ1, ξ2) ≤ −C1n+ C2

√
n+ C3

√
n+ C4.

The result now easily follows. �

In the following lemma we compute the value of f(ξ1, ξ2).

Lemma 4.9. Let X be a random vector uniformly distributed on Pθ⊥0 B
n
p , p ≥ 1,

and let f : Sθ⊥0 × Sθ⊥0 → R be given by

f(η1, η2) = E〈X, η1〉2〈X, η2〉2 − E〈X, η1〉2E〈X, η2〉2.

Write ξ1 = e1−e2+e3−e4
2 , ξ2 = e1−e2−e3+e4

2 . Then

f(ξ1, ξ2) =
ESp−1Eh(g1, g2, g3, g4, g1, g2)ψθ0ψθ0

ESp+3Eψθ0ψθ0
,

where h : R6 → R is defined by

h(x1, x2, x3, x4, x5, x6) =
1

4
x4

1 − x3
1x2 −

3

4
x2

1x
2
2 + x2

1x2x3 −
1

2
x1x2x3x4 + x1x

2
2

− ESp−1ESp+3

(ESp+1)2
(x2

1x
2
5 − 2x1x2x

2
5 + x1x2x5x6).

Proof. We have seen in the proof of Proposition 4.1 that

E(g4
1 − 4g3

1g2 − 3g2
1g

2
2 + 12g2

1g2g3 − 6g1g2g3g4)ψθ0 =
= 4E〈G, ξ1〉2〈G, ξ2〉2ψθ0 − 4E〈G, ξ1〉2〈G, ξ2〉2ψθ0

and then, taking into account that

E〈G, ξ1〉2〈G, ξ2〉2ψθ0 = E(g1g
2
2 − 2g2

1g2g3 + g1g2g3g4)ψθ0

we obtain that

E〈X, ξ1〉2〈X, ξ2〉2 =
ESp−1

ESp+3Eψθ0
E〈G, ξ1〉2〈G, ξ2〉2ψθ0

=
ESp−1

ESp+3Eψθ0ψθ0

(
E(

1

4
g4

1 − g3
1g2 −

3

4
g2

1g
2
2 + g2

1g2g3 −
1

2
g1g2g3g4 + g1g

2
2)ψθ0ψθ0

)
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Since, by Lemma 4.1

E〈X, ξ1〉2E〈X, ξ2〉2 =
(ESp−1)2E(g2

1 − g1g2)(g2
1 − g1g2)ψθ0ψθ0

(ESp+1)2Eψθ0ψθ0
and Eg1g2g

2
1ψθ0ψθ0 = Eg1g2g

2
1ψθ0ψθ0 , we obtain the result. �

Lemma 4.10. Let ξ1 = e1−e2+e3−e4
2 , ξ2 = e1−e2−e3+e4

2 ∈ Sθ⊥0 . There exists n0 ∈ N
such that for every n ≥ n0 and 1 ≤ p ≤ 2

f(ξ1, ξ2) < 0

Proof. By Lemma 4.9 we must compute the sign of Eh(g1, g2, g3, g4, g1, g2)ψθ0ψθ0 .
For that matter we apply Lemma 4.7 with the same choice of random variables and
h as above. The behaviour of the sign is determined by the sign of

Eh =
Γ
(

3
p

)2

4Γ
(

1
p

)2

F (1

p

)
− 3−

4Γ
(

1 + n−1
p

)
Γ
(

1 + n+3
p

)
Γ
(

1 + n+1
p

)2


≤

Γ
(

3
p

)2

4Γ
(

1
p

)2 (6− 3− 4) = −
Γ
(

3
p

)2

4Γ
(

1
p

)2 .

As in Proposition 4.3, we bound the terms in Lemma 4.7 in the same manner and
conclude as before that for some absolute constants,

npESp+3Eψθ0ψθ0
ESp−1

f(ξ1, ξ2) ≤ −C1n+ C2

√
n+ C3

√
n+ C4. �

Proof of Corollary 1.2. It follows from Lemmas 4.8 and 4.10 and Theorem 1.2. �

Remark. By a closer study it is possible to state the results of this section letting

p grow with n. Using the estimate c′
√
n√
p ≤ Eψθ0 ≤

C′
√
n√
p , p ≥ n, proven in [AB3],

our method works for at least p ≤ cn2. However, by viewing the situation at
p = ∞ mentioned in the introduction, we believe Corollary 1.3 should hold for C
independent of p.

Aknowledgements. We thank the referee for valuable comments that helped us
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