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Abstract 8 

Fire regimes are strongly dependent on human activities. Understanding the relative influence of 9 
human factors on wildfire is an important ongoing task especially in human-dominated landscapes such as 10 
the Mediterranean, where anthropogenic ignitions greatly surpass natural ignitions and human activities are 11 
modifying historical fire regimes. Most human drivers of wildfires have a temporal dimension, far beyond 12 
the appearance of change, and it is for this reason that we require an historical/temporal analytical 13 
perspective coupled to the spatial dimension. 14 

In this paper, we investigate and analyze spatial-temporal changes in the contribution of major 15 
human factors influencing forest fire occurrence, using Spanish historical statistical fire data from 1988 to 16 
2012. We hypothesize that the influence of socioeconomic drivers on wildfires has changed over this 17 
period. Our method is based on fitting yearly explanatory regression models – testing several scenarios of 18 
wildfire data aggregation – using logit and Poisson Generalized Linear Models to determine the significance 19 
thresholds of the covariates. We then conduct a trend analysis using the Mann-Kendall test to calculate and 20 
analyze possible trends in the explanatory power of human driving factors of wildfires. Finally, 21 
Geographically Weighted Regression Models are explored to examine potential spatial-temporal patterns. 22 
Our results suggest that some of the explanatory factors of logistic models do vary over time and that new 23 
explanatory factors might be considered (such as arson-related variables or climate factors), since some of 24 
the traditional ones seem to be losing significance in presence-absence models, opposite to fire frequency 25 
models. In particular, the Wildland-Agricultural Interface and Wildland-Urban Interface appear to be losing 26 
explanatory power regarding ignition probability, and Protected Areas is becoming less significant in fire 27 
frequency models. GWR models revealed that this temporal behavior is not stationary neither over space 28 
or time. 29 
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1. Introduction 44 

Fire is no longer a significant part of the traditional systems of life; however, it remains strongly 45 
tied to human activity (Leone et al. 2009). Knowledge of the causes of forest fires and the main driving 46 
factors of ignition is an indispensable step towards effective fire prevention (Ganteaume et al. 2013). It is 47 
widely recognized that current fire regimes are changing as a result of environmental and climatic changes 48 
(Pausas and Keeley 2009) with increased fire frequency in several areas in the Mediterranean Region of 49 
Europe (Rodrigues et al., 2013). In Mediterranean-type ecosystems, several studies have indicated that 50 
these changes are mainly driven by fire suppression policies (Minnich 1983), climate (Pausas and 51 
Fernández-Muñoz 2012), and human activities (Bal et al. 2011). Human drivers mostly have a temporal 52 
dimension, which is why an historical/temporal perspective is often required (Zumbrunnen et al. 2011; 53 
Carmona et al. 2012). In Mediterranean Europe, increases in the number of fires have been detected in some 54 
countries, including Portugal and Spain (San-Miguel-Ayanz et al. 2012; Rodrigues et al. 2013). In addition, 55 
a recent work by Turco et al. (2016) suggests huge spatial and temporal variability in fire frequency trends 56 
specially in the case of Spain, where increasing and decreasing trends were detected depending on the 57 
analysis period and scale. This increase in wildfire frequency and variability, with its associated risks to the 58 
environment and society (Moreno et al. 2011; Moreno et al. 2014), calls for better understanding of the 59 
processes that control wildfire activity (Bar Massada et al. 2012). 60 

In recent decades, major efforts have been made to determine the influence of climate change on 61 
natural hazards, and to develop models and tools to properly characterize and quantify changes in climatic 62 
patterns. For instance, Global Circulation Models can provide credible quantitative estimates of future 63 
climate change (Randall et al. 2007). In the particular case of wildfire hazard, most climate models are able 64 
to derive fire danger components and inputs, and thereby characterize a probable fire regime (Lynch et al. 65 
2007; Chelli et al. 2014). In this regard, a big effort has been invested to explore and assess the influence 66 
of climate change on wildfire hazard. For example, several works such as Koutsias et al. (2013) or Harris 67 
et al. (2014), revealed long-term positive correlation between fire occurrence and air temperature and heat 68 
waves.  69 

However, fire regimes are strongly dependent on human activities (Salis et al. 2013; Archibald et 70 
al. 2013). While physical processes involved in ignition and combustion are theoretically simple, 71 
understanding the relative influence of human factors in determining wildfire is an ongoing task (Mann et 72 
al. 2016). Due to the difficulty of predicting the peculiarities of human behavior, we face a high degree of 73 
uncertainty when modeling human-caused forest fires. However, it is clear that human-caused fires that 74 
occur repeatedly in a given geographical area are not simply reducible to individual personal factors, and 75 
thus subject to pure chance. They are usually the result of a spatial pattern, whose origin is in the interaction 76 
of environmental and socioeconomic conditions (Koutsias et al. 2016). This is particularly true in human-77 
dominated landscapes such as Spain, where anthropogenic ignitions surpass natural ignitions, and humans 78 
interact to a large degree with the landscape, changing its flammability, and act as fire initiators or 79 
suppressors. In such cases, human influence may cause sudden changes in fire frequency, intensity and 80 
burned area size (Pezzatti et al. 2013). A first step is to identify all the factors linked to human activity, 81 
establishing their relative importance in space and time (Martínez et al. 2009; Martínez et al. 2013). 82 
According to Moreno et al. (2014), the number of fires over the past 50 years in Spain has increased, driven 83 
by climate and land use changes. However, this tendency has been recently reversed due to fire prevention 84 
and suppression policies. This highlights the influence of changes in the role of human activities as some 85 
of the major driving forces. For instance, changes in population density patterns – both rural and urban – 86 
and traditional activities have been linked to an increase in intentional fires. In this sense, several works 87 
have previously investigated the influence of human driving factors of wildfires in Spain. These works have 88 
explored in detail a wide range of human variables (Martínez et al. 2009; Chuvieco et al. 2010) and methods. 89 
Specifically, Generalised Linear Models (Vilar del Hoyo et al. 2008; Martínez et al. 2009; Moreno et al. 90 
2014), machine learning methods (Vega-Garcia et al. 1996; Rodrigues and de la Riva 2014), and more 91 
spatial-explicit models like Geographically Weighted Regression (Martínez et al. 2013; Rodrigues et al. 92 
2014) have previously been employed. However, all these approaches could be considered as stationary 93 
from a temporal point of view, since they are based on ‘static’ fire data information summarized or 94 
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aggregated for a given time span. However, the influence of human drivers cannot be expected to be 95 
stationary. Zumbrunnen et al. (2012) stress the importance of dealing with the temporal dimension of 96 
human drivers of wildfires. Therefore, exploring temporal changes in socioeconomic or anthropogenic 97 
drivers of wildfire will enhance our understanding of both current and future patterns of fire ignition and 98 
thus help improve suppression and prevention policies. 99 

The main goal of this paper is answering the following question. Do human drivers of wildfire 100 
vary over time and space? To do this, we investigate and analyze spatial-temporal fluctuations in the 101 
contribution of the major human factors of forest fire hazard (such as Wildland-Urban interface, Wildland-102 
Agricultural interface, tracks, railways or protected areas) in Spain by fitting GLM and GWR models. We 103 
hypothesize that the influence of these socioeconomic drivers on wildfires has changed over this period. 104 

 105 
 106 

2. Materials and methods 107 
 108 
2.1. Study area 109 

The study area covers the whole of peninsular Spain excluding the Balearic and Canary Islands 110 
and the autonomous cities of Ceuta and Melilla. Thus, the total area of the study region was around 498,000 111 
km2. Spain is very biophysically diverse, presenting a wide variety of climatic, topographic, and 112 
environmental conditions. This diversity also appears when discussing socioeconomic conditions, in terms 113 
of settlement systems and population structure, productive sector, land use and land cover changes, or 114 
territory structure. The complexity of the socioeconomic conditions thus plays a determinant role in wildfire 115 
assessments, which is especially important when modeling human factors, since this complexity transfers 116 
into the relationships between socioeconomic variables and a natural phenomenon such as wildfire, making 117 
the assessment less straightforward. 118 

 119 
2.2. Method overview 120 

The proposed method aims to address spatial-temporal changes in the contribution of human 121 
explanatory factors to wildfires. The method is based on fitting yearly logistic and Poisson GLM 122 
(Generalized Linear Models) using historical fire data. These models allow determining the contribution of 123 
each covariate analyzing the Z-values of the beta coefficients. These models are fitted using three different 124 
temporal scales of aggregation of fire count data – 1, 3, and 5 years – in the period 1988-2012, obtained 125 
from the EGIF (General Statistics of Wildfires) database. The explanatory variables were constructed using 126 
data for different years within the analysis time span in order to reflect possible temporal or ongoing 127 
changes (both response and explanatory variables will be introduced and described later). Once models are 128 
fitted, trend detection – by means of the Mann-Kendall test – is applied to Z-values of beta coefficients, to 129 
determine to which extent their contribution varies over time.   130 

Additionally, in order to search for underlying spatial patterns influencing temporal variations we 131 
model the spatial distribution of the explanatory factors using Geographically Weighted Regression (GWR) 132 
logit and Poisson models. We fitted separate models for 1990 and 2006 in the 5-year temporal scale, then 133 
mapping and comparing the significance (p<0.05) of each explanatory factor in both dates.   134 

All the analysis were developed using the R statistical software (R Development Team Core 2013), 135 
packages kendall and zyp for trend analysis, and glm for model calibration; with the exception of GWR that 136 
was conducted using the software GWR v4.0.  137 

 138 
2.3.  Fire data and response variables 139 

The dependent variable for both GLM and GWR models was built from the Spanish EGIF database 140 
using fire records from 1988 to 2012. The EGIF database is one of the oldest wildfire databases in Europe, 141 
beginning in 1968 (Vélez 2001). It is compiled by the Spanish Department of Defense Against Forest Fires 142 
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(ADCIF) in the Ministry of Agriculture, Food, and Environment (MAGRAMA) from forest fire statistical 143 
reports. Among other useful information relating to fire events, the reports include the starting point of each 144 
fire, recorded on a 10x10 km (Spanish Institute for Nature Conservation) reference grid used by firefighting 145 
crews for the approximate location of fire events. Note that this grid is used in this study as the spatial 146 
reference data unit, meaning that all data are obtained from or refer to it.  Annual human-caused fire count 147 
data were retrieved from the EGIF database at grid level, spatializing fire records using the 10x10 grid. 148 
Figure 1 shows the annual fire occurrence of human-induced fire ignitions from 1988 to 2012. 149 

 150 

 151 

Figure 1. Spatial distribution of number of human-caused wildfires 1988-2012. Low 0 (light green), high 152 
540 (dark brown). No fire displayed in light gray. 153 

Two different response variables were constructed from these data for GLM models: fire counts 154 
were used as dependent variable in the Poisson models, and fire count data were also recoded into a binary 155 
presence (grid cells with at least 1 fire) or absence (no fire recorded) variable to construct the response 156 
variable for the logistic models. 157 

In turn, three different temporal scales or aggregations – 1, 3, and 5 years – were explored to 158 
account for the effect of fire occurrence temporal (yearly) variability. The response variable used in the 159 
Poisson regression models was aggregated as the sum of fire counts using a time moving window procedure, 160 
so that data for 3 or 5 years were assigned to the central year of the window. As a consequence, the analysis 161 
time spans were reduced accordingly, to 1989-2011 and 1990-2010 for the 3 and 5 year aggregations, 162 
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respectively. The response variable for the logistic regression model calibration was grouped in a similar 163 
way, but in this case as the maximum value instead of the sum. Thus, if at least 1 fire is recorded in one of 164 
the years, the grid is classified as fire-present and vice versa. 165 

From these two sets of dependent variables, we are able to investigate driving factors of human-166 
caused wildfires from two different perspectives. On the one hand, count data used in the Poisson models 167 
provide insights into factors relating to fire frequency, whereas presence/absence data are used to determine 168 
factors explaining fire occurrence regardless of frequency. 169 

The dependent variable for GWR models was constructed following the same methodology and 170 
data. Due to the high computational demand of the GWR method, several assumptions had to be made: (i) 171 
only the 5-year temporal scale of fire data aggregation was considered; and (ii) only the years 1990 and 172 
2006 were explored. These years were selected based on the reference dates of the Corine Land Cover 173 
(CLC) project since it is one of the main sources for the explanatory variables.  174 

 175 
2.4. Human driving factors 176 

The explanatory variables were selected and spatialized on the basis of the authors’ experience 177 
with models at regional and national scales (Chuvieco et al. 2010; Chuvieco et al. 2012; Rodrigues et al. 178 
2014; Rodrigues and de la Riva 2014). All these works have explored in detail human drivers of wildfires 179 
combining different temporal and spatial scales (national and regional), modelling tools (GLM and GWR), 180 
and data (statistical or spatial-explicit information). Specifically, driving factors and explanatory variables 181 
were selected on the basis of the studies by Rodrigues and de la Riva (2014) and Rodrigues et al. (2014), 182 
in which the main drivers of human causality in mainland Spain were identified. The explanatory variables 183 
were classified according to the typology of the affecting factor (Leone et al. 2003) as follows: 184 

 185 
I. Factors related to socioeconomic changes  186 

- Human presence, population increase, and urban growth. Greater pressure on wildlands. 187 
• Wildland-Urban Interface (WUI). Length of the boundary between populated and wildland 188 

areas inside the 10x10 km grid, obtained from CLC for 1990, 2000, and 2006. 189 
• Demographic potential (DP). Demographic potential is an aggregate index related to the 190 

ultimate potential of the population. It reflects the demographic power of the nation and its 191 
ability to provide future population growth. The index was retrieved from Calvo and Pueyo 192 
(2008) for 1991, 2001, and 2006 at a spatial resolution of 5x5km, later rescaled (according to 193 
the average value) to the 10x10 km grid. 194 

II. Factors related to traditional economic activities in rural areas  195 
- Agriculture. Use of fire to eliminate harvesting wastes and to clean cropland borders. These 196 

procedures are a potential source of ignition due to spread of fire to forest areas in the vicinity 197 
• Wildland-Agricultural Interface (WAI). Length of the boundary between agricultural and 198 

wildland areas inside the 10x10 km grid, obtained from CLC for 1990, 2000, and 2006. 199 
 200 

III. Factors which could cause fire mainly by accident or negligence 201 
- Electric lines. Possible cause of ignition by accident. 202 
• Power lines (PWL). Length of the high-, medium-, and low-voltage transport network inside 203 

the 10x10 km grid forest area, obtained from the Numerical Cartographic Database 1:200,000 204 
(BCN200). Power lines are spatialized for 1990, 2000, and 2006 using CLC data on forest area 205 
extent for each year. 206 

- Presence of roads, railways, and tracks and their accessibility. Increased human pressure on 207 
wildland. 208 
• Railways (RR). Length of the railroad network (excluding the high-speed network) inside the 209 

10x10 km grid, obtained from BCN200. Like power lines, railroads are spatialized for 1990, 210 
2000, and 2006 using CLC data on forest area extent for each year. 211 
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• Tracks (TRK). Length of forest tracks and paths inside the 10x10 km grid, obtained from 212 
BCN200. Tracks are also spatialized for 1990, 2000, and 2006 using CLC data on forest area 213 
extent for each year. 214 

 215 
IV. Factors which could hamper fires 216 

- Protected areas. Increasing concern about forest protection. 217 
• Protected areas (PA). Delimitation of the area occupied by natural protected areas and the 218 

Natura 2000 network inside the 10x10 km grid. Protected areas are spatialized on a yearly basis 219 
using information about date of declaration available for each individual protected site. 220 

All predictive variables were distributed in space using the 10x10 km reference grid. All the 221 
explanatory variables were constructed using data for 1990, 2000, and 2006 (except Demographic potential, 222 
which was retrieved for 1991, 2001, and 2006, and Protected areas, which was constructed separately for 223 
each year in the period 1988-2012). In this way, we were able to reflect the change over time of the 224 
explanatory factors due to socioeconomic shifts, in case they have occurred. To ensure consistency of 225 
results, a collinearity analysis of the explanatory variables was carried out; variables were found to be 226 
linearly independent.  227 
 228 

2.5. Generalized Linear Models 229 

GLM are an extension of linear models that can deal with non-normal distributions of the response 230 
variable, providing an alternative way to transform the response. The distributions used include those like 231 
Poisson, binomial, negative binomial, and gamma. In this study, Poisson and binomial distributions are 232 
used to model the relationship of human-induced fires and some of their major driving forces to 233 
subsequently explore temporal dynamics in the contribution and significance. These techniques have been 234 
traditionally employed in wildfire modelling. Examples of the application of these models to wildfire 235 
research can be found in Mann et al. (2016), Martínez et al. (2004a), Martínez et al. (2009), Syphard et al. 236 
(2008),Vasconcelos et al. (2001) or Zhang et al. (2016). Both regression methods were explored at three 237 
temporal scales (1-, 3-, and 5-year aggregation). Table 1 shows the correspondence between the data 238 
collection of the independent variables and data collection for the dependent variable, according to the time 239 
spans described in sections 2.3 and 2.4. Significance thresholds were retrieved yearly from each model 240 
subsequently used as inputs in trend detection.  241 

Table1. Correspondence between data collection of independent variables and year of data collection for 242 
the dependent variable and regression model. 243 

1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 

WAI90 WAI90 WAI90 WAI90 WAI90 WAI90 WAI90 WAI00 WAI00 WAI00 WAI00 WAI00 WAI00 

WUI90 WUI90 WUI90 WUI90 WUI90 WUI90 WUI90 WUI00 WUI00 WUI00 WUI00 WUI00 WUI00 

DP91 DP91 DP91 DP91 DP91 DP91 DP91 DP91 DP01 DP01 DP01 DP01 DP01 

TRK90 TRK90 TRK90 TRK90 TRK90 TRK90 TRK90 TRK00 TRK00 TRK00 TRK00 TRK00 TRK00 

RR90 RR90 RR90 RR90 RR90 RR90 RR90 RR00 RR00 RR00 RR00 RR00 RR00 

PWL90 PWL90 PWL90 PWL90 PWL90 PWL90 PWL90 PWL00 PWL00 PWL00 PWL00 PWL00 PWL00 

PA88 PA89 PA90 PA91 PA92 PA93 PA94 PA95 PA96 PA97 PA98 PA99 PA00 

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 - 

WAI00 WAI00 WAI00 WAI06 WAI06 WAI06 WAI06 WAI06 WAI06 WAI06 WAI06 WAI06 - 

WUI00 WUI00 WUI00 WUI06 WUI06 WUI06 WUI06 WUI06 WUI06 WUI06 WUI06 WUI06 - 

DP01 DP01 DP01 DP06 DP06 DP06 DP06 DP06 DP06 DP06 DP06 DP06 - 

TRK00 TRK00 TRK00 TRK06 TRK06 TRK06 TRK06 TRK06 TRK06 TRK06 TRK06 TRK06 - 

RR00 RR00 RR00 RR06 RR06 RR06 RR06 RR06 RR06 RR06 RR06 RR06 - 
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PWL00 PWL00 PWL00 PWL06 PWL06 PWL06 PWL06 PWL06 PWL06 PWL06 PWL06 PWL06 - 

PA01 PA02 PA03 PA04 PA05 PA06 PA07 PA08 PA09 PA10 PA11 PA12 - 

 244 
2.6. Trend detection 245 

Temporal trends were calculated using the Mann-Kendall test, a rank non-parametric test (Henry 246 
B. 1945; Kendall 1975), commonly used in environmental research, and suitable for detecting linear or 247 
non-linear trends in data time series (Hisdal et al. 2001; Wu et al. 2008). In this test, the null (H0) and 248 
alternative hypotheses (H1) are equal to the non-existence and existence, respectively, of a trend in the time 249 
series of the data. The magnitude of the change was subsequently assessed by means of Sen’s slope (Sen 250 
1968), a nonparametric alternative for estimating the median slope joining all possible pairs of observations. 251 

The computational procedure for the Mann-Kendall test considers the time series of n data points 252 
and Ti and Tj as two subsets of data, where i = 1,2,3,…, n-1 and j = i+1, i+2, i+3, …, n. The data values are 253 
evaluated as a sorted time series. Each data value is compared with all subsequent data values. If a data 254 
value from a later time period is higher than a data value from an earlier time period, the statistic S (score) 255 
is incremented by 1. On the other hand, if the data value from a later time period is lower than a data value 256 
sampled earlier, S is decremented by 1. The net result of all such increments and decrements yields the final 257 
value of S (Drapela and Drapelova 2011). 258 

Both the Mann-Kendall test and Sen’s slope were applied to Z-values of beta coefficients from 259 
yearly logistic and Poisson GLM models at the three proposed temporal scales. 260 

 261 
2.7. Model performance and influence of climate factors 262 

To investigate the overall performance of GLM models and also the influence of biophysical 263 
factors, we fitted an alternative version of the 5-year logit and Poisson models including climate data 264 
(temperature and precipitation, 1970-2000) from the WorldClim version 2 database (Hijmans et al. 2005). 265 
WorldClim is a set of global climate layers (gridded climate data) available at several spatial resolutions, 266 
specifically developed for ecological modeling on GIS. Currently, Worlclim provides several datasets for 267 
different temporal scenarios (past, current, and future conditions). 268 

Logit model performance was conducted using the Area Under de Receiver Operation Curve 269 
(AUC; Hanley and McNeil, 1982), whereas Poisson models are assessed in terms of RMSE.  270 

A comparison of models with (Human-Climate) and without (Human-only) climate factors in 271 
terms of Area Under de Receiver Operation Curve and RMSE – for logit and Poisson models respectively 272 
– has been investigated to determine to which extent changes performance can be attributed to climate 273 
factors. Trend detection was not applied to these models. 274 

 275 
2.8. Geographically Weighted Regression  276 

GWR is a statistical technique for exploratory spatial data analysis developed within the 277 
framework of Local Spatial Models or Statistics. Local models could be inferred as the spatial 278 
disaggregation of global statistics whose main characteristic is the fact of being calibrated from a set of 279 
spatially limited samples and hence yielding local regression parameters estimates (Fotheringham et al. 280 
2002). Therefore, GWR techniques extend the traditional use of global regression models, allowing 281 
calculation of local regression parameters. From a mathematical standpoint, a conventional GWR is 282 
described by the following equation: 283 

𝑦𝑦𝑖𝑖 = � 𝛽𝛽𝑘𝑘  (𝑢𝑢𝑖𝑖 , 𝑣𝑣𝑖𝑖) 
𝑘𝑘

𝑥𝑥𝑘𝑘.𝑖𝑖 + 𝜀𝜀𝑖𝑖 284 
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where yi , xk,i and εi are, respectively, dependent variable, kth independent variable, and the 285 
Gaussian error at location i; (ui,vi) is the x-y coordinate of the ith location; and coefficients β (ui,vi) are 286 
varying conditionals on the location.  287 

Such modelling is likely to attain higher performance than traditional regression models, and 288 
reading the coefficients can lead to a new interpretation of the phenomena under study. However, GWR 289 
models are not just a simple local regression model like i.e. moving window regressions. In a moving 290 
window example, a region is drawn around a regression point and all the data points within this region 291 
(neighborhood) or window are then used to calibrate a model. This process is repeated over all the 292 
regression points obtaining as result a set of local regression statistics. However, in this example each point 293 
within the neighborhood is equally considered for regression purposes, no matter its distance to the target 294 
regression point. GWR overcomes this limitation by applying a distance weight pattern; hence, data points 295 
closer to the regression point are weighted more heavily in the local regression than data points farther 296 
away are. In addition to the regression coefficients, a GWR model calculates several useful statistical 297 
parameters to analyze the spatial behavior of each explanatory variable, such as the value of the Student t 298 
test, which is used to determine the level of significance. On the other hand, GLM approaches such as 299 
Geographically Weighted Logistic Regression (GWLR) and Geographically Weighted Poisson Regression 300 
(GWPR) have been incorporated to GWR to extend its functionality (Fotheringham et al. 2002; Nakaya et 301 
al. 2009). The GWR approach has been already explored in several works such as Koutsias et al. (2010); 302 
Martínez et al. (2013) or Rodrigues et al. (2014). 303 

These two methodologies –GWLR and GWPR– are used in this study to complement the results 304 
from GLM. Several parameters have be accounted for when calibrating GWR models. Kernel shape and 305 
type, bandwidth selection and optimization parameters, or the local or global nature of the predictors (see 306 
Nakaya et al. (2009) for further details of both method and software). In this work, GWR model calibration 307 
was carried out using Fixed Gaussian Kernel bandwidth, optimized according to the value of AICc, 308 
considering all the predictors as local covariates. 309 

 310 
3. Results 311 

 312 
3.1. Generalized Linear Models 313 

Results for logistic regression are a proxy for analyzing whether a fire is likely to occur. Figure 2 314 
shows the temporal evolution of the significance level and sign (positive or negative) according to the 315 
observed Z-values for each temporal scale of analysis. A visual analysis of Figure 2 reveals some qualitative 316 
changes in the contribution of several driving factors, such as WAI, WUI, TRK, and PA, at different 317 
temporal scales. Most of the explanatory factors are significant right across the analyzed temporal span at 318 
any time scale, except for PA and TRK. PA switches its explanatory sense, whereas TRK losses significance 319 
towards the end of the study period. It is noteworthy that regardless of the considered time scale, PA 320 
changes its significance sign. However, this is more evident at the 5-year temporal scale being positive until 321 
1995, negative since then until 2007, and mostly non-significant in the ending period. It also worth mention 322 
that WAI slightly loses explanatory power over time. For instance, looking at the 3- and 5-year scales, Z-323 
values of WAI, which are higher than any other variable – although very close to WUI during early years 324 
– shrink to values close to DP’s and WUI’s. A similar behavior is observed in WUI. In turn, DP gains 325 
explanatory performance over time reaching WAI’s and WUI’s Z-values at the end of the analyzed time 326 
span.  327 

 328 
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 329 
Figure 2. Temporal evolution of human driving factors. Z-values of beta coefficients for logistic regression. 330 
Dashed lines represent significance thresholds. From top to bottom, 1-, 3- and 5-year temporal aggregation 331 
scales. 332 

This behavior is also supported by the results of the trend analysis (Table 2), which identifies 333 
significant (p-value<0.05) decreasing trends in TRK, and RR in the 1-year scale. In the 3-year scale, almost 334 
every explanatory factor shows a decreasing trend but DP, which shows the opposite and WUI with no 335 
significant trend detected. Looking at the 5-year scale, a similar behavior is observed. In this case, WAI 336 
shows a significant decreasing trend, same as WUI. RR’s trend becomes not significant. DP shows an 337 
increasing trend at the 5-year temporal scale.  According to Sen’s slope, the strongest trends were detected 338 
for TRK and PA at the 5-year scale thus being the most variable factors in presence-absence models. 339 

 340 
Table 2. Results of the trend detection procedure obtained for the logistic regression models at 1-, 3- and 341 
5-year temporal aggregation scales. Areas shaded in light gray represent decreasing significant trends. 342 
Areas shaded in dark grey represent increasing significant trends. Significance threshold p<0.05. 343 
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  1-year   3-year   5-year  
 tau p-value Sen tau p-value Sen tau p-value Sen 
WAI -0.180 0.216 -0.044 -0.447 0.003 -0.084 -0.381 0.017 -0.085 
WUI -0.127 0.388 -0.059 -0.162 0.291 -0.067 -0.438 0.006 -0.117 
DP 0.127 0.388 0.028 0.320 0.035 0.116 0.371 0.020 0.088 
TRK -0.560 0.000 -0.172 -0.668 0.000 -0.165 -0.762 0.000 -0.201 
RR -0.320 0.027 -0.093 -0.320 0.035 -0.071 -0.238 0.139 -0.042 
PWL -0.280 0.053 -0.100 -0.375 0.013 -0.140 -0.333 0.037 -0.102 
PA -0.080 0.591 -0.024 -0.352 0.020 -0.157 -0.362 0.024 -0.226 

 344 
Results obtained for Poisson regression are an indicator of the relationship between fire frequency 345 

and the proposed covariates, i.e., the number of fires likely to occur. As in the case of logistic regression 346 
models, we can observe changes in the significance and contribution of some of the explanatory factors, 347 
such as TRK, RR, PA, and WUI. These changes have been detected both from visual analysis of Z-value 348 
plots (Figure 3) and trend detection analysis (Table 3).  Same as in the logistic regression models TRK 349 
shows a negative and significant trend (p-value<0.05) at all temporal scales. At the 3-year scale, a 350 
significant decreasing trend has been detected in RR. The 5-year scale reveals positive trends in the case of 351 
PWL and PA, and a negative trend for WUI. Changes in TRK, RR, and WUI do not imply a loss of 352 
significance in their contribution to the models; however, the increasing trend detected in PA leads to a 353 
non-significant contribution for the latter years of the study period (from 2008 to 2010). PA shows a 354 
negative contribution in the first few years, which means that PA zones were related to low fire frequencies; 355 
however, the increase in PA Z-values leads to a loss of significance since they are slowly approaching zero. 356 
Finally, no trend has been identified in the case of WAI regardless of the temporal scale. This means that 357 
this covariate remains stable over time, while keeps being the most important driver of fire frequency. 358 

 359 
Table 3. Results of the trend detection procedure obtained for the Poisson regression models at 1-, 3- and 360 
5-year temporal aggregation scales. Areas shaded light gray represent decreasing significant trends; areas 361 
shaded dark gray represent increasing significant trends.  362 

  1-year   3-year   5-year  
 tau p-value Sen tau p-value Sen tau p-value Sen 
WAI 0.027 0.870 0.111 0.020 0.916 0.023 -0.067 0.695 -0.442 
WUI -0.160 0.272 -0.159 -0.225 0.139 -0.305 -0.324 0.043 -0.696 
DP -0.073 0.624 -0.132 -0.067 0.673 -0.192 -0.076 0.651 -0.383 
TRK -0.480 0.001 -1.007 -0.628 0.000 -1.957 -0.648 0.000 -2.071 
RR -0.220 0.129 -0.246 -0.375 0.013 -0.549 -0.400 0.012 -0.768 
PWL 0.100 0.498 0.155 0.202 0.187 0.369 0.390 0.014 0.804 
PA 0.253 0.080 0.602 0.289 0.057 1.187 0.343 0.032 1.390 

 363 
 364 
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 365 

Figure 3. Temporal evolution of human driving factors. Z-values of beta coefficients for Poisson regression. 366 
From top to bottom, 1-, 3- and 5-year temporal aggregation scales. 367 
 368 

3.2. GLM performance and influence of climate factors. 369 

Figures 4 and 5 show the temporal evolution of model performance in the 5-year logistic and 370 
Poisson models, both for Human-only and Human-climate scenarios. From the visual inspection of these 371 
figures two different behaviors can be identified. Logistic models using only human covariates show a 372 
decreasing performance over time, starting from AUC values over 0.7 to values below 0.65.  In turn, once 373 
we incorporate climate factors (Climate-Human), model performance increases compared to the Human-374 
only scenario. What is more, the temporal evolution of AUC, although fluctuates over time, does not 375 
decrease as in the case of the Human scenario. 376 

On the other hand, Poisson models, even though they show a considerable temporal variation of 377 
the RMSE, do not show a contrasting behavior between Human and Human-Climate scenarios. In this case, 378 
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there is almost no difference between the two scenarios. This suggest that climate conditions has a less 379 
decisive influence in fire counts. 380 

 381 

 382 
Figure 4. Temporal evolution of AUC values from Human-only and Human-Climate logistic models in the 383 
5-year temporal scale. 384 

 385 
Figure 5. Temporal evolution of RMSE values from Human-only and Human-Climate Poisson models in 386 
the 5-year temporal scale. 387 

 388 
3.3. Geographically Weighted Regression 389 

Global –GLM– models provide insights into the overall behavior of wildfire drivers. To determine 390 
whether the detected trends and changes are spatially stationary or not, GWLR and GWPR models have 391 
been calibrated at the 5-year temporal scale for 1990 and 2006. As stated before, GWR models have been 392 
adjusted using the GWR 4.0 software. It should be noted that this application calculates the significance of 393 
the covariates using the Student’s t distribution instead of the Z distribution although the interpretation of 394 
the results is similar. Table 4 and 5 summarizes the results for GWLR and GWPR models, respectively. 395 

The increase over time of the optimal bandwidth size suggest that there is an underlying spatial 396 
change in the contribution of the explanatory factors. This increase, which has been observed in both 397 
GWLR (310 to 880 km) and GWPR (190 to 450 km) models, implies a reduction in the spatial variability 398 
of wildfire drivers.  399 
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The change in the contribution of each factor follows a pattern similar to the observed in GLM 400 
logit models, with WAI, WUI, TRK showing a decrease in their contribution to the probability of 401 
occurrence in the 5-year scale. However, the increase in DP’s contribution detected in GLM logit is missing 402 
in GWLR models. This may occur because in GWR models we compare 1990 and 2006, and the increase 403 
in DP’s significance strengthens in last years after 2006 (Figure 2). The decrease in PA is also observed in 404 
GWLR models. Same as GLM, PA starts from a positive contribution (the more protected the more 405 
affected) to become a deterrent factor in 2006. 406 

Figure 6 shows the spatial distribution of changes from 1990 to 2006 in GWLR models. As can be 407 
seen, almost all covariates keep a similar spatial pattern in terms of explanatory sense and significance 408 
level. For instance, WAI, WUI, TRK and PWL are significant and positive all over the study region in both 409 
1990 and 2006. The only factors that present a loss or gain of significance are DP and PA. DP losses 410 
significance in the southern area of Spain towards 2006, but is still significant in the main urban areas, i.e., 411 
from the central hinterlands –Madrid– and across the Mediterranean coast –Barcelona to Valencia. In turn, 412 
PA gains significance as a deterrent factor in all areas except the northeast region. However, if we look at 413 
the differences in t-values between 1990 and 2006 in GWLR (Figure 6 - right) we can observe that, 414 
regardless significance has changed or not, several areas within the study region are experiencing an 415 
increase or decrease in t-values. WAI and TRK increase their explanatory performance across the 416 
Mediterranean coast whereas the remaining territory shows the opposite. WUI is generally losing 417 
explanatory power except in the northwestern area of Galicia. DP’s t-values are greater in 2006 in the 418 
central area (Madrid). RR’s explanatory power is increasing all over the region. Finally, PWL’ and PA’s t-419 
values are lower in 2006 than in 1990. Nevertheless, whereas this fact implies a loss of contribution in the 420 
case of PWL, it means that PA becomes significant and negative thus preventing fire occurrence.  421 

A similar response has been detected in GWPR (Figure 7). However, fire frequency drivers show 422 
less spatial variation, at least regarding change of significance level. WAI, WUI, and RR are significant 423 
and positive all over the region. DP, TRK, and PWL show some small areas that exchange significance but 424 
are almost stationary. The greatest change is observed in PA which becomes significant and negative across 425 
the study region in 2006, acquiring significance in the eastern area of Spain. Same as GWLR, there are 426 
differences in t-values in GWPR. WAI and TRK present the same spatial pattern that GWLR, increasing t-427 
values mainly in the Mediterranean coast. WUI losses explanatory performance all over the region. RR and 428 
PWL gain explanatory power in both coastal areas. Finally, PA’s t-values decrease in the Mediterranean 429 
region, becoming significant and negative as stated previously. 430 

 431 
Table 4. Summary of results for GLM logit and GWLR analysis. Significant threshold of t-values (p-<0.05) 432 
±1.65. Areas shaded in light gray represent negative significant relationship. Areas shaded in dark gray 433 
represent positive significant relationship. 434 

  GWR 1990   GWR 2006  
Bandwidth (km)  310   880  
t-values Median Max Min Median Max Min 
WAI 6.825 10.004 4.508 6.622 8.362 5.496 
WUI 7.942 9.203 3.969 5.803 5.987 5.649 
DP 1.882 2.468 1.377 1.645 1.789 1.447 
TRK 5.550 8.086 0.669 5.536 6.735 4.757 
RR 4.027 4.750 2.377 4.820 5.149 4.416 
PWL 7.205 8.420 4.361 5.801 6.068 5.357 
PA 1.040 3.156 -1.283 -1.805 -1.453 -2.063 

 435 
Table 5. Summary of results for GLM Poisson and GWPR analysis. Significant threshold of t-values (p-436 
<0.05) ±1.65. Areas shaded in light gray represent negative significant relationship. Areas shaded in dark 437 
gray represent positive significant relationship. 438 

  GWR 1990   GWR 2006  
Bandwidth (km)  190   450  
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t-values Median Max Min Median Max Min 
WAI 33.394 111.129 6.701 36.259 47.780 20.038 
WUI 26.147 59.719 11.111 9.747 13.553 6.102 
DP 12.037 99.781 0.317 5.254 8.529 2.228 
TRK 37.871 82.092 -6.944 16.562 17.545 11.406 
RR 18.118 27.558 -0.198 18.351 23.402 10.147 
PWL 24.932 42.482 -6.173 24.418 26.269 16.027 
PA -5.260 3.799 -26.150 -5.052 -3.326 -7.360 

 439 

440 
Figure 6. Spatial distribution of significance of explanatory factors in GWLR (first three columns on the 441 
left) and GWPR (last three columns on the right) models at the 5-year aggregation scale. Each 3-column 442 
map set is organized as follows: left, 1990; center, 2006; right, change 1990-2006. 443 

 444 

 445 
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4. Discussion 446 

This paper analyzes the temporal and spatial evolution of several socioeconomic factors relating 447 
to human causality of forest fires using historical fire data, GLM and GWR techniques, and trend detection 448 
analysis. According to the results, the 5-year scale of fire occurrence aggregation seems the best choice to 449 
deal with spatiotemporal changes of fire drivers. This temporal scale allows detecting trends from a 450 
statistical standpoint besides ‘smoothing’ the temporal pattern of evolution so that changes can be visually 451 
addressed as well. Logistic regression is used as a proxy to determine the probability of a fire taking place, 452 
whereas Poisson models provide insights into the relationship between driving factors and fire frequency. 453 
Our results suggest that human driving factors of forest fires have shifted in explanatory power. Both trends 454 
in logistic and Poisson models revealed changes in some of the explanatory variables, although more 455 
evident in presence-absence models. Additionally, according to GWR models, the spatial pattern of 456 
explanatory performance of driving factors also varies over time in terms of significance and spatial 457 
dimension of the models. 458 

GLM logistic regression models suggest a slight loss of significance of traditional explanatory 459 
factors, such as WAI and WUI (Figure 2) supported by findings from both GWLR. This is especially 460 
important, since agricultural activities have been identified among the most important factors triggering 461 
wildfires both in Spain and the European Mediterranean region (Rodrigues et al. 2014; Darques 2015). 462 
However, this behavior is not stationary across the study region. The WUI, usually considered the main 463 
factor relating to increased fire risk, and traditionally considered the main human ignition factor in the 464 
literature (Syphard et al. 2007; Martínez et al. 2009; Romero-Calcerrada et al. 2010; Galiana-Martin et al. 465 
2011), also seems to lose explanatory power, with a significant decreasing trend in the 5-year regression 466 
model. However, WUI appears to be replaced by DP, which has increased its explanatory capacity over 467 
time according to GLM, although not detected in GWLR. In any case, the interpretation of DP in terms of 468 
explanatory sense is similar to WUI’s involving increased human pressure on wildlands. However, DP is 469 
linked on populated areas close to urban areas whereas WUI also considers rural settlements closer to 470 
forests (Leone et al. 2003). PA has switched its explanatory sense across the analyzed period. PA was 471 
related  to increased fire occurrence probability during early years, becoming a deterrent factor from the 472 
mid-90s until 2007, suggesting increased environmental concern and awareness, but becoming non-473 
significant at the end of the time series, although still with negative values. 474 

To this overall variation of explanatory power, we should add that the loss of performance of  475 
logistic models in the 5-year temporal scale. The visual analysis of Figure 4 revealed an increase over time 476 
in the contribution of climate factors. The scenario considering only human covariates losses performance 477 
possibly because of the loss of explanatory power of WAI and WUI, whereas the Climate-Human models 478 
remain more stable and always with higher AUC values. In addition, Climate-Human models are 479 
consistently performing better than the Human ones. 480 

This behavior can be understood in several ways. First, it could be concluded that the random 481 
component of fires associated with human activities is increasing. However, this is unlikely to be the case 482 
since human activities are governed by, or at least subject to, socioeconomic patterns (Romero-Calcerrada 483 
et al. 2010). On the other hand, it might be that biophysical factors (such as fuel moisture, topography, or 484 
climate) are becoming more significant and can thus no longer be excluded, or should be coupled to human 485 
factors to determine fire-prone areas when dealing with human-only fire occurrence. Nonetheless, it might 486 
be possible that new human explanatory factors are ruling fire occurrence. 487 

According to figure 5, the Human-only model losses performance possibly because of the loss of 488 
explanatory power of WAI and WUI, whereas the Climate-Human model remains more stable. This finding 489 
might imply that fire prevention policies are achieving success, since the occurrence of forest fires seems 490 
to be less related to human activity and more determined by environmental conditions. In any case, climate 491 
and environmental drivers should be explored in greater depth using more accurate data from a temporal 492 
point of view, so that yearly climate data are retrieved.  493 

An alternative possibility to explain the observed loss of significance of human driving factors is 494 
that maybe other socioeconomic factors are influencing wildfires. These could be accounted for by changes 495 
in the socioeconomic models or the establishment of new regulations and/or policies. Despite the increasing 496 
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contribution of climate factors, AUC values are moderate (Hanley and McNeil 1982), which means there 497 
is still a proportion of fire ignition that remains unexplained. In this sense, deliberate fires – which have 498 
been increasingly reported since the early 1990s according to the EGIF database (Leone et al. 2009) – 499 
remain a source of uncertainty that might explain this. For instance, modeling deliberate fires would 500 
contribute to improving the contribution of human factors. The deliberate lighting of a fire or arson can be 501 
an action with multiple elements and purposes (Willis 2004) such as revenge or land cleaning. It is thus 502 
difficult to synthetize it in terms of explanatory variables, although there have been several proposals in the 503 
case of Spain (Martínez et al. 2004b). Variables related to arson have been found to be non-significant in 504 
structural or historical models (Chuvieco et al. 2010). However, perhaps they should be accounted for – or 505 
at least investigated – in this temporal context, given the observed temporal dynamics in some driving 506 
factors.  507 

Temporal changes in human factors were also detected in the fire frequency regression analysis. 508 
However, in this case the temporal behavior was rather different. Poisson models do not show strong 509 
changes neither in model performance nor in the main drivers of wildfire. Opposite to logistic models, 510 
human drivers play a decisive role, whereas climate factors do not contribute to the explanation of overall 511 
fire frequency. The WAI remains the most important variable associated with the number of ignitions both 512 
in GLM and GWPR models, whereas PA seems to be losing significance, being a deterrent factor at the 513 
beginning of the analyzed period and becoming non-significant towards 2012. Therefore, considering the 514 
results from the logistic and Poisson models in the same picture, it seems that fire occurrence is becoming 515 
less dependent on human activities, while fire frequency is still strongly associated with agricultural 516 
activities (either by accident or negligence).  517 

In the case of occurrence probability (logistic models), it seems quite clear that human driving 518 
factors are evolving over time. Socioeconomic changes during the last decades have driven changes in the 519 
structure of the Spanish rural landscape, increasing the complexity of the spatial distribution of the WAI 520 
and, accordingly, increasing wildfire probability (Ortega et al. 2012). Trends in fire regimes associated with 521 
socioeconomic factors have been identified in previous studies (Rodrigues et al. 2013; Pezzatti et al. 2013; 522 
Moreno et al. 2014), supporting our findings. In addition, in recent decades the European and Spanish 523 
authorities and governments have proposed and developed several initiatives and legislative procedures 524 
aiming to improve fire monitoring and prevention. Among other goals, fire suppression activities or 525 
environmental concern and awareness have been strongly supported. Some examples can be found in the 526 
Plan of Priority Action Against Forest Fires from 1988 (MAPA 1988a), encouraging monitoring and 527 
prevention activities by autonomous communities, as well as improvements to infrastructure; the royal 528 
decree for the regulation of compensation for the cost of fire suppression (MAPA 1988b), also in 1988; and 529 
the European regulations of 1992 (CEE 1992) and 1986 (CEE 1986) promoting prevention through 530 
sylviculture, and research into causes, awareness, and professional training. These policies could contribute 531 
to the explanation of the changes in human-caused driving factors. In this particular sense, fire prevention 532 
activities have been increasingly supported and funded during the last decade. Several initiatives such as 533 
the creation of teams for forest fire prevention, awareness campaigns or promoting the use of forest biomass 534 
(MAGRAMA 2012) have been promoted ever since 2002as a part of the Spanish Forestry Plan along with 535 
the Spanish Forest Strategy and the Forest Law. 536 

Finally, GWR models revealed a certain degree of spatial variability. Again, changes are more 537 
important in the case of logistic models (GWLR) compared to Poisson ones (GWPR). This is not surprising, 538 
since it is well known that the explanatory factors of wildfires in Spain varies over space (Martínez et al. 539 
2013; Rodrigues et al. 2014). Anyhow, spatial changes have been observed in both cases, being particularly 540 
interesting the loss of influence of WUI both in GWLR and GWPR. Similar to the global models (GLM), 541 
changes in the contribution of PA have been identified in GWLR. Besides the detected change in the spatial 542 
pattern of significance according to t-values, models appear to become local in recent years. The analysis 543 
of bandwidth size reveals an increase of the influence area in GWR models. This means that both GWLR 544 
and GWPR become ‘more global’ over time.  545 

 546 
 547 
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5. Conclusions and further work 548 

In this paper, we investigate and analyze spatial-temporal changes in the significance and 549 
contribution of the major human factors of forest fire hazards using Spanish historical statistical data 550 
records from 1988 to 2012. Our results suggest that the human driving factors of wildfires have undergone 551 
significant shifts in their explanatory power in the case of occurrence probability, thus varying over time. 552 
However, according to Poisson models no significant changes have been observed. Consequently, fire 553 
frequency is still strongly associated with human drivers and with agricultural activities in particular (WAI). 554 

Nonetheless, logistic regression models revealed a slight loss of significance of traditional 555 
explanatory factors. This was especially relevant in the case of the WAI, a variable that has traditionally 556 
been linked to forest fire occurrence in Spain, and the WUI, which is the most common driver in the 557 
literature. On the other hand, the influence of population density and accessibility (DP) appears to be 558 
increasing, so urban pressure on wildlands is a more influencing driver nowadays. Human factors still play 559 
a decisive role in fire occurrence but their overall performance seems to be decreasing over time. In 560 
addition, the overall loss of explanatory power of most of the driving factors indicates that biophysical 561 
factors (such as fuel moisture, topography, or climate) could be playing a more significant role today. Thus, 562 
they can no longer be excluded, but should be coupled to human factors to determine fire-prone areas or in 563 
conducting any kind of wildfire assessment. According to our results, fire occurrence is becoming less 564 
dependent on human activities, whereas fire frequency remains associated with agricultural activities (either 565 
by accident or negligence). 566 

Our findings also open several new lines for future research. The analysis of the GWR models 567 
suggests a certain degree of spatial variability, which could imply that human driving factors vary both over 568 
space and time. Moreover, deeper insights into the temporal behavior of driving factors can be explored. 569 
Specifically, intra-annual – seasonal – variability might be investigated by splitting fire occurrence into 570 
summer and winter samples. Finally, the influence of fire size can also be included, isolating large fires so 571 
that fire triggering factors are analyzed separately. This is particularly interesting since most human-572 
induced fires are smaller than 1 hectare. Driving factors might thus vary with fire size. 573 
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