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#### Abstract

A reaction-diffusion problem with a Caputo time derivative of order $\alpha \in(0,1)$ is considered. The solution of such a problem is shown in general to have a weak singularity near the initial time $t=0$, and sharp pointwise bounds on certain derivatives of this solution are derived. A new analysis of a standard finite difference method for the problem is given, taking into account this initial singularity. This analysis encompasses both uniform meshes and meshes that are graded in time, and includes new stability and consistency bounds. The final convergence result shows clearly how the regularity of the solution and the grading of the mesh affect the order of convergence of the difference scheme, so one can choose an optimal mesh grading. Numerical results are presented that confirm the sharpness of the error analysis.
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1. Introduction. The class of time-dependent problems with a fractional temporal derivative of order $\alpha \in(0,1)$ has attracted much attention in recent years, since these problems arise in various models of physical processes; see the references in $[8,12,17]$. In the present paper we shall present a new and incisive analysis of a finite difference method for solving the most widely studied problem in this class.

Consider the initial boundary value problem

$$
\begin{equation*}
D_{t}^{\alpha} u-p \frac{\partial^{2} u}{\partial x^{2}}+c(x) u=f(x, t) \tag{1.1a}
\end{equation*}
$$

for $(x, t) \in Q:=(0, l) \times(0, T]$ with

$$
\begin{align*}
& u(0, t)=0, \quad u(l, t)=0 \quad \text { for } t \in(0, T]  \tag{1.1b}\\
& u(x, 0)=\phi(x) \quad \text { for } x \in[0, l] \tag{1.1c}
\end{align*}
$$

where $0<\alpha<1, p$ is a positive constant, $c \in C[0, l]$ with $c \geq 0, f \in C(\bar{Q})$, where $\bar{Q}:=[0, l] \times[0, T]$, and $\phi \in C[0, l]$. More regularity hypotheses will be imposed on

[^0]these functions in section 2. Furthermore, in (1.1a) $D_{t}^{\alpha}$ denotes the Caputo fractional derivative which is defined [5] by
$$
D_{t}^{\alpha} g(x, t):=\frac{1}{\Gamma(1-\alpha)} \int_{s=0}^{t}(t-s)^{-\alpha} \frac{\partial g(x, s)}{\partial s} d s \quad \text { for }(x, t) \in Q
$$

Luchko [16] proves existence and uniqueness of a classical solution $u$ to (1.1), i.e., $D_{t}^{\alpha} u$ and $p \partial^{2} u / \partial x^{2}$ both exist pointwise inside $Q$ and $u$ satisfies (1.1) pointwise, under additional regularity and corner compatibility hypotheses that we shall discuss in section 2. (For a discussion of existence and uniqueness of the solution of (1.1) in a Sobolev space setting, see [12].)

More general boundary conditions $u(0, t)=\phi_{L}(t)$ and $u(l, t)=\phi_{R}(t)$, where $\phi_{L}$ and $\phi_{R}$ are smooth, are easily reduced to the homogeneous case of (1.1b) by a standard linear change of variable.

It is important to note that the smoothness of all the data of (1.1) does not imply smoothness of the solution $u$ in the closed domain $\bar{Q}$; this phenomenon will be discussed in more detail in section 2. The essential feature of all typical solutions of (1.1) is that $u$ has an initial layer (see Figure 1) at $t=0$ and $\partial u(x, t) / \partial t$ blows up as $t \rightarrow 0^{+}$.

Many papers have considered finite difference methods for the solution of (1.1) on uniform meshes; see the references in [2, 10]. But unlike [2, 10], most papers discussing (1.1) have ignored the possible presence of an initial layer in the solution at $t=0$ and have presented convergence analyses that make the unrealistic assumption that $u$ is smooth on the closed domain $\bar{Q}$. In [10, sections 1.2 and 2.3] the effect of this layer on the convergence rates claimed in the literature is examined in detail; as the authors point out, smoothness assumptions made in the literature are "not always valid since often the solution does not have the requisite regularity."

To the best of our knowledge, no published finite difference paper takes into account the initial layer in $u$ when proving bounds on the errors in its computed solutions. This gap in the research literature is the motivation for our work.

We shall consider the discretization of (1.1) on a mesh that is uniform in space and uniform or graded in time, where the Caputo derivative is approximated by the popular L1 scheme while a classical finite difference operator is used to approximate $u_{x x}$. This type of discretization has often been used in the literature, but not analyzed for problems with weak singularities at $t=0$. Our interest here is in quantifying how the layer in the solution at $t=0$ and the grading of the mesh influence the order of convergence of the computed solutions, measured in the discrete maximum norm. Using a precise new stability analysis of the scheme, and carefully bounding the truncation error on the graded mesh, we derive bounds on the $L_{\infty}$ error in the computed solution that are shown to be sharp by numerical examples. (In $[9,10,11]$, where finite element methods are used in space, the emphasis is on $L_{\infty}\left(L_{2}\right)$ rates; note that the L1 scheme is used in $[9,11]$.)

The structure of the paper is as follows. In section 2 the regularity of the solution $u$ of (1.1) is investigated and the presence of an initial layer at $t=0$ is revealed. Bounds are derived on those derivatives of the solution that are needed for the subsequent numerical analysis. In section 3 we present the discretization of (1.1) and briefly describe its convergence properties if $u$ is smooth, i.e., if $u$ has no layer at $t=0$. A numerical example shows that the rate of convergence deteriorates significantly when an initial layer is present. With a view to proving bounds on the error in the computed solution in the realistic setting where $u$ has a layer at $t=0$, we derive a sharp new
discrete stability result for the scheme in section 4 . This is used in section 5 to prove a precise convergence result for the scheme. In section 6 , numerical results demonstrate the sharpness of our theoretical convergence results.

Throughout the paper we retain explicitly all dependence on the parameter $T$, as in some applications large values of $T$ are used.

Notation: We use the standard Hilbert space $L_{2}(0, l)$ with norm $\|\cdot\|_{2}$ and inner product $(\cdot, \cdot)$. In this paper $C$ denotes a generic constant that depends on the data of the boundary value problem (1.1) but is independent of $T$ and of any mesh used to solve (1.1) numerically; note that $C$ can take different values in different places.
2. Regularity of the solution to (1.1). The regularity of the solution $u$ of (1.1) is discussed in this section. We shall see that $u$ is smooth away from $t=0$ but it has in general a certain singular behavior at $t=0$.

Using separation of variables and eigenvalue expansions for the one-dimensional problem $-p g^{\prime \prime}+c g=\lambda g$, Luchko [16] and Sakamoto and Yamamoto [19] show that one can construct an infinite series that is a classical solution $u(x, t)$ of (1.1), i.e., $u$ satisfies the differential equation and initial-boundary conditions of (1.1) in a pointwise sense. Of course these analyses require some regularity and compatibility assumptions on the data of (1.1). We shall work in a regularity framework similar to [19], using fractional powers of the operator $\mathcal{L}$ defined in (2.1), since it requires less smoothness of the data than the approach of [16] which uses only integer powers of $\mathcal{L}$.

Let $\left\{\left(\lambda_{i}, \psi_{i}\right): i=1,2, \ldots\right\}$ be the eigenvalues and eigenfunctions for the SturmLiouville two-point boundary value problem

$$
\begin{equation*}
\mathcal{L} \psi_{i}:=-p \psi_{i}^{\prime \prime}+c \psi_{i}=\lambda_{i} \psi_{i} \text { on }(0, l), \quad \psi_{i}(0)=\psi_{i}(l)=0, \tag{2.1}
\end{equation*}
$$

where the eigenfunctions are normalized by requiring $\left\|\psi_{i}\right\|_{2}=1$ for all $i$. It is well known that $\lambda_{i}>0$ for all $i$. A standard separation of variables technique leads formally to

$$
\begin{equation*}
u(x, t)=\sum_{i=1}^{\infty}\left[\left(\phi, \psi_{i}\right) E_{\alpha, 1}\left(-\lambda_{i} t^{\alpha}\right)+J_{i}(t)\right] \psi_{i}(x) \tag{2.2}
\end{equation*}
$$

(see [16, (4.29)] or [19, (2.11)]) where

$$
J_{i}(t):=\int_{s=0}^{t} s^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} s^{\alpha}\right) f_{i}(t-s) d s \quad \text { with } \quad f_{i}(t):=\left(f(\cdot, t), \psi_{i}(\cdot)\right),
$$

and the generalized Mittag-Leffler function [18, section 1.2] is defined by

$$
E_{\rho, \beta}(z):=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\rho k+\beta)} .
$$

Now (2.2) defines a classical solution of (1.1), and pointwise differentiation of the terms in (2.2) yields infinite series formulas for the derivatives that we desire to bound. These results can be obtained under suitable hypotheses on the data ensuring convergence of each series; see, for example, the proof of [16, Theorem 4.1]. We shall discuss here in detail the convergence of the series for $u$ and $u_{t}$ only, as the argument for other derivatives is similar.

By [18, Theorem 1.6] there exists a constant $C$ such that

$$
\begin{equation*}
\left|E_{\rho, \beta}(-r)\right| \leq \frac{C}{1+r} \text { for } 0<\rho<2, \beta \in \mathbb{R}, \text { and all } r \geq 0 \tag{2.3}
\end{equation*}
$$

From the theory of sectorial operators [7, 19], the fractional power $\mathcal{L}^{\gamma}$ of the operator $\mathcal{L}$ is defined for each $\gamma \in \mathbb{R}$ with domain

$$
D\left(\mathcal{L}^{\gamma}\right):=\left\{g \in L_{2}(0, l): \sum_{i=1}^{\infty} \lambda_{i}^{2 \gamma}\left|\left(g, \psi_{i}\right)\right|^{2}<\infty\right\}
$$

For example, $D\left(\mathcal{L}^{1 / 2}\right)=H_{0}^{1}(0, l)$ in Sobolev space notation. Also set

$$
\|g\|_{\mathcal{L}^{\gamma}}:=\left(\sum_{i=1}^{\infty} \lambda_{i}^{2 \gamma}\left|\left(g, \psi_{i}\right)\right|^{2}\right)^{1 / 2}
$$

Assume that $\phi \in D\left(\mathcal{L}^{1 / 2}\right)$, and that $f(\cdot, t) \in D\left(\mathcal{L}^{1 / 2}\right)$ for each $t \in[0, T]$ with $\|f(\cdot, t)\|_{\mathcal{L}^{1 / 2}} \leq C$ for some constant $C$ independent of $t$. Consider the terms in (2.2): by (2.3) and $\left|\psi_{i}(x)\right| \leq C$ for all $i$ and $x[3, \mathrm{p}$. 335], one has

$$
\begin{aligned}
\sum_{i=1}^{\infty}\left|\left(\phi, \psi_{i}\right) E_{\alpha, 1}\left(-\lambda_{i} t^{\alpha}\right) \psi_{i}(x)\right| & \leq C \sum_{i=1}^{\infty}\left|\left(\phi, \psi_{i}\right)\right| \\
& \leq C\left(\sum_{i=1}^{\infty} \frac{1}{\lambda_{i}}\right)^{1 / 2}\left(\sum_{i=1}^{\infty} \lambda_{i}\left|\left(\phi, \psi_{i}\right)\right|^{2}\right)^{1 / 2} \\
& \leq C
\end{aligned}
$$

since $\phi \in D\left(\mathcal{L}^{1 / 2}\right)$ and $\lambda_{i} \approx i^{2}[3$, p. 415]. Furthermore, a Cauchy-Schwarz inequality and the assumption that $f(\cdot, t) \in D\left(\mathcal{L}^{1 / 2}\right)$ for $t \in[0, T]$ give

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|f_{i}(t-s)\right| \leq\left(\sum_{i=1}^{\infty} \frac{1}{\lambda_{i}}\right)^{1 / 2}\left(\sum_{i=1}^{\infty} \lambda_{i} f_{i}^{2}(t-s)\right)^{1 / 2} \leq C \quad \text { for } 0 \leq s \leq t \tag{2.4}
\end{equation*}
$$

so

$$
\sum_{i=1}^{\infty}\left|J_{i}(t) \psi_{i}(x)\right| \leq C \int_{s=0}^{t} s^{\alpha-1} \sum_{i=1}^{\infty}\left|f_{i}(t-s)\right| d s \leq C
$$

where we again used $\lambda_{i} \approx i^{2}$ and $\left|\psi_{i}(x)\right| \leq C$. Thus the series (2.2) is absolutely and uniformly convergent on $\bar{Q}$ and defines a function that we call $v$ for the moment. We have shown that

$$
|v(x, t)| \leq C \quad \text { for }(x, t) \in \bar{Q}
$$

Next, differentiating (2.2) term by term with respect to $t$ for $(x, t) \in Q$ yields

$$
\begin{align*}
-\sum_{i=1}^{\infty} & {\left[\left(\phi, \psi_{i}\right) \lambda_{i} t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} t^{\alpha}\right)+t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} t^{\alpha}\right) f_{i}(0)\right.} \\
& \left.+\int_{s=0}^{t} s^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} s^{\alpha}\right) f_{i}^{\prime}(t-s) d s\right] \psi_{i}(x) \tag{2.5}
\end{align*}
$$

where we used a standard formula [16, p. 154, line 2] to differentiate $E_{\alpha, 1}(\cdot)$.
Assume now that (i) $\phi \in D\left(\mathcal{L}^{3 / 2}\right)$, (ii) $f(\cdot, t) \in D\left(\mathcal{L}^{1 / 2}\right)$ for each $t \in[0, T]$ with $\|f(\cdot, t)\|_{\mathcal{L}^{1 / 2}} \leq C$, and (iii) $\left\|f_{t}(\cdot, t)\right\|_{\mathcal{L}^{1 / 2}} \leq C t^{-\rho}$ for all $t \in(0, T]$ and some constant $\rho<1$ (here $C$ is a constant independent of $t$ ). To bound the first term in (2.5), one has

$$
\sum_{i=1}^{\infty}\left|\lambda_{i}\left(\phi, \psi_{i}\right)\right| \leq\left(\sum_{i=1}^{\infty} \frac{1}{\lambda_{i}}\right)^{1 / 2}\left(\sum_{i=1}^{\infty} \lambda_{i}^{3}\left|\left(\phi, \psi_{i}\right)\right|^{2}\right)^{1 / 2} \leq C
$$

by assumption (i) and $\lambda_{i} \approx i^{2}\left[3\right.$, p. 415]. Then (2.3) and $\left|\psi_{i}(x)\right| \leq C$ for all $i$ and $x$ [3, p. 335] yield

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|\left(\phi, \psi_{i}\right) \lambda_{i} t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} t^{\alpha}\right) \psi_{i}(x)\right| \leq C t^{\alpha-1} \tag{2.6}
\end{equation*}
$$

For the second term in (2.5), appealing to (2.3), (2.4) with $s=t$, and $\left|\psi_{i}(x)\right| \leq C$, we get

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left|t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} t^{\alpha}\right) f_{i}(0) \psi_{i}(x)\right| \leq C t^{\alpha-1} \sum_{i=1}^{\infty}\left|f_{i}(0)\right| \leq C t^{\alpha-1} \tag{2.7}
\end{equation*}
$$

Finally, consider the third term in (2.5). One gets $\sum_{i=1}^{\infty}\left|f_{i}^{\prime}(t-s)\right| \leq C(t-s)^{-\rho}$ from assumption (iii), similarly to (2.4). Hence

$$
\begin{aligned}
\sum_{i=1}^{\infty}\left|\psi_{i}(x) \int_{s=0}^{t} s^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} s^{\alpha}\right) f_{i}^{\prime}(t-s) d s\right| & \leq C \int_{s=0}^{t} s^{\alpha-1} \sum_{i=1}^{\infty}\left|f_{i}^{\prime}(t-s)\right| d s \\
& \leq C \int_{s=0}^{t} s^{\alpha-1}(t-s)^{-\rho} d s \\
& \leq C t^{\alpha-1},
\end{aligned}
$$

where the final integral is evaluated using Euler's beta function [5, Theorem D.6].
Combining (2.5), (2.6), (2.7), and (2.8), we see that for each fixed $t \in(0, T]$, the series (2.5) is absolutely and uniformly convergent for $(x, t) \in[0, l] \times[\varepsilon, t]$ for each $\varepsilon>0$, so it equals $v_{t}(x, t)$ on $Q$ and we obtain

$$
\left|v_{t}(x, t)\right| \leq C t^{\alpha-1} \text { for }(x, t) \in Q
$$

One can carry out similar calculations to bound $v_{t t}, v_{x}, v_{x x}, v_{x x x}$, and $v_{x x x x}$ on $Q$, where for the $x$ derivatives one needs bounds on sums like $\sum_{i=1}^{\infty}\left|\psi_{i}(x)\right|^{2} / \lambda_{i}$ from [3, p. 427]; see $[16,(4.13)]$. Moreover, one can show (cf. [16, 19]) that $D_{t}^{\alpha} v$ exists and $v$ is the solution of (1.1), i.e., $v=u$. (By a maximum principle argument [15] the solution is unique.)

We summarize all this activity in the following result.
Theorem 2.1. Assume that $\phi \in D\left(\mathcal{L}^{5 / 2}\right), f(\cdot, t) \in D\left(\mathcal{L}^{5 / 2}\right), f_{t}(\cdot, t)$ and $f_{t t}(\cdot, t)$ are in $D\left(\mathcal{L}^{1 / 2}\right)$ for each $t \in(0, T]$ with

$$
\|f(\cdot, t)\|_{\mathcal{L}^{5 / 2}}+\left\|f_{t}(\cdot, t)\right\|_{\mathcal{L}^{1 / 2}}+t^{\rho}\left\|f_{t t}(\cdot, t)\right\|_{\mathcal{L}^{1 / 2}} \leq C_{1}
$$

for all $t \in(0, T]$ and some constant $\rho<1$, where $C_{1}$ is a constant independent of $t$. Then (1.1) has a unique solution $u$ that satisfies (1.1a), (1.1b), and (1.1c) pointwise, and there exists a constant $C$ such that

$$
\begin{align*}
& \left|\frac{\partial^{k} u}{\partial x^{k}}(x, t)\right| \leq C \quad \text { for } k=0,1,2,3,4  \tag{2.9a}\\
& \left|\frac{\partial^{\ell} u}{\partial t^{\ell}}(x, t)\right| \leq C\left(1+t^{\alpha-\ell}\right) \quad \text { for } \ell=0,1,2 \tag{2.9b}
\end{align*}
$$

for all $(x, t) \in[0, l] \times(0, T]$.


Fig. 1. Solution $v(x, t)$ of Example 2.2 when $\alpha=0.3$, with its cross-section at $x=\pi / 2$ shown in the graph on the right.

An alternative regularity analysis of (1.1) is given in [4, section 8]. It yields (2.9b), and (2.9a) for $k=0,1,2$, but when $\alpha<1 / 2$ it requires more regularity of the data than the analysis outlined above.

The next example shows that the bounds of (2.9) are sharp.
Example 2.2. Consider the problem $D_{t}^{\alpha} v-\partial^{2} v / \partial x^{2}=0$ on $[0, \pi] \times[0,1]$ with initial condition $v(x, 0)=\sin x$ and boundary conditions $v(0, t)=v(\pi, t)=0$. This is a special case of (1.1) with $p=1, c=0$, and $l=\pi$. One can easily verify that its solution is $v(x, t)=E_{\alpha, 1}\left(-t^{\alpha}\right) \sin x$. Now one can compute the derivatives of $v$ and see that they agree precisely with (2.9).

In particular, the bound (2.9b) indicates that $v$ has a weak singularity at $t=0$ : for at least some $x$, one has $\left|v_{t}(x, 0)\right| \rightarrow \infty$ as $t \rightarrow 0^{+}$. Figure 1 plots the surface $v(x, t)$ and its cross section at $x=\pi / 2$ for the value $\alpha=0.3$. We observe an initial layer in $v$ at $t=0$, in agreement with (2.9b).

Assumption: For the remainder of this paper we shall assume that the solution $u$ of (1.1) satisfies the bounds (2.9).

Thus in general, like Example 2.2, the solution $u$ of (1.1) will have a weak singularity along $t=0$. Its presence leads to significant practical and theoretical difficulties in designing and analyzing numerical methods for (1.1).

Remark 2.3. Suppose that the solution of (1.1) is smoother than indicated by (2.9b), i.e., one has instead

$$
\begin{equation*}
\left|\frac{\partial^{\ell} u}{\partial t^{\ell}}(x, t)\right| \leq C\left(1+t^{\gamma-\ell}\right) \quad \text { for } \ell=0,1,2 \text { and some constant } \gamma>\alpha . \tag{2.10}
\end{equation*}
$$

Then [20, Theorem 2.1] shows that the initial condition $\phi$ must satisfy the differential equation $-p \phi^{\prime \prime}(x)+c(x) \phi(x)=f(x, 0)$ for $x \in(0,1)$. But the hypothesis $\phi \in D\left(\mathcal{L}^{1 / 2}\right)=H_{0}^{1}(0, l)$ in our discussion earlier in this section implies that $\phi(0)=\phi(1)=0$. It follows that now the initial condition $\phi$ is determined uniquely by the other data of (1.1), which is unacceptably restrictive.

Remark 2.4. In the numerical analysis that follows, we use no material from section 2 other than (2.9). Our results can easily be extended, for example, to the more general differential equation $D_{t}^{\alpha} u-p u_{x x}+q(x, t) u_{x}+c(x, t) u=f(x, t)$ if one can prove a priori that its solution satisfies (2.9). See Remark 5.4.
3. The discrete problem. The solution of the problem (1.1) is approximated by the solution of a finite difference scheme on a mesh that is uniform in space and (possibly) graded in time. Let $M$ and $N$ be positive integers. Set $h=l / M$ and $x_{m}:=m h$ for $m=0,1, \ldots, M$. Set $t_{n}=T(n / N)^{r}$ for $n=0,1, \ldots, N$, where the constant mesh grading $r \geq 1$ is chosen by the user. If $r=1$, then the mesh is uniform. Set $\tau_{n}=t_{n}-t_{n-1}$ for $n=1,2 \ldots, N$. Then we have that the mesh is $\left\{\left(x_{m}, t_{n}\right): m=0,1, \ldots, M, n=0,1, \ldots, N\right\}$.

The nodal approximation to the solution $u$ computed at the mesh point $\left(x_{m}, t_{n}\right)$ is denoted by $u_{m}^{n}$.

Remark 3.1. Weak singularities analogous to (2.9b) appear in the solutions to weakly singular Volterra integral equations of the second kind, and for these problems it is well known that graded meshes yield more accurate numerical solutions than uniform meshes; see [1, Chapter 6]. This is the motivation for our choice of mesh, and its efficacy will be confirmed by the theoretical and numerical results that we provide later.

The diffusion term is approximated by a standard second-order discretization:

$$
u_{x x}\left(x_{m}, t_{n}\right) \approx \delta_{x}^{2} u_{m}^{n}:=\frac{u_{m+1}^{n}-2 u_{m}^{n}+u_{m-1}^{n}}{h^{2}}
$$

The Caputo fractional derivative $D_{t}^{\alpha} u$, which can be written as

$$
D_{t}^{\alpha} u\left(x_{m}, t_{n}\right)=\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{n-1} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha} \frac{\partial u\left(x_{m}, s\right)}{\partial s} d s
$$

is approximated by the classical L1 approximation

$$
\begin{align*}
D_{N}^{\alpha} u_{m}^{n} & :=\frac{1}{\Gamma(1-\alpha)} \sum_{k=0}^{n-1} \frac{u_{m}^{k+1}-u_{m}^{k}}{\tau_{k+1}} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha} d s \\
& =\frac{1}{\Gamma(2-\alpha)} \sum_{k=0}^{n-1} \frac{u_{m}^{k+1}-u_{m}^{k}}{\tau_{k+1}}\left[\left(t_{n}-t_{k}\right)^{1-\alpha}-\left(t_{n}-t_{k+1}\right)^{1-\alpha}\right] \tag{3.1}
\end{align*}
$$

Thus we approximate (1.1) by the discrete problem

$$
\begin{align*}
& L_{M, N} u_{m}^{n}:=D_{N}^{\alpha} u_{m}^{n}-p \delta_{x}^{2} u_{m}^{n}+c\left(x_{m}\right) u_{m}^{n}=f\left(x_{m}, t_{n}\right)  \tag{3.2a}\\
& \text { for } 1 \leq m \leq M-1,1 \leq n \leq N \\
& u_{0}^{n}=0, \quad u_{M}^{n}=0 \text { for } 0<n \leq N  \tag{3.2b}\\
& u_{m}^{0}=\phi\left(x_{m}\right) \text { for } 0 \leq m \leq M \tag{3.2c}
\end{align*}
$$

This discretization of (1.1) is standard on uniform meshes; it is considered, for example, in [14].

The pointwise bounds on the error in numerically approximating the solution of (1.1) will depend on the mesh and on the parameter $\alpha$. In our subsequent analysis we shall be careful to trace the exact dependence of the order of convergence of our numerical method on $\alpha$.
3.1. Analysis of discretization on uniform mesh for smooth $\boldsymbol{u}$. Assume that $r=1$ in section 3.1, i.e., that the mesh is uniform in space and time. Suppose
that $\partial^{k} u / \partial x^{k} \in C(\bar{Q})$ for $k=0, \ldots, 4$ and $\partial^{\ell} u / \partial t^{\ell} \in C(\bar{Q})$ for $\ell=1,2$. Then one can show that the discretizations of the various derivatives satisfy

$$
\begin{align*}
\frac{\partial^{2} u}{\partial x^{2}}\left(x_{m}, t_{n}\right) & =\delta_{x}^{2} u\left(x_{m}, t_{n}\right)+O\left(h^{2}\right)  \tag{3.3a}\\
D_{t}^{\alpha} u\left(x_{m}, t_{n}\right) & =D_{N}^{\alpha} u\left(x_{m}, t_{n}\right)+O\left(\tau^{2-\alpha}\right) . \tag{3.3b}
\end{align*}
$$

The first of these is standard while (3.3b) can be found in [13].
For any mesh function $\left\{z_{m}^{n}\right\}$, set

$$
\left\|z^{n}\right\|_{\infty}:=\max _{0 \leq m \leq M}\left|z_{m}^{n}\right| \text { and }\|z\|_{\infty}:=\max _{0 \leq n \leq N} \max _{0 \leq m \leq M}\left|z_{m}^{n}\right|
$$

The discrete stability estimate

$$
\begin{equation*}
\left\|u^{n}\right\|_{\infty} \leq\left\|u^{0}\right\|_{\infty}+\frac{\tau^{\alpha} \Gamma(2-\alpha)}{n^{1-\alpha}-(n-1)^{1-\alpha}}\|f\|_{\infty} \quad \text { for } n=1,2 \ldots, N \tag{3.4}
\end{equation*}
$$

is derived in [14, Theorem 2] for the case $c \equiv 0$. This result is easily extended to $c \geq 0$.

It is now straightforward to prove the following result, which is a slight modification of [14, Theorem 4].

Theorem 3.2. Under the smoothness assumptions made above for $u$ on $\bar{Q}$, the solution of (3.2) satisfies

$$
\begin{equation*}
\max _{\left(x_{m}, t_{n}\right) \in \bar{Q}}\left|u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right| \leq C\left(h^{2}+\tau^{2-\alpha}\right) \tag{3.5}
\end{equation*}
$$

for some constant $C$.
We give a numerical example to demonstrate that the $O\left(\tau^{2-\alpha}\right)$ component of the error in (3.5) is sharp (the $O\left(h^{2}\right)$ spatial error in this problem is routine; it is the temporal error due to the approximation of the fractional derivative that is of interest).

In the numerical examples here and in section 6 , each box of the table of results contains the maximum nodal error

$$
E^{M, N}:=\max _{\left(x_{m}, t_{n}\right) \in \bar{Q}}\left|u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right|
$$

and the corresponding rate of convergence, which is computed using the standard formula

$$
\operatorname{rate}_{M, N}:=\log _{2}\left(\frac{E^{M, N}}{E^{2 M, 2 N}}\right) .
$$

Example 3.3. In (1.1) take $p=1, c=0, l=\pi$, and $T=1$. Choose $u(x, t)=$ $t^{3} \sin x$, so $\phi(x) \equiv 0$. Then $f(x, t)=t^{3} \sin x+[\Gamma(4) / \Gamma(4-\alpha)] t^{3-\alpha} \sin x$. Note that while $u \in C^{\infty}(\bar{Q})$, one has $f \notin C^{3}(\bar{Q})$.

Numerical results are given in Table 1. They indicate that the order of convergence of the method is $\tau^{2-\alpha}$, which of course dominates the $O\left(h^{2}\right)$ component of the error in Theorem 3.2 since $M=N$ throughout this table. We observe that, as the parameter $\alpha$ increases, the magnitudes of the maximum errors increase.

Table 1
Maximum nodal errors and orders of convergence for Example 3.3.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ | $\mathrm{~N}=\mathrm{M}=2048$ | $\mathrm{~N}=\mathrm{M}=4096$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.2$ | $2.350 \mathrm{E}-4$ | $6.660 \mathrm{E}-5$ | $1.891 \mathrm{E}-5$ | $5.374 \mathrm{E}-6$ | $1.529 \mathrm{E}-6$ | $4.357 \mathrm{E}-7$ | $1.242 \mathrm{E}-7$ |
|  | 1.819 | 1.817 | 1.815 | 1.813 | 1.812 | 1.810 |  |
| $\alpha=0.4$ | $6.969 \mathrm{E}-4$ | $2.294 \mathrm{E}-4$ | $7.552 \mathrm{E}-5$ | $2.487 \mathrm{E}-5$ | $8.195 \mathrm{E}-6$ | $2.701 \mathrm{E}-6$ | $8.902 \mathrm{E}-7$ |
|  | 1.603 | 1.603 | 1.602 | 1.602 | 1.601 | 1.601 |  |
| $\alpha=0.6$ | $2.122 \mathrm{E}-3$ | $8.058 \mathrm{E}-4$ | $3.057 \mathrm{E}-4$ | $1.159 \mathrm{E}-4$ | $4.395 \mathrm{E}-5$ | $1.666 \mathrm{E}-5$ | $6.313 \mathrm{E}-6$ |
|  | 1.397 | 1.398 | 1.399 | 1.399 | 1.400 | 1.400 |  |
| $\alpha=0.8$ | $6.217 \mathrm{E}-3$ | $2.712 \mathrm{E}-3$ | $1.182 \mathrm{E}-3$ | $5.148 \mathrm{E}-4$ | $2.242 \mathrm{E}-4$ | $9.761 \mathrm{E}-5$ | $4.249 \mathrm{E}-5$ |
|  | 1.197 | 1.198 | 1.199 | 1.199 | 1.200 | 1.200 |  |

Table 2
Maximum nodal errors and orders of convergence for Example 2.2.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ | $\mathrm{~N}=\mathrm{M}=2048$ | $\mathrm{~N}=\mathrm{M}=4096$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.2$ | $3.704 \mathrm{E}-2$ | $3.458 \mathrm{E}-2$ | $3.207 \mathrm{E}-2$ | $2.955 \mathrm{E}-2$ | $2.706 \mathrm{E}-2$ | $2.465 \mathrm{E}-2$ | $2.233 \mathrm{E}-2$ |
|  | 0.099 | 0.109 | 0.118 | 0.127 | 0.135 | 0.142 |  |
| $\alpha=0.4$ | $3.562 \mathrm{E}-2$ | $2.841 \mathrm{E}-2$ | $2.240 \mathrm{E}-2$ | $1.749 \mathrm{E}-2$ | $1.357 \mathrm{E}-2$ | $1.046 \mathrm{E}-2$ | $8.038 \mathrm{E}-3$ |
|  | 0.326 | 0.343 | 0.356 | 0.367 | 0.375 | 0.381 |  |
| $\alpha=0.6$ | $1.827 \mathrm{E}-2$ | $1.225 \mathrm{E}-2$ | $8.166 \mathrm{E}-3$ | $5.424 \mathrm{E}-3$ | $3.594 \mathrm{E}-3$ | $2.378 \mathrm{E}-3$ | $1.572 \mathrm{E}-3$ |
|  | 0.577 | 0.585 | 0.590 | 0.594 | 0.596 | 0.597 |  |
| $\alpha=0.8$ | $6.342 \mathrm{E}-3$ | $3.616 \mathrm{E}-3$ | $2.068 \mathrm{E}-3$ | $1.185 \mathrm{E}-3$ | $6.794 \mathrm{E}-4$ | $3.898 \mathrm{E}-4$ | $2.238 \mathrm{E}-4$ |
|  | 0.811 | 0.807 | 0.803 | 0.802 | 0.801 | 0.801 |  |

3.2. Accuracy of discretization on uniform mesh for typical $\boldsymbol{u}$. Assume that $r=1$ in section 3.2. The results of section 3.1 show that Theorem 3.2 is sharp when the solution $u$ of (1.1) is sufficiently smooth. But typical solutions of (1.1) are nonsmooth, as we saw in section 2. Thus we now test the finite difference scheme (3.2) on Example 2.2 to see how well it performs on a problem that is truly representative of solutions of (1.1).

Table 2 displays the maximum nodal errors and orders of convergence for Example 2.2. These indicate that, assuming one has $O\left(h^{2}\right)$ convergence in the spatial variable, the method converges with order $\tau^{\alpha}$. [For low orders of convergence (e.g., $\alpha=0.2$ ), a very fine mesh would be required before the asymptotic rate of convergence would be attained; consequently, when $\alpha=0.2$ in Table 2 , one sees slow convergence of the rates to the expected asymptotic rate of 0.2.] This rate of convergence $\tau^{\alpha}$ is clearly lower than the $O\left(\tau^{2-\alpha}\right)$ that was proved in Theorem 3.2. Now, unlike Table 1, the rates of convergence increase and the error decreases as $\alpha$ increases, i.e., as (1.1a) comes closer to a classical parabolic partial differential equation.

We shall devise a convergence analysis for our graded-mesh scheme applied to solutions $u$ of (1.1) that satisfy the derivative bounds (2.9). This analysis will prove that on a uniform mesh one attains the $O\left(h^{2}+\tau^{\alpha}\right)$ rate of convergence that we observed in Table 2, and will also predict the optimal grading $r$ that should be used in our mesh to attain the highest order of convergence; see Theorem 5.3.
4. Stability of the scheme. We now return to arbitrarily graded meshes in time, i.e., $r \geq 1$. The first task is to make the discrete stability result (3.4) more precise by showing that $\left\|u^{n}\right\|_{\infty}$ depends on $\left\|u^{0}\right\|_{\infty}$ and on $\left\|f^{k}\right\|_{\infty}$ for $k=1,2, \ldots, n$, with the dependence on $\left\|f^{k}\right\|_{\infty}$ strongest when $k$ is near $n$.

Rewrite the discretization (3.1) of the Caputo derivative as

$$
D_{N}^{\alpha} u_{m}^{n}=\frac{d_{n, 1}}{\Gamma(2-\alpha)} u_{m}^{n}-\frac{d_{n, n}}{\Gamma(2-\alpha)} u_{m}^{0}+\frac{1}{\Gamma(2-\alpha)} \sum_{k=1}^{n-1} u_{m}^{n-k}\left[d_{n, k+1}-d_{n, k}\right]
$$

where

$$
\begin{equation*}
d_{n, k}:=\frac{\left(t_{n}-t_{n-k}\right)^{1-\alpha}-\left(t_{n}-t_{n-k+1}\right)^{1-\alpha}}{\tau_{n-k+1}} \tag{4.1}
\end{equation*}
$$

In particular $d_{n, 1}=\tau_{n}^{-\alpha}$.
Using the mean value theorem one can prove easily that

$$
\begin{equation*}
d_{n, k+1} \leq d_{n, k} \tag{4.2}
\end{equation*}
$$

and one also has

$$
\begin{equation*}
(1-\alpha)\left(t_{n}-t_{n-k}\right)^{-\alpha} \leq d_{n, k} \leq(1-\alpha)\left(t_{n}-t_{n-k+1}\right)^{-\alpha} \tag{4.3}
\end{equation*}
$$

Our scheme is now

$$
\begin{aligned}
{\left[\frac{d_{n, 1}}{\Gamma(2-\alpha)}+\frac{2 p}{h^{2}}+c\left(x_{m}\right)\right] u_{m}^{n}=} & \frac{p}{h^{2}} u_{m+1}^{n}+\frac{p}{h^{2}} u_{m-1}^{n}+f\left(x_{m}, t_{n}\right) \\
& +\frac{1}{\Gamma(2-\alpha)}\left[d_{n, n} u_{m}^{0}+\sum_{k=1}^{n-1}\left(d_{n, k}-d_{n, k+1}\right) u_{m}^{n-k}\right]
\end{aligned}
$$

for $m=1,2, \ldots, M-1$ and $n=1,2 \ldots, N$.
Our stability result will be presented in a general framework. Assume that

$$
\begin{equation*}
L_{M, N} v_{m}^{n}=g_{m}^{n} \text { for } 1 \leq m \leq M-1,1 \leq n \leq N \tag{4.4}
\end{equation*}
$$

with $v_{0}^{n}=v_{N}^{n}=0$ for $0<n \leq N$ and $v_{m}^{0}$ given for $0 \leq m \leq M$.
The next result is the fundamental stability bound for (3.2). It is related to [14, Lemma 3].

Lemma 4.1. The solution of the discrete problem (4.4) satisfies

$$
\begin{equation*}
\left\|v^{n}\right\|_{\infty} \leq \tau_{n}^{\alpha}\left[\Gamma(2-\alpha)\left\|g^{n}\right\|_{\infty}+d_{n, n}\left\|v^{0}\right\|_{\infty}+\sum_{k=1}^{n-1}\left(d_{n, k}-d_{n, k+1}\right)\left\|v^{n-k}\right\|_{\infty}\right] \tag{4.5}
\end{equation*}
$$

for $n=1,2, \ldots, N$.
Proof. Fix $n \in\{1,2, \ldots, N\}$. Choose $j_{0}$ such that $\left|v_{j_{0}}^{n}\right|=\left\|v^{n}\right\|_{\infty}$. The equation associated with the mesh point $\left(x_{j_{0}}, t_{n}\right)$ is

$$
\begin{aligned}
{\left[\frac{d_{n, 1}}{\Gamma(2-\alpha)}+\frac{2 p}{h^{2}}+c\left(x_{j_{0}}\right)\right] v_{j_{0}}^{n}=} & \frac{p}{h^{2}} v_{j_{0}+1}^{n}+\frac{p}{h^{2}} v_{j_{0}-1}^{n}+g_{j_{0}}^{n} \\
& +\frac{1}{\Gamma(2-\alpha)}\left[d_{n, n} v_{j_{0}}^{0}+\sum_{k=1}^{n-1}\left(d_{n, k}-d_{n, k+1}\right) v_{j_{0}}^{n-k}\right]
\end{aligned}
$$

Hence, by $c \geq 0$ and the choice of $j_{0}$, one obtains

$$
\begin{aligned}
& {\left[\frac{d_{n, 1}}{\Gamma(2-\alpha)}+\frac{2 p}{h^{2}}\right]\left\|v^{n}\right\|_{\infty}} \\
& \quad \leq \frac{2 p}{h^{2}}\left\|v^{n}\right\|_{\infty}+\left|g_{j_{0}}^{n}+\frac{1}{\Gamma(2-\alpha)}\left[d_{n, n} v_{j_{0}}^{0}+\sum_{k=1}^{n-1}\left(d_{n, k}-d_{n, k+1}\right) v_{j_{0}}^{n-k}\right]\right|
\end{aligned}
$$

which is equivalent to

$$
\frac{d_{n, 1}}{\Gamma(2-\alpha)}\left\|v^{n}\right\|_{\infty} \leq\left|g_{j_{0}}^{n}+\frac{1}{\Gamma(2-\alpha)}\left[d_{n, n} v_{j_{0}}^{0}+\sum_{k=1}^{n-1}\left(d_{n, k}-d_{n, k+1}\right) v_{j_{0}}^{n-k}\right]\right|
$$

The desired result now follows easily on recalling the inequality (4.2).
Lemma 4.1 will now be used in an inductive argument to give a weighted bound for $\left\|v^{n}\right\|_{\infty}$ in terms of the given data $\left\|v^{0}\right\|_{\infty}$ and $\left\|g^{j}\right\|_{\infty}$ for $j=1,2, \ldots, n$.

Define the real numbers $\theta_{n, j}$, for $n=1,2 \ldots, N$ and $j=1,2, \ldots, n-1$ by

$$
\begin{equation*}
\theta_{n, n}=1, \quad \theta_{n, j}=\sum_{k=1}^{n-j} \tau_{n-k}^{\alpha}\left(d_{n, k}-d_{n, k+1}\right) \theta_{n-k, j} \tag{4.6}
\end{equation*}
$$

Observe that (4.2) implies $\theta_{n, j}>0$ for all $n, j$.
Lemma 4.2. The solution of the discrete problem (4.4) satisfies

$$
\begin{equation*}
\left\|v^{n}\right\|_{\infty} \leq\left\|v^{0}\right\|_{\infty}+\tau_{n}^{\alpha} \Gamma(2-\alpha) \sum_{j=1}^{n} \theta_{n, j}\left\|g^{j}\right\|_{\infty} \tag{4.7}
\end{equation*}
$$

for $n=1,2, \ldots, N$.
Proof. Use induction on $n$. The case $n=1$ of (4.7) is

$$
\left\|v^{1}\right\|_{\infty} \leq \tau_{1}^{\alpha} d_{1,1}\left\|v^{0}\right\|_{\infty}+\tau_{1}^{\alpha} \Gamma(2-\alpha) \theta_{1,1}\left\|g^{1}\right\|_{\infty}
$$

which is identical to (4.5).
Fix $n \in\{2,3, \ldots, N\}$. Assume that (4.7) is valid for $k=1,2, \ldots, n-1$. Then (4.5) and the inductive hypothesis yield

$$
\begin{aligned}
& \left\|v^{n}\right\|_{\infty} \leq \tau_{n}^{\alpha}\left\{\Gamma(2-\alpha)\left\|g^{n}\right\|_{\infty}+d_{n, n}\left\|v^{0}\right\|_{\infty}\right. \\
& \left.\quad \quad+\sum_{k=1}^{n-1}\left(d_{n, k}-d_{n, k+1}\right)\left[\left\|v^{0}\right\|_{\infty}+\tau_{n-k}^{\alpha} \Gamma(2-\alpha) \sum_{j=1}^{n-k} \theta_{n-k, j}\left\|g^{j}\right\|_{\infty}\right]\right\} \\
& =\tau_{n}^{\alpha}\left\{\Gamma(2-\alpha)\left\|g^{n}\right\|_{\infty}+d_{n, 1}\left\|v^{0}\right\|_{\infty}\right. \\
& \left.\quad+\Gamma(2-\alpha) \sum_{k=1}^{n-1}\left[\tau_{n-k}^{\alpha}\left(d_{n, k}-d_{n, k+1}\right) \sum_{j=1}^{n-k} \theta_{n-k, j}\left\|g^{j}\right\|_{\infty}\right]\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\tau_{n}^{\alpha}\left\{\Gamma(2-\alpha)\left\|g^{n}\right\|_{\infty}+d_{n, 1}\left\|v^{0}\right\|_{\infty}\right. \\
& \left.\quad+\Gamma(2-\alpha) \sum_{j=1}^{n-1}\left\|g^{j}\right\|_{\infty}\left[\sum_{k=1}^{n-j} \tau_{n-k}^{\alpha}\left(d_{n, k}-d_{n, k+1}\right) \theta_{n-k, j}\right]\right\} \\
& =\left\|v^{0}\right\|_{\infty}+\tau_{n}^{\alpha} \Gamma(2-\alpha)\left\{\sum_{j=1}^{n}\left\|g^{j}\right\|_{\infty}\left[\sum_{k=1}^{n-j} \tau_{n-k}^{\alpha}\left(d_{n, k}-d_{n, k+1}\right) \theta_{n-k, j}\right]\right\} \\
& =\left\|v^{0}\right\|_{\infty}+\tau_{n}^{\alpha} \Gamma(2-\alpha) \sum_{j=1}^{n} \theta_{n, j}\left\|g^{j}\right\|_{\infty},
\end{aligned}
$$

where we used telescoping to handle $\left\|v^{0}\right\|_{\infty}$ and (4.6) to handle the $\theta_{n-k, j}$. Thus we have proved (4.7) for $k=n$. By the principle of induction, the lemma is proved.

The next result bounds a weighted sum of the $\theta_{n, j}$ that will be needed in our error analysis.

Lemma 4.3. Let the parameter $\beta$ satisfy $\beta \leq r \alpha$. Then for $n=1,2, \ldots, N$, one has

$$
\begin{equation*}
\tau_{n}^{\alpha} \sum_{j=1}^{n} j^{-\beta} \theta_{n, j} \leq \frac{T^{\alpha} N^{-\beta}}{1-\alpha} . \tag{4.8}
\end{equation*}
$$

Proof. Use induction on $n$. When $n=1$, then

$$
\tau_{1}^{\alpha} \sum_{j=1}^{1} j^{-\beta} \theta_{1, j}=T^{\alpha} N^{-r \alpha} \leq T^{\alpha} N^{-\beta}
$$

by (4.6), $\tau_{1}=T N^{-r}$, and $\beta \leq r \alpha$. Thus (4.8) is true for $n=1$.
Next, assume that (4.8) is true for $n=1,2, \ldots, \ell-1$, where $\ell \in\{2,3, \ldots, N\}$. We want to prove (4.8) for $n=\ell$. Invoking (4.6) and interchanging the order of summation,

$$
\begin{aligned}
\tau_{\ell}^{\alpha} \sum_{j=1}^{\ell} j^{-\beta} \theta_{\ell, j} & =\tau_{\ell}^{\alpha} \ell^{-\beta} \theta_{\ell, \ell}+\tau_{\ell}^{\alpha} \sum_{j=1}^{\ell-1} j^{-\beta} \sum_{k=1}^{\ell-j} \tau_{\ell-k}^{\alpha}\left(d_{\ell, k}-d_{\ell, k+1}\right) \theta_{\ell-k, j} \\
& =\tau_{\ell}^{\alpha} \ell^{-\beta}+\tau_{\ell}^{\alpha} \sum_{k=1}^{\ell-1}\left(d_{\ell, k}-d_{\ell, k+1}\right) \tau_{\ell-k}^{\alpha} \sum_{j=1}^{\ell-k} j^{-\beta} \theta_{\ell-k, j} \\
& \leq \tau_{\ell}^{\alpha} \ell^{-\beta}+\tau_{\ell}^{\alpha} \sum_{k=1}^{\ell-1}\left(d_{\ell, k}-d_{\ell, k+1}\right) \frac{T^{\alpha} N^{-\beta}}{1-\alpha}
\end{aligned}
$$

by the inductive hypothesis. Now telescoping and the definition of $d_{\ell, 1}$ yield

$$
\begin{aligned}
\tau_{\ell}^{\alpha} \sum_{j=1}^{\ell} j^{-\beta} \theta_{\ell, j} & \leq \tau_{\ell}^{\alpha} \ell^{-\beta}+\tau_{\ell}^{\alpha}\left(d_{\ell, 1}-d_{\ell, \ell}\right) \frac{T^{\alpha} N^{-\beta}}{1-\alpha} \\
& =\frac{T^{\alpha} N^{-\beta}}{1-\alpha}+\tau_{\ell}^{\alpha}\left[\ell^{-\beta}-d_{\ell, \ell} \frac{T^{\alpha} N^{-\beta}}{1-\alpha}\right] .
\end{aligned}
$$

To complete the inductive step, we show that $[\ldots] \leq 0$. For

$$
\begin{aligned}
d_{\ell, \ell} \frac{T^{\alpha} N^{-\beta}}{1-\alpha} & =\frac{t_{\ell}^{1-\alpha}-\left(t_{\ell}-t_{1}\right)^{1-\alpha}}{\tau_{1}} \cdot \frac{T^{\alpha} N^{-\beta}}{1-\alpha} \\
& =\frac{T^{1-\alpha}\left[\ell^{r(1-\alpha)}-\left(\ell^{r}-1\right)^{1-\alpha}\right]}{N^{r(1-\alpha)} T N^{-r}} \cdot \frac{T^{\alpha} N^{-\beta}}{1-\alpha} \\
& =\frac{\left[\ell^{r(1-\alpha)}-\left(\ell^{r}-1\right)^{1-\alpha}\right] N^{r \alpha-\beta}}{1-\alpha} \\
& \geq\left(\ell^{r}\right)^{-\alpha} N^{r \alpha-\beta} \\
& =\ell^{-\beta}(N / \ell)^{r \alpha-\beta} \\
& \geq \ell^{-\beta},
\end{aligned}
$$

where we used the mean value theorem, $N \geq \ell$, and $r \alpha \geq \beta$. Thus (4.8) holds true for $n=\ell$.

By the principle of induction, (4.8) is true for all $n$.
If the mesh is uniform (i.e., $r=1$ and $\tau_{n}=\tau$ for all $n$ ), Lemmas 4.2 and 4.3 (with $\beta=0$ ) imply the less precise result

$$
\left\|v^{n}\right\|_{\infty} \leq\left\|v^{0}\right\|_{\infty}+\frac{n^{\alpha} \tau^{\alpha} \Gamma(2-\alpha)}{1-\alpha}\|g\|_{\infty}
$$

which is essentially equivalent to the old stability result (3.4).
5. Error analysis of finite difference scheme. This analysis of (3.2) on a general graded mesh proceeds by bounding the truncation error then applying the discrete stability result of Lemma 4.2.

The following bound is needed in several places:

$$
\begin{equation*}
\tau_{k+1}=T\left(\frac{k+1}{N}\right)^{r}-T\left(\frac{k}{N}\right)^{r} \leq C T N^{-r} k^{r-1} \tag{5.1}
\end{equation*}
$$

for $k=0,1, \ldots, N-1$.
5.1. Truncation error for diffusion term. A standard truncation error estimate using (2.9a) yields

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}\left(x_{m}, t_{n}\right)=\delta_{x}^{2} u\left(x_{m}, t_{n}\right)+O\left(h^{2}\right) \tag{5.2}
\end{equation*}
$$

for all mesh points $\left(x_{m}, t_{n}\right) \in Q$.
Remark 5.1. If one has the bound (2.9a) only for $k=0,1,2,3$, then (5.2) should be replaced by $\partial^{2} u\left(x_{m}, t_{n}\right) / \partial x^{2}=\delta_{x}^{2} u\left(x_{m}, t_{n}\right)+O(h)$. In the subsequent analysis, replace $O\left(h^{2}\right)$ everywhere by $O(h)$; no other change is needed.
5.2. Truncation error for Caputo derivative term. $m \in\{1,2, \ldots, M-1\}$ and $n \in\{1,2, \ldots, N\}$ are fixed. Then

$$
D_{N}^{\alpha} u\left(x_{m}, t_{n}\right)-D_{t}^{\alpha} u\left(x_{m}, t_{n}\right)=\sum_{k=0}^{n-1} T_{n k}
$$

with

$$
\begin{equation*}
T_{n k}:=\frac{1}{\Gamma(1-\alpha)} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha}\left[\frac{u\left(x_{m}, t_{k+1}\right)-u\left(x_{m}, t_{k}\right)}{\tau_{k+1}}-\frac{\partial u}{\partial s}\left(x_{m}, s\right)\right] d s \tag{5.3}
\end{equation*}
$$

Although $T_{n k}$ depends on $m$, the notation ignores this relationship since all our bounds of $T_{n k}$ are based on (2.9) which is independent of $x$.

A triangle inequality yields the bound

$$
\begin{equation*}
\left|D_{N}^{\alpha} u\left(x_{m}, t_{n}\right)-D_{t}^{\alpha} u\left(x_{m}, t_{n}\right)\right| \leq \sum_{k=0}^{n-1}\left|T_{n k}\right| \tag{5.4}
\end{equation*}
$$

For $k+1<n$, an integration by parts yields

$$
\begin{equation*}
T_{n k}=\frac{-\alpha}{\Gamma(1-\alpha)} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1}(\phi-\psi)\left(x_{m}, s\right) d s \tag{5.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi\left(x_{m}, s\right):=\left[\frac{u\left(x_{m}, t_{k+1}\right)-u\left(x_{m}, t_{k}\right)}{\tau_{k+1}}\right]\left(s-t_{k}\right) \\
& \psi\left(x_{m}, s\right):=u\left(x_{m}, s\right)-u\left(x_{m}, t_{k}\right)
\end{aligned}
$$

Then the mean value theorem for integrals gives

$$
T_{n k}=\frac{-\alpha}{\Gamma(1-\alpha)}(\phi-\psi)\left(x_{m}, \gamma_{1}\right) \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1} d s
$$

for some $\gamma_{1} \in\left(t_{k}, t_{k+1}\right)$. But

$$
\begin{aligned}
(\phi-\psi)\left(x_{m}, \gamma_{1}\right) & =\left[\frac{u\left(x_{m}, t_{k+1}\right)-u\left(x_{m}, t_{k}\right)}{\tau_{k+1}}\right]\left(\gamma_{1}-t_{k}\right)-\left[u\left(x_{m}, \gamma_{1}\right)-u\left(x_{m}, t_{k}\right)\right] \\
& =\left(\gamma_{1}-t_{k}\right)\left[u_{t}\left(x_{m}, \gamma_{2}\right)-u_{t}\left(x_{m}, \gamma_{3}\right)\right] \\
& =\left(\gamma_{1}-t_{k}\right)\left(\gamma_{2}-\gamma_{3}\right) u_{t t}\left(x_{m}, \gamma_{4}\right)
\end{aligned}
$$

for some $\gamma_{2}, \gamma_{3}, \gamma_{4} \in\left(t_{k}, t_{k+1}\right)$. Thus for $1 \leq k<n-1$,

$$
\begin{equation*}
\left|T_{n k}\right| \leq C \tau_{k+1}^{2}\left(\max _{s \in\left[t_{k}, t_{k+1}\right]}\left|u_{t t}\left(x_{m}, s\right)\right|\right) \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1} d s \tag{5.6}
\end{equation*}
$$

Lemma 5.2. There exists a constant $C$ such that for all $\left(x_{m}, t_{n}\right) \in Q$ one has

$$
\left|D_{N}^{\alpha} u\left(x_{m}, t_{n}\right)-D_{t}^{\alpha} u\left(x_{m}, t_{n}\right)\right| \leq C n^{-\min \{2-\alpha, r \alpha\}}
$$

Proof. We use (5.4). For $1 \leq k<n-1$, by (5.6) and (2.9b) one has

$$
\begin{aligned}
\left|T_{n k}\right| & \leq C \tau_{k+1}^{2} t_{k}^{\alpha-2} \tau_{k+1}\left(t_{n}-t_{k+1}\right)^{-\alpha-1} \\
& =C \tau_{k+1}^{3} T^{\alpha-2}\left(\frac{k}{N}\right)^{r(\alpha-2)} T^{-\alpha-1}\left[\left(\frac{n}{N}\right)^{r}-\left(\frac{k+1}{N}\right)^{r}\right]^{-\alpha-1} \\
& =C \tau_{k+1}^{3} T^{-3} N^{3 r} k^{r(\alpha-2)}\left[n^{r}-(k+1)^{r}\right]^{-\alpha-1}
\end{aligned}
$$

Now (5.1) yields

$$
\begin{equation*}
\left|T_{n k}\right| \leq C k^{3(r-1)} k^{r(\alpha-2)}\left[n^{r}-(k+1)^{r}\right]^{-\alpha-1}=C k^{r(\alpha+1)-3}\left[n^{r}-(k+1)^{r}\right]^{-\alpha-1} \tag{5.7}
\end{equation*}
$$

for $1 \leq k<n-1$. Consequently,

$$
\begin{equation*}
\sum_{k=1}^{\lceil n / 2\rceil-1}\left|T_{n k}\right| \leq C \sum_{k=1}^{\lceil n / 2\rceil-1} k^{r(\alpha+1)-3} n^{r(-\alpha-1)}=C n^{-r(\alpha+1)} \sum_{k=1}^{\lceil n / 2\rceil-1} k^{r(\alpha+1)-3} \tag{5.8}
\end{equation*}
$$

Hence, well-known convergence results for series of this type give

$$
\sum_{k=1}^{\lceil n / 2\rceil-1}\left|T_{n k}\right| \leq \begin{cases}C n^{-r(\alpha+1)} & \text { if } r(\alpha+1)<2  \tag{5.9}\\ C n^{-2} \ln n & \text { if } r(\alpha+1)=2 \\ C n^{-2} & \text { if } r(\alpha+1)>2\end{cases}
$$

For $\lceil n / 2\rceil \leq k<n-1$, start from (5.6) and invoke (5.1):

$$
\begin{aligned}
\left|T_{n k}\right| & \leq C \tau_{k+1}^{2}\left(\max _{s \in\left[t_{k}, t_{k+1}\right]}\left|u_{t t}\left(x_{m}, s\right)\right|\right) \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1} d s \\
& \leq C\left(T N^{-r} k^{r-1}\right)^{2} t_{k}^{\alpha-2} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1} d s \\
& \left.\leq C T^{2} N^{-2 r} n^{2(r-1)}\right) t_{n}^{\alpha-2} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1} d s \\
& =C T^{\alpha} N^{-2 r} n^{2(r-1)}\left(\frac{n}{N}\right)^{r(\alpha-2)} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1} d s \\
& =C T^{\alpha} N^{-r \alpha} n^{r \alpha-2} \int_{s=t_{k}}^{t_{k+1}}\left(t_{n}-s\right)^{-\alpha-1} d s
\end{aligned}
$$

Hence

$$
\begin{align*}
\sum_{k=\lceil n / 2\rceil}^{n-2}\left|T_{n k}\right| & \leq C T^{\alpha} N^{-r \alpha} n^{r \alpha-2} \int_{s=t_{\lceil n / 2\rceil}}^{t_{n-1}}\left(t_{n}-s\right)^{-\alpha-1} d s \\
& \leq C T^{\alpha} N^{-r \alpha} n^{r \alpha-2}\left(t_{n}-t_{n-1}\right)^{-\alpha} \\
& \leq C T^{\alpha} N^{-r \alpha} n^{r \alpha-2}\left(T N^{-r} n^{r-1}\right)^{-\alpha} \\
& =C n^{-(2-\alpha)}, \tag{5.10}
\end{align*}
$$

where we evaluated the integral, discarded a negative term, then invoked (5.1).
In the sum $\sum_{k=0}^{n-1}\left|T_{n k}\right|$ of (5.4), it remains to bound $T_{n 0}$ and $T_{n, n-1}$. If $n=1$, then

$$
T_{10}=\frac{\tau_{1}^{-\alpha}}{\Gamma(2-\alpha)}\left[u\left(x_{m}, t_{1}\right)-u\left(x_{m}, t_{0}\right)\right]-\frac{1}{\Gamma(1-\alpha)} \int_{s=0}^{t_{1}}\left(t_{1}-s\right)^{-\alpha} \frac{\partial u}{\partial s}\left(x_{m}, s\right) d s
$$

We derive estimates for each of these terms. The first term satisfies

$$
\begin{aligned}
\left|\frac{\tau_{1}^{-\alpha}}{\Gamma(2-\alpha)}\left[u\left(x_{m}, t_{1}\right)-u\left(x_{m}, t_{0}\right)\right]\right| & =\left|\frac{\tau_{1}^{-\alpha}}{\Gamma(2-\alpha)} \int_{s=0}^{\tau_{1}} \frac{\partial u}{\partial s}\left(x_{m}, s\right) d s\right| \\
& \leq \frac{\tau_{1}^{-\alpha}}{\Gamma(2-\alpha)} \int_{s=0}^{\tau_{1}}\left|\frac{\partial u}{\partial s}\left(x_{m}, s\right)\right| d s \\
& \leq C \frac{\tau_{1}^{-\alpha}}{\Gamma(2-\alpha)} \int_{s=0}^{\tau_{1}} s^{\alpha-1} d s \\
& =C \frac{\tau_{1}^{-\alpha}}{\Gamma(2-\alpha)} \frac{\tau_{1}^{\alpha}}{\alpha} \\
& \leq C
\end{aligned}
$$

The second term in $T_{10}$ satisfies

$$
\begin{aligned}
\left|\frac{1}{\Gamma(1-\alpha)} \int_{s=0}^{t_{1}}\left(t_{1}-s\right)^{-\alpha} \frac{\partial u}{\partial s}\left(x_{m}, s\right) d s\right| & \leq \frac{1}{\Gamma(1-\alpha)} \int_{s=0}^{t_{1}}\left(t_{1}-s\right)^{-\alpha}\left|\frac{\partial u}{\partial s}\left(x_{m}, s\right)\right| d s \\
& \leq \frac{C}{\Gamma(1-\alpha)} \int_{s=0}^{t_{1}}\left(t_{1}-s\right)^{-\alpha} s^{\alpha-1} d s \\
& =\frac{C}{\Gamma(1-\alpha)} B(\alpha, 1-\alpha) \\
& \leq C
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left|T_{10}\right| \leq C \tag{5.11}
\end{equation*}
$$

Assume now that $n>1$. The first term in $T_{n 0}$ can be bounded by

$$
\begin{aligned}
\left\lvert\, \frac{\tau_{1}^{-1}}{\Gamma(2-\alpha)}[u\right. & \left.\left(x_{m}, t_{1}\right)-u\left(x_{m}, t_{0}\right)\right]\left[t_{n}^{1-\alpha}-\left(t_{n}-t_{1}\right)^{1-\alpha}\right] \mid \\
& \leq \frac{\tau_{1}^{-1}}{\Gamma(2-\alpha)}\left[t_{n}^{1-\alpha}-\left(t_{n}-t_{1}\right)^{1-\alpha}\right] \int_{s=0}^{t_{1}}\left|\frac{\partial u}{\partial s}\left(x_{m}, s\right)\right| d s \\
& \leq \frac{C \tau_{1}^{-1}}{\Gamma(2-\alpha)}\left[t_{n}^{1-\alpha}-\left(t_{n}-t_{1}\right)^{1-\alpha}\right] \int_{s=0}^{t_{1}} s^{\alpha-1} d s \\
& =\frac{C \tau_{1}^{-1}}{\Gamma(2-\alpha)}\left[t_{n}^{1-\alpha}-\left(t_{n}-t_{1}\right)^{1-\alpha}\right] \frac{t_{1}^{\alpha}}{\alpha} \\
& \leq C\left[t_{n}^{1-\alpha}-\left(t_{n}-t_{1}\right)^{1-\alpha}\right] t_{1}^{\alpha-1} \\
& \leq C\left(\frac{t_{n}-t_{1}}{t_{1}}\right)^{-\alpha}
\end{aligned}
$$

where we used the mean value theorem in the final inequality. The second term is bounded by

$$
\begin{aligned}
\left|\frac{1}{\Gamma(1-\alpha)} \int_{s=0}^{t_{1}}\left(t_{n}-s\right)^{-\alpha} \frac{\partial u}{\partial s}\left(x_{m}, s\right) d s\right| & \leq \frac{\left(t_{n}-t_{1}\right)^{-\alpha}}{\Gamma(1-\alpha)} \int_{s=0}^{t_{1}}\left|\frac{\partial u}{\partial s}\left(x_{m}, s\right)\right| d s \\
& \leq \frac{C\left(t_{n}-t_{1}\right)^{-\alpha}}{\Gamma(1-\alpha)} \int_{s=0}^{t_{1}} s^{\alpha-1} d s \\
& =\frac{C\left(t_{n}-t_{1}\right)^{-\alpha}}{\Gamma(1-\alpha)} t_{1}^{\alpha} \\
& =C\left(\frac{t_{n}-t_{1}}{t_{1}}\right)^{-\alpha} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left|T_{n 0}\right| \leq C\left(\frac{t_{n}-t_{1}}{t_{1}}\right)^{-\alpha} \leq C n^{-r \alpha} \quad \text { for } n>1 \tag{5.12}
\end{equation*}
$$

Combining (5.11) and (5.12), we have

$$
\begin{equation*}
\left|T_{n 0}\right| \leq C n^{-r \alpha} \quad \text { for } n \geq 1 \tag{5.13}
\end{equation*}
$$
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Finally, we consider $T_{n, n-1}$ for $n>1$ (the case $n=1$ is $T_{10}$, which has been dealt with already). From (5.3), for some $\gamma_{5}, \gamma_{6}, \gamma_{7} \in\left(t_{n-1}, t_{n}\right)$ one gets

$$
\begin{aligned}
\left|T_{n, n-1}\right| & =\frac{1}{\Gamma(1-\alpha)}\left|\frac{\partial u}{\partial t}\left(x_{m}, \gamma_{5}\right)-\frac{\partial u}{\partial t}\left(x_{m}, \gamma_{6}\right)\right| \int_{s=t_{n-1}}^{t_{n}}\left(t_{n}-s\right)^{-\alpha} d s \\
& \leq \frac{\tau_{n}}{\Gamma(2-\alpha)}\left|\frac{\partial^{2} u}{\partial t^{2}}\left(x_{m}, \gamma_{7}\right)\right|\left(t_{n}-t_{n-1}\right)^{1-\alpha} \\
& \leq C \tau_{n}^{2-\alpha} t_{n-1}^{\alpha-2} \\
& \leq C\left[T N^{-r}(n-1)^{r-1}\right]^{2-\alpha} T^{\alpha-2}\left(\frac{n-1}{N}\right)^{r(\alpha-2)} \\
& =C(n-1)^{-(2-\alpha)} \\
& \leq C n^{-(2-\alpha)},
\end{aligned}
$$

where we used (2.9b) and (5.1).
To finish the proof, we have to combine the bounds (5.9), (5.10), (5.13), and (5.14) in (5.4). Now $n^{-r \alpha} \geq C n^{-r(\alpha+1)} \ln n$ so (5.13) dominates (5.9) if $r(\alpha+1) \leq 2$; on the other hand, if $r(\alpha+1)>2$, then $n^{-(2-\alpha)} \geq n^{-2}$ implies that (5.14) dominates (5.9). Thus (5.9) can be ignored, and it is an easy matter to combine the other bounds to obtain the desired result.
5.3. Convergence of the scheme. We can now prove our main convergence result.

Theorem 5.3. The solution $u_{m}^{n}$ of the scheme (3.2) satisfies

$$
\begin{equation*}
\max _{\left(x_{m}, t_{n}\right) \in \bar{Q}}\left|u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right| \leq C\left(h^{2}+T^{\alpha} N^{-\min \{2-\alpha, r \alpha\}}\right) \tag{5.15}
\end{equation*}
$$

for some constant $C$.
Proof. Fix $\left(x_{m}, t_{n}\right) \in \bar{Q}$. The truncation error of (3.2) at $\left(x_{m}, t_{n}\right)$ is

$$
\left|\chi_{m}^{n}\right|:=\left|D_{M}^{\alpha}\left[u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right]-\delta_{x}^{2}\left[u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right]\right| \leq C\left(h^{2}+n^{-\min \{2-\alpha, r \alpha\}}\right)
$$

by (5.2) and Lemma 5.2. Now $L_{M, N}\left[u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right]=\chi_{m}^{n}$, so invoking Lemma 4.2 with $v_{m}^{n}:=u\left(x_{m}, t_{n}\right)-u_{m}^{n}$ (observe that the initial condition $v_{m}^{0}=0$ for all $m$ ) we obtain

$$
\begin{aligned}
\max _{\left(x_{m}, t_{n}\right) \in \bar{Q}}\left|u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right| & \leq C \tau_{n}^{\alpha} \Gamma(2-\alpha) \sum_{j=1}^{n} \theta_{n, j}\left\|\chi^{j}\right\|_{\infty} \\
& \leq C \tau_{n}^{\alpha} \Gamma(2-\alpha) \sum_{j=1}^{n} \theta_{n, j}\left(h^{2}+j^{-\min \{2-\alpha, r \alpha\}}\right) \\
& \leq C T^{\alpha}\left(h^{2}+N^{-\min \{2-\alpha, r \alpha\}}\right)
\end{aligned}
$$

by Lemma 4.3 with $\beta=0$ for the $h^{2}$ term and $\beta=\min \{2-\alpha, r \alpha\}$ for the term involving $N^{-\min \{2-\alpha, r \alpha\}}$.

Remark 5.4 (more general differential equation). One can prove a convergence result similar to Theorem 5.3 if (1.1a) is replaced by the differential equation

$$
D_{t}^{\alpha} u-p \frac{\partial^{2} u}{\partial x^{2}}+q(x, t) \frac{\partial u}{\partial x}+c(x, t) u=f(x, t)
$$

where a convection term $q$ appears and $q, c$ can be functions of $t$ as well as $x$, provided that the solution $u$ still satisfies the a priori bounds (2.9). The only essential modification needed in the analysis is the nonrestrictive assumption that $l\|q\|_{\infty} \leq 2 p M$, to ensure that Lemma 4.1 remains valid.

Remark 5.5 (weaker hypothesis on temporal derivatives of $u$ ). Suppose that the bound

$$
\left|\frac{\partial^{\ell} u}{\partial t^{\ell}}(x, t)\right| \leq C\left(1+t^{\alpha-\ell}\right) \quad \text { for } \ell=0,1,2
$$

of $(2.9 \mathrm{~b})$ is replaced by the more general hypothesis that

$$
\begin{equation*}
\left|\frac{\partial^{\ell} u}{\partial t^{\ell}}(x, t)\right| \leq C\left(1+t^{\gamma-\ell}\right) \quad \text { for } \ell=0,1,2 \tag{5.16}
\end{equation*}
$$

where $\gamma \in(0, \alpha]$ is fixed. This modification has no effect on section 4 , and in section 5 an inspection shows that only algebraic changes are needed: inequality (5.9) becomes

$$
\sum_{k=1}^{\lceil n / 2\rceil-1}\left|T_{n k}\right| \leq \begin{cases}C n^{-r(\alpha+1)}\left(T^{-1} N^{r}\right)^{\alpha-\gamma} & \text { if } r(\gamma+1)<2  \tag{5.17}\\ C n^{-2}\left(T^{-1} N^{r}\right)^{\alpha-\gamma} \ln n & \text { if } r(\gamma+1)=2 \\ C n^{-2-r(\alpha-\gamma)}\left(T^{-1} N^{r}\right)^{\alpha-\gamma} & \text { if } r(\gamma+1)>2\end{cases}
$$

inequality (5.10) becomes

$$
\begin{equation*}
\sum_{k=\lceil n / 2\rceil}^{n-2}\left|T_{n k}\right| \leq C n^{-(2-\alpha)-r(\alpha-\gamma)}\left(T^{-1} N^{r}\right)^{\alpha-\gamma} \tag{5.18}
\end{equation*}
$$

inequality (5.13) becomes

$$
\begin{equation*}
\left|T_{n 0}\right| \leq C n^{-r \alpha}\left(T^{-1} N^{r}\right)^{\alpha-\gamma} \quad \text { for } n \geq 1 \tag{5.19}
\end{equation*}
$$

and inequality (5.14) becomes

$$
\begin{equation*}
\left|T_{n, n-1}\right| \leq C n^{-(2-\alpha)-r(\alpha-\gamma)}\left(T^{-1} N^{r}\right)^{\alpha-\gamma} \tag{5.20}
\end{equation*}
$$

In the last paragraph of the proof of Lemma 5.2 one replaces $\alpha$ by $\gamma$, and the conclusion of the lemma is now

$$
\left|D_{N}^{\alpha} u\left(x_{m}, t_{n}\right)-D_{t}^{\alpha} u\left(x_{m}, t_{n}\right)\right| \leq C T^{\gamma-\alpha} N^{r(\alpha-\gamma)} n^{-\min \{2-\alpha+r(\alpha-\gamma), r \alpha\}}
$$

Consequently the convergence result of Theorem 5.3 becomes

$$
\begin{equation*}
\max _{\left(x_{m}, t_{n}\right) \in \bar{Q}}\left|u\left(x_{m}, t_{n}\right)-u_{m}^{n}\right| \leq C\left(T^{\alpha} h^{2}+T^{\gamma} N^{-\min \{2-\alpha, r \gamma\}}\right) \tag{5.21}
\end{equation*}
$$

for some constant $C=C(\gamma, \alpha)$.
In Remark 5.5 we do not consider the alternative situation where $\gamma>\alpha$, becauseas shown in Remark 2.3-that hypothesis would place a severe restriction on the class of problems being studied.

Remark 5.6 (choice of mesh grading $r$ ). Numerical results in section 6 will show that Theorem 5.3 is sharp. It tells us that the optimal graded mesh is obtained when $r=(2-\alpha) / \alpha$, as this then gives the highest possible rate of convergence
$O\left(h^{2}+N^{-(2-\alpha)}\right)$, while any larger value of $r$ increases the temporal mesh width near $t=T$ and consequently increases the constant multiplier $C$. Furthermore, if the solution $u$ of (1.1) satisfies the a priori bound (5.16) but the exact value of $\gamma$ is unknown-let's say one knows only that $\gamma \in[\alpha / 2, \alpha]$-then (5.21) indicates that it's better to choose $r$ too large than too small, so one should set $r=(2-\alpha) /(\min \gamma)=$ $2(2-\alpha) / \alpha$.

The discrete solution $\left\{u_{m}^{n}\right\}$ on the graded mesh can be extended globally by the bilinear interpolant

$$
\begin{equation*}
\bar{U}^{M, N}(x, t):=\sum_{m, n=0}^{M, N} u_{m}^{n} \phi_{m}(x) \psi_{n}(t) \quad \text { for }(x, t) \in \bar{Q} \tag{5.22}
\end{equation*}
$$

where the $\phi_{m}(x)$ and $\psi_{n}(t)$ are piecewise linear basis functions with nodal values $\phi_{k}\left(x_{i}\right)=\delta_{i, k}=\psi_{i}\left(t_{k}\right)$.

Corollary 5.7. Assume that $r \alpha \leq 2$. Then the global approximation $\bar{U}^{M, N}$ generated by the scheme (3.2) and the bilinear interpolant (5.22) satisfy

$$
\begin{equation*}
\left\|u-\bar{U}^{M, N}\right\|_{L_{\infty}(\bar{Q})} \leq C\left(h^{2}+T^{\alpha} N^{-\min \{2-\alpha, r \alpha\}}\right) \tag{5.23}
\end{equation*}
$$

for some constant $C$.
Proof. Let $\bar{u}$ be the bilinear interpolant to $u$ on our graded mesh. On each mesh rectangle $R_{m, n}:=\left(x_{m-1}, x_{m}\right) \times\left(t_{n-1}, t_{n}\right)$ one can easily derive the bound

$$
\begin{aligned}
\|u-\bar{u}\|_{L_{\infty}\left(R_{m, n}\right)} \leq & C h^{2}\left\|u_{x x}\right\|_{L_{\infty}\left(R_{m, n}\right)} \\
& +C \min \left\{\tau_{n}^{2}\left\|u_{t t}\right\|_{L_{\infty}\left(R_{m, n}\right)} \max _{x \in\left[x_{m-1}, x_{m}\right]} \int_{s=t_{n-1}}^{t_{n}}\left|u_{t}(x, s)\right| d s\right\} \\
\leq & C h^{2}+C \min \left\{\tau_{n}^{2} t_{n-1}^{\alpha-2}, t_{n}^{\alpha}-t_{n-1}^{\alpha}\right\}
\end{aligned}
$$

by (2.9). For $n=1$, this gives (since $t_{1}=T N^{-r}$ )

$$
\|u-\bar{u}\|_{L_{\infty}\left(R_{m, 1}\right)} \leq C\left(h^{2}+T^{\alpha} N^{-r \alpha}\right)
$$

and for $n>1$ it gives, using (5.1) and the definition of $t_{n-1}$,

$$
\begin{aligned}
\|u-\bar{u}\|_{L_{\infty}\left(R_{m, n}\right)} & \leq C h^{2}+C T^{\alpha} N^{-r \alpha} n^{2(r-1)}(n-1)^{r(\alpha-2)} \\
& \leq C h^{2}+C T^{\alpha} N^{-r \alpha}(n-1)^{r \alpha-2} \\
& \leq C h^{2}+C T^{\alpha} N^{-r \alpha} \quad \text { because } r \alpha \leq 2
\end{aligned}
$$

Hence $\|u-\bar{u}\|_{L_{\infty}(\bar{Q})} \leq C\left(h^{2}+T^{\alpha} N^{-r \alpha}\right)$.
The argument is completed by invoking the nodal error bound of Theorem 5.3 and a triangle inequality.

The assumption $r \alpha \leq 2$ of Corollary 5.7 is satisfied on our optimal mesh where $r=(2-\alpha) / \alpha$.
6. Numerical experiments. In this section numerical results are presented for our scheme applied to two test problems of the form (1.1); in the first the exact solution is known, while the second is more complicated with an unknown exact solution.

Example 6.1.

$$
\begin{equation*}
D_{t}^{\alpha} u-\frac{\partial^{2} u}{\partial x^{2}}=f(x, t) \quad \text { for }(x, t) \in(0, \pi) \times(0,1] \tag{6.1}
\end{equation*}
$$

with initial condition $u(x, 0)=0$ for $0<x<\pi$ and boundary conditions $u(0, t)=$ $u(\pi, t)=0$ for $0 \leq t \leq 1$. The function $f$ in (6.1) is chosen such that the exact solution of the problem is $u(x, t)=\left(t^{\alpha}+t^{3}\right) \sin x$. This solution displays typical layer behavior at $t=0$, i.e., its derivatives agree exactly with the bounds (2.4).

In Tables 3, 4, and 5 we use the format described in section 3.1 and show the maximum errors and the orders of convergence in the computed solutions for Example 6.1 with $\alpha=0.8, \alpha=0.6$, and $\alpha=0.4$, respectively, and several values of the mesh grading exponent $r$.

These numerical results agree precisely with the theoretical rate of convergence of Theorem 5.3 for various values of $r$ : in the case of a uniform mesh $(r=1)$ we observe

Table 3
Maximum errors and orders of convergence for Example 6.1 with $\alpha=0.8$.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ | $\mathrm{~N}=\mathrm{M}=2048$ | $\mathrm{~N}=\mathrm{M}=4096$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r=1$ | $5.335 \mathrm{E}-3$ | $3.164 \mathrm{E}-3$ | $1.856 \mathrm{E}-3$ | $1.079 \mathrm{E}-3$ | $6.240 \mathrm{E}-4$ | $3.602 \mathrm{E}-4$ | $2.075 \mathrm{E}-4$ |
|  | 0.754 | 0.770 | 0.783 | 0.790 | 0.793 | 0.796 |  |
| $r=\frac{(2-\alpha)}{2 \alpha}$ | $1.100 \mathrm{E}-2$ | $7.483 \mathrm{E}-3$ | $5.028 \mathrm{E}-3$ | $3.356 \mathrm{E}-3$ | $2.237 \mathrm{E}-3$ | $1.487 \mathrm{E}-3$ | $9.863 \mathrm{E}-4$ |
|  | 0.556 | 0.574 | 0.583 | 0.585 | 0.589 | 0.593 |  |
| $r=\frac{2-\alpha}{\alpha}$ | $7.984 \mathrm{E}-3$ | $3.473 \mathrm{E}-3$ | $1.510 \mathrm{E}-3$ | $6.563 \mathrm{E}-4$ | $2.853 \mathrm{E}-4$ | $1.240 \mathrm{E}-4$ | $5.391 \mathrm{E}-5$ |
|  | 1.201 | 1.202 | 1.202 | 1.202 | 1.202 | 1.202 |  |
| $r=\frac{2(2-\alpha)}{\alpha}$ | $1.696 \mathrm{E}-2$ | $7.501 \mathrm{E}-3$ | $3.296 \mathrm{E}-3$ | $1.443 \mathrm{E}-3$ | $6.300 \mathrm{E}-4$ | $2.747 \mathrm{E}-4$ | $1.197 \mathrm{E}-4$ |
|  | 1.177 | 1.186 | 1.192 | 1.195 | 1.197 | 1.198 |  |

Table 4
Maximum errors and orders of convergence for Example 6.1 with $\alpha=0.6$.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ | $\mathrm{~N}=\mathrm{M}=2048$ | $\mathrm{~N}=\mathrm{M}=4096$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r=1$ | $1.592 \mathrm{E}-2$ | $1.075 \mathrm{E}-2$ | $7.209 \mathrm{E}-3$ | $4.807 \mathrm{E}-3$ | $3.193 \mathrm{E}-3$ | $2.117 \mathrm{E}-3$ | $1.401 \mathrm{E}-3$ |
|  | 0.566 | 0.577 | 0.585 | 0.590 | 0.593 | 0.596 |  |
| $r=\frac{(2-\alpha)}{2 \alpha}$ | $1.075 \mathrm{E}-2$ | $6.740 \mathrm{E}-3$ | $4.195 \mathrm{E}-3$ | $2.601 \mathrm{E}-3$ | $1.608 \mathrm{E}-3$ | $9.923 \mathrm{E}-4$ | $6.118 \mathrm{E}-4$ |
|  | 0.674 | 0.684 | 0.690 | 0.694 | 0.696 | 0.698 |  |
| $r=\frac{2-\alpha}{\alpha}$ | $5.119 \mathrm{E}-3$ | $1.980 \mathrm{E}-3$ | $7.601 \mathrm{E}-4$ | $2.904 \mathrm{E}-4$ | $1.106 \mathrm{E}-4$ | $4.207 \mathrm{E}-5$ | $1.598 \mathrm{E}-5$ |
|  | 1.371 | 1.381 | 1.388 | 1.392 | 1.395 | 1.397 |  |
| $r=\frac{2(2-\alpha)}{\alpha}$ | $1.225 \mathrm{E}-2$ | $4.867 \mathrm{E}-3$ | $1.901 \mathrm{E}-3$ | $7.343 \mathrm{E}-4$ | $2.817 \mathrm{E}-4$ | $1.076 \mathrm{E}-4$ | $4.098 \mathrm{E}-5$ |
|  | 1.331 | 1.356 | 1.372 | 1.382 | 1.389 | 1.393 |  |

Table 5
Maximum errors and orders of convergence for Example 6.1 with $\alpha=0.4$.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ | $\mathrm{~N}=\mathrm{M}=2048$ | $\mathrm{~N}=\mathrm{M}=4096$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r=1$ | $3.357 \mathrm{E}-2$ | $2.637 \mathrm{E}-2$ | $2.055 \mathrm{E}-2$ | $1.592 \mathrm{E}-2$ | $1.227 \mathrm{E}-2$ | $9.417 \mathrm{E}-3$ | $7.207 \mathrm{E}-3$ |
|  | 0.348 | 0.360 | 0.369 | 0.376 | 0.381 | 0.386 |  |
| $r=\frac{(2-\alpha)}{2 \alpha}$ | $7.207 \mathrm{E}-3$ | $4.195 \mathrm{E}-3$ | $2.428 \mathrm{E}-3$ | $1.401 \mathrm{E}-3$ | $8.066 \mathrm{E}-4$ | $4.640 \mathrm{E}-4$ | $2.667 \mathrm{E}-4$ |
|  | 0.781 | 0.789 | 0.794 | 0.796 | 0.798 | 0.799 |  |
| $r=\frac{2-\alpha}{\alpha}$ | $4.145 \mathrm{E}-3$ | $1.455 \mathrm{E}-3$ | $5.011 \mathrm{E}-4$ | $1.705 \mathrm{E}-4$ | $5.752 \mathrm{E}-5$ | $1.929 \mathrm{E}-5$ | $6.441 \mathrm{E}-6$ |
|  | 1.511 | 1.537 | 1.555 | 1.568 | 1.576 | 1.582 |  |
| $r=\frac{2(2-\alpha)}{\alpha}$ | $1.072 \mathrm{E}-2$ | $3.940 \mathrm{E}-3$ | $1.399 \mathrm{E}-3$ | $4.855 \mathrm{E}-4$ | $1.661 \mathrm{E}-4$ | $5.631 \mathrm{E}-5$ | $1.898 \mathrm{E}-5$ |
|  | 1.444 | 1.494 | 1.526 | 1.547 | 1.561 | 1.569 |  |
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FIG. 2. Computed solution $u(x, t)$ of Example 6.2 when $\alpha=0.6$.
a rate of $\alpha$, while for a grading of $r=(2-\alpha) /(2 \alpha)$ we observe a rate of $(2-\alpha) / 2$, and when $r \geq(2-\alpha) / \alpha$, the optimal rate of $2-\alpha$ is obtained. Thus Theorem 5.3 is sharp.

In particular, Theorem 5.3 implies that one should choose $r \geq(2-\alpha) / \alpha$ to obtain the best possible order of convergence $O\left(h^{2}+N^{-(2-\alpha)}\right)$, and our results confirm this.

Note that the maximum errors are greater for the choice of $r=2(2-\alpha) / \alpha$ than for $r=(2-\alpha) / \alpha$. While the optimal rate of convergence $2-\alpha$ is observed for both these choices, the larger value of $r$ will concentrate more mesh points near $t=0$, so the mesh is coarser away from $t=0$, giving larger errors there.

Example 6.2. Consider the test problem

$$
\begin{equation*}
D_{t}^{\alpha} u-\frac{\partial^{2} u}{\partial x^{2}}+(1+x) u=x(\pi-x)\left(1+t^{4}\right)+t^{2} \tag{6.2a}
\end{equation*}
$$

for $(x, t) \in Q:=(0, \pi) \times(0,1]$ with

$$
\begin{align*}
u(0, t)=0, \quad u(\pi, t)=0 & \text { for } t \in(0,1]  \tag{6.2b}\\
u(x, 0)=\sin x & \text { for } x \in[0, \pi] \tag{6.2c}
\end{align*}
$$

In Figure 2 the computed solution for $\alpha=0.6$ is displayed. There is a layer at $t=0$ and numerical experiments show that this layer becomes sharper as $\alpha$ decreases.

The exact solution of Example 6.2 is unknown, so the orders of convergence in the computed solutions are estimated using the two-mesh principle [6], which we now describe. Let $u_{m}^{n}$ with $0 \leq m \leq M$ and $0 \leq n \leq N$ be the solution computed by our scheme (3.2) on the mesh defined at the beginning of section 3. Now consider a second mesh that is uniform in the spatial direction with $2 M$ mesh intervals, and in the temporal direction is defined by

$$
t_{n}=(n /(2 N))^{r} \quad \text { for } 0 \leq n \leq 2 N
$$

The solution computed by our scheme on this mesh is denoted by $z_{m}^{n}$ with $0 \leq m \leq 2 M$ and $0 \leq n \leq 2 N$. Now the maximum two-mesh differences are defined by

$$
D^{M, N}:=\max _{0 \leq m \leq M} \max _{0 \leq n \leq N}\left|u_{m}^{n}-z_{2 m}^{2 n}\right|
$$

Table 6
Maximum two-mesh differences and orders of convergence for Example 6.2 with $\alpha=0.8$.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $r=1$ | $3.807 \mathrm{E}-003$ | $2.229 \mathrm{E}-003$ | $1.280 \mathrm{E}-003$ | $7.303 \mathrm{E}-004$ | $4.162 \mathrm{E}-004$ |
|  | 0.772 | 0.801 | 0.809 | 0.811 |  |
| $r=\frac{(2-\alpha)}{2 \alpha}$ | $7.230 \mathrm{E}-003$ | $4.769 \mathrm{E}-003$ | $3.158 \mathrm{E}-003$ | $2.048 \mathrm{E}-003$ | $1.319 \mathrm{E}-003$ |
|  | 0.600 | 0.595 | 0.625 | 0.635 |  |
| $r=\frac{2-\alpha}{\alpha}$ | $2.561 \mathrm{E}-003$ | $1.131 \mathrm{E}-003$ | $4.966 \mathrm{E}-004$ | $2.173 \mathrm{E}-004$ | $9.485 \mathrm{E}-005$ |
|  | 1.179 | 1.188 | 1.193 | 1.196 |  |
| $r=\frac{2(2-\alpha)}{\alpha}$ | $5.284 \mathrm{E}-003$ | $2.378 \mathrm{E}-003$ | $1.055 \mathrm{E}-003$ | $4.641 \mathrm{E}-004$ | $2.033 \mathrm{E}-004$ |
|  | 1.152 | 1.173 | 1.184 | 1.191 |  |

Table 7
Maximum two-mesh differences and orders of convergence for Example 6.2 with $\alpha=0.6$.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $r=1$ | $9.052 \mathrm{E}-003$ | $6.410 \mathrm{E}-003$ | $4.414 \mathrm{E}-003$ | $2.986 \mathrm{E}-003$ | $1.999 \mathrm{E}-003$ |
|  | 0.498 | 0.538 | 0.564 | 0.579 |  |
| $r=\frac{(2-\alpha)}{2 \alpha}$ | $6.655 \mathrm{E}-003$ | $4.307 \mathrm{E}-003$ | $2.725 \mathrm{E}-003$ | $1.703 \mathrm{E}-003$ | $1.057 \mathrm{E}-003$ |
|  | 0.628 | 0.660 | 0.678 | 0.688 |  |
| $r=\frac{2-\alpha}{\alpha}$ | $1.808 \mathrm{E}-003$ | $7.133 \mathrm{E}-004$ | $2.773 \mathrm{E}-004$ | $1.068 \mathrm{E}-004$ | $4.087 \mathrm{E}-005$ |
|  | 1.342 | 1.363 | 1.377 | 1.385 |  |
| $r=\frac{2(2-\alpha)}{\alpha}$ | $4.235 \mathrm{E}-003$ | $1.732 \mathrm{E}-003$ | $6.877 \mathrm{E}-004$ | $2.683 \mathrm{E}-004$ | $1.036 \mathrm{E}-004$ |
|  | 1.290 | 1.332 | 1.358 | 1.373 |  |

Table 8
Maximum two-mesh differences and orders of convergence for Example 6.2 with $\alpha=0.4$.

|  | $\mathrm{N}=\mathrm{M}=64$ | $\mathrm{~N}=\mathrm{M}=128$ | $\mathrm{~N}=\mathrm{M}=256$ | $\mathrm{~N}=\mathrm{M}=512$ | $\mathrm{~N}=\mathrm{M}=1024$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $r=1$ | $1.351 \mathrm{E}-002$ | $1.200 \mathrm{E}-002$ | $1.035 \mathrm{E}-002$ | $8.711 \mathrm{E}-003$ | $7.171 \mathrm{E}-003$ |
|  | 0.172 | 0.213 | 0.249 | 0.281 |  |
| $r=\frac{(2-\alpha)}{2 \alpha}$ | $5.167 \mathrm{E}-003$ | $3.186 \mathrm{E}-003$ | $1.909 \mathrm{E}-003$ | $1.124 \mathrm{E}-003$ | $6.547 \mathrm{E}-004$ |
|  | 0.697 | 0.739 | 0.764 | 0.779 |  |
| $r=\frac{2-\alpha}{\alpha}$ | $1.497 \mathrm{E}-003$ | $5.417 \mathrm{E}-004$ | $1.904 \mathrm{E}-004$ | $6.563 \mathrm{E}-005$ | $2.234 \mathrm{E}-005$ |
|  | 1.466 | 1.509 | 1.536 | 1.555 |  |
| $r=\frac{2(2-\alpha)}{\alpha}$ | $3.789 \mathrm{E}-003$ | $1.455 \mathrm{E}-003$ | $5.300 \mathrm{E}-004$ | $1.870 \mathrm{E}-004$ | $6.466 \mathrm{E}-005$ |
|  | 1.381 | 1.457 | 1.503 | 1.532 |  |

and they are used to compute the estimated rate of convergence

$$
\log _{2}\left(\frac{D^{M, N}}{D^{2 M, 2 N}}\right)
$$

The maximum two-mesh differences and their corresponding estimated orders of convergence for Example 6.2 with $\alpha=0.8,0.6,04$ are given in Tables $6-8$. The numerical results are in agreement with Theorem 5.3: they show that $r=(2-\alpha) / \alpha$ yields the optimal rate of convergence $O\left(N^{-(2-\alpha)}\right)$ together with the smallest maximum two-mesh differences.
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