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Quantum optimal control theory (QOCT) aims at finding an external field that drives a quantum system in
such a way that optimally achieves some predefined target. In practice, this normally means optimizing the value
of some observable, a so-called merit function. In consequence, a key part of the theory is a set of equations,
which provides the gradient of the merit function with respect to parameters that control the shape of the
driving field. We show that these equations can be straightforwardly derived using the standard linear response
theory, only requiring a minor generalization: the unperturbed Hamiltonian is allowed to be time dependent. As
a result, the aforementioned gradients are identified with certain response functions. This identification leads
to a natural reformulation of QOCT in terms of the Keldysh contour formalism of the quantum many-body
theory. In particular, the gradients of the merit function can be calculated using the diagrammatic technique
for nonequilibrium Green’s functions, which should be helpful in the application of QOCT to computationally
difficult many-electron problems.
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I. INTRODUCTION

Quantum optimal control theory (QOCT) [1,2] is concerned
with finding a time-dependent external field that drives a given
quantum system to optimally achieve some predefined target
that depends on the manner in which the system evolves.1

For example, a target can be the population of some excited
state at the final time of the propagation, but many other
options are possible. The theory can be regarded as a branch
of the classical control theories developed mostly in the
fields of mathematics and engineering [3,4]. The quantum
discipline was born in the late 1980s [5–7] as the most
complete theoretical framework capable of addressing the
nascent experimental field of quantum control (or coherent
control) [8]. The range of applications of quantum control
is growing very fast, thanks to the progress in the ultrafast
laser-pulse generation and pulse-shaping techniques [9], as
well as to the development of adaptive feedback control
schemes [10,11]. Typical examples of applications are the
control of the population of excited states in molecules [11],
optimization of high-harmonic generation [12], optimization
of selective photodissociation of molecules [13], optimization
of multiphoton ionization of atoms [14], enhancement of
electron transfer in dye-sensitized solar cells [15], etc.

At the formal level, the central problem of QOCT is to
maximize an expectation value of some operator, usually
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1Perhaps, more generally, the optimization can also be done with

respect to internal parameters defining the system itself, and not
necessarily defining an external field. However, most applications are
for this latter case.

known as a merit (or target) function, the input of which
is the external field that needs to be optimally shaped. The
field is normally parametrized either by a discrete set of
real-valued “control” parameters, or, in a more general setting,
by continuous functions of time. In the latter case, one usually
speaks of target functionals. In most cases, the optimization
algorithm will require both the computation of the merit
function and of its gradient with respect to control parameters.
Therefore, an expression and computational strategy for this
gradient constitutes one of the most important parts of
QOCT.

The usual derivation of expressions for the gradient of the
merit function proceeds via the definition of a Lagrangian
functional, and of a “Lagrange multiplier” wave function
(see, for example, Refs. [6,16]). It leads to an expression
for the gradient that involves the forward propagation of
the system wave function, and the backward propagation of
the new Lagrange multiplier wave function. At this point, it
is worth noting that the presence of forward and backward
time propagations is a general feature of the quantum kinetic
theory, which can be conveniently formulated as a propagation
along the Keldysh-Schwinger closed-time contour [17,18].
Therefore, it is natural to expect that there is a connection
between QOCT and the Keldysh contour formulation of the
quantum dynamics. In this paper, we make this connection
explicit by reexamining the derivation of the expression of the
gradient (or functional derivative) of the target functional.

Our main simple observation is that the differentiation of
a target observable with respect to a control parameter is
identical to computing a change of that observable induced
by a corresponding perturbation in the Hamiltonian. Thus,
the problem of calculating the gradient of the merit function
reduces to a generalized form of linear response theory (LRT),
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in which the unperturbed Hamiltonian is no longer static
but depends on time. The formalism of LRT can then be
directly applied, and we straightforwardly recover the very
same expressions that one reaches in the “traditional” way.
However, these expressions can then be regarded as response
functions represented by certain retarded correlation functions.
We emphasize that this rederivation is not a mere academic
exercise since the new interpretation of the gradient as a
response function suggests immediately the use of the known
approximations to this object. In particular, by relating the
retarded response function to a contour-ordered correlation
function, we can apply well-developed methods and approxi-
mations of the nonequilibrium many-body perturbation theory
to QOCT for many-electron systems [17,19,20].

The latter is an especially important aspect since the
treatment of many-electron systems is notoriously difficult;
yet, the direct control of electrons is an area of growing interest
due to the advances in laser pulses of strong intensity and
ultrashort durations, in the attosecond range: the scale of the
electronic movements. In order to theoretically study a direct
control of electronic motion, it is necessary to have a predictive
(ab initio) yet computational tractable scheme, in combination
with QOCT. Some possibilities have been recently put forward
such as (multiconfiguration) time-dependent Hartree Fock [21]
and time-dependent density functional theory [22]. Here, we
propose a new possibility, based on nonequilibrium many-
body Green’s function theory.

The structure of the paper is the following. In Sec. II,
we derive the gradient QOCT equations in the formalism
of LRT. To make this paper self-contained, the slightly
generalized basic LRT results needed for this purpose are
presented in the Appendix. Section III elaborates on the
equations derived in Sec. II by proposing a QOCT scheme for
many-body systems, based on the Keldysh contour formalism
and on standard approximations in nonequilibrium many-body
Green’s function theory. We conclude by summarizing our
results, discussing directions for further research, and the
possibility of numerical implementation of our many-body
version of the QOCT.

II. BASIC QOCT EQUATIONS IN THE LINEAR RESPONSE
THEORY LANGUAGE

Let us consider a quantum system described by its density
matrix ρ̂(t) and governed, in the time interval [t0,tf ], by a von
Neumann equation in the form

∂

∂t
ρ̂(t) = −i[Ĥ [u](t),ρ̂(t)] , (1)

ρ̂(t0) = ρ̂0 , (2)

where the Hamiltonian is given by2

Ĥ [u](t) = Ĥ + ε[u](t)V̂ . (3)

2Equation 3 prescribes a particular form of the Hamiltonian, namely,
a linear dependence of it with the control field ε[u]. This is perhaps
the most common case, and may describe, for example, a laser pulse
interacting with an atom or molecule. However, the results that follow
do not rely on this particular choice, and could be derived with a
generic dependence Ĥ [u].

The Hamiltonian piece Ĥ is static, and ε[u](t) is a time-
dependent function the precise form of which is determined
by a set of parameters that we will denote, collectively, u.
The operator V̂ represents the coupling of the system with
an external field, e.g., if we think of an atom or molecule
irradiated by a laser pulse, the dipole operator. Evidently, a
particular choice of the control u leads to a system evolution
u → ρ̂[u](t).

We wish to find the values of u that maximize the value of
the expectation value of some observable Â at the end of the
propagation. In other words, we want to find the maximum of
the function

G[u] = Tr{ρ̂[u](tf )Â} . (4)

In order to find the maximum, the best way is to be able
to compute the gradient of G. The problem that we face,
therefore, is that of finding a suitable expression for this
gradient.

Assuming that there is only one parameter u (the general-
ization to more than one is trivial),

∂G

∂u
[u] = lim

�u→0
�u−1(G[u + �u] − G[u]) . (5)

Note that ρ̂[u] corresponds to the propagation of the system
with the Hamiltonian given in Eq. (3), whereas ρ̂[u + �u]
corresponds to the propagation of the system with the
Hamiltonian

Ĥ [u + �u](t) = Ĥ [u](t) + �u
∂ε

∂u
[u](t)V̂ (6)

to first order in �u. Now, we can use directly the LRT result
introduced in the Appendix by making the identifications

Ĥ0(t) = Ĥ [u](t), f (t) = �u
∂ε

∂u
[u](t) . (7)

Therefore, we just need to apply Eqs. (A12) and (A13) to arrive
at

∂G

∂u
[u] =

∫ ∞

t0

dτ
∂ε

∂u
[u](τ )χÂ,V̂ (tf ,τ ), (8)

where

χÂ,V̂ (tf ,τ ) = −iθ (tf − τ )Tr{ρ̂(t0)[ÂH (tf ),V̂H (τ )]} (9)

is the response function for the (Â,V̂ ) operators. Inside
the commutator, these operators appear in the Heisenberg
representation, defined by

ÔH (t) = Û †(t,t0)ÔÛ (t,t0) (10)

for any observable Ô, and where Û (t,t0) is the propagator
corresponding to the Ĥ [u](t) Hamiltonian. Equation (8)
clearly manifests how the gradient is nothing else than a
response function, albeit a generalized one. It corresponds
to the response of a system driven by a time-dependent
Hamiltonian to a modification of this Hamiltonian. It remains
now to see how this result is equivalent to the expressions
obtained in a different manner with the usual QOCT technique.
For that purpose, we define an operator

Â[u](τ ) = Û (τ,tf )ÂÛ (tf ,τ ) , (11)

Â[u](tf ) = Â , (12)
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which can also be written as the solution to the differential
equation

∂

∂t
Â[u](t) = −i[Ĥ [u](t),Â[u](t)] , (13)

Â[u](tf ) = Â . (14)

By using this new auxiliary object, and after a little manipula-
tion of Eq. (8) one arrives at

∂G

∂u
[u] = −i

∫ tf

t0

dτ
∂ε

∂u
[u](τ )Tr{ρ̂[u](τ )[Â[u](τ ),V̂ ]}. (15)

Equations (13), (14), and (15), together with the original
propagation equation for ρ̂[u](t), are the “QOCT equations,”
usually derived in a different way (through the definition of
a Lagrangian function). Algorithmically, the computation of
the gradient is performed with two consecutive propagations,
one forward for the original system equations, and one
backward in order to obtain Â[u](t). These propagations
provide the necessary ingredients to compute Eq. (15). In
the next section, we will make a link of these forward and
backward propagations to the formulation of the quantum
dynamics via the Keldysh contour formalism.

It is also easy to see that all variations and generalizations of
the QOCT equations naturally follow from our linear response
approach.

A. Pure states

For the case of a pure-state dynamics, the density ma-
trix takes the form ρ̂[u](t) = |	[u](t)〉〈	[u](t)|, where the
wave function |	[u](t)〉 evolves from a given initial state
|	[u](t0)〉 = |	0〉 according to the Schrödinger equation

∂

∂t
|	[u](t)〉 = −iĤ [u](t)|	[u](t)〉. (16)

The gradient of the merit function is given by the general
Eq. (8). The only difference is that now the initial density
matrix entering the response function describes a pure state
ρ̂0 = |	0〉〈	0|. Hence, Eq. (9) reduces to the form

χÂ,V̂ (t,τ ) = −iθ (t − τ )〈	0|[ÂH (t),V̂H (τ )]|	0〉. (17)

By inserting this equation into Eq. (8), writing the commutator
explicitly, and inspecting the terms, we find that the gradient
can be written as

∂G

∂u
[u] = 2 Im

∫ tf

t0

dτ
∂ε

∂u
[u](τ )〈χ [u](τ )|V̂ |	[u](τ )〉, (18)

where |χ [u](t)〉 is defined by the expression

|χ [u](t)〉 = Û (t,tf )Â|	[u](tf )〉. (19)

Alternatively, this function can be viewed as a solution to the
following backward propagation problem:

∂

∂t
|χ (t)〉 = −iĤ [u](t)|χ (t)〉 , (20)

|χ (tf )〉 = Â|	[u](tf )〉 , (21)

which coincides with the standard QOCT equations for pure
states. Within the usual formalism, the state |χ [u](t)〉 appears
as a “Lagrange multiplier” wave function.

B. Continuous parameters

The case in which the control function ε(t) is not
parametrized, but one does the search in the whole space of
continuous functions, can also be treated essentially in the
same manner. In this case, instead of a gradient, we will obtain
a functional derivative; in fact, this derivative is nothing else
than the response function, i.e., Eq. (8) is simply

δG

δε(t)
= χÂ,V̂ (tf ,t) . (22)

This can be rewritten, for the pure state case, as

δG

∂ε(t)
= 2 Im〈χ [ε](t)|V̂ |	[ε](t)〉 , (23)

where χ [ε](t) is the solution to Eqs. (20) and (21).

C. General target functionals

In some cases, the function to optimize is not a simple
expectation value of an operator Â, but perhaps a more general
expression in the form

G[u] = F [ρ̂[u],u] , (24)

where F is a functional of the evolution of the system (and
also perhaps explicitly of the control parameters, hence, the
second argument). Normally, this is split as

G[u] = J1[ρ̂[u]] + J2[u] , (25)

i.e., the first term is the real objective, depending on the
evolution of the system, whereas the second term is added
in order to penalize undesired features of the control function
such as, for example, too high frequencies or intensities. In any
case, any physically meaningful definition for J1 will be that
in which it is a function of expectation values of observables.
In this case, the derivation outlined here is directly applicable
by a simple use of the chain rule.

D. Time-dependent targets

A more interesting generalization is that in which the
function to optimize depends on the expectation value of the
operator at all times during the propagation, and not only
at the final time tf : Once again, this case can also be put in
response-function language in a rather straightforward manner.
Let us consider, for example, the pure-state case

G[u] =
∫ tf

t0

dt g(t)〈	[u](t)|Â|	[u](t)〉 , (26)

where g(t) is some weight function. The application of the
LRT equations leads now to

∂G

∂u
[u] =

∫ tf

t0

dt

∫ ∞

t0

dτ g(t)
∂ε

∂u
[u](τ )χÂ,V̂ (t,τ ) . (27)

Here, the response function χÂ,V̂ (t,τ ) is given by Eq. (17).
Following the same route as in derivation of Eq. (18) in
Sec. III A, we rewrite Eq. (27) as

∂G

∂u
[u] = 2 Im

∫ tf

0
dτ

∂ε

∂u
[u](τ )〈χ [u](τ )|V̂ |	[u](τ )〉, (28)
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t0 ttf

FIG. 1. Keldysh contour.

where χ [u](τ ) is defined by the following integral:

|χ [u](τ )〉 =
∫ tf

τ

dt g(t)Û (t,τ )Â|	[u](t)〉 , (29)

which can be put in the equivalent differential form

∂

∂τ
|χ [u](τ )〉 = −iĤ [u](τ )|χ [u](τ )〉 − g(τ )Â|	[u](τ )〉,

(30)

|χ [u](tf )〉 = 0 . (31)

These are once again the backward QOCT equations in the
case of “time-dependent targets.”

III. QOCT IN TERMS OF THE KELDYSH CONTOUR
FORMALISM

The new point of view on QOCT proposed in the previous
section naturally suggests new approximation strategies for
control problems in interacting many-electron systems. As
we will now show, the QOCT equations can be expressed
in terms of correlations functions defined on a Keldysh [17]
closed-time contour. This allows for an immediate application
of the powerful machinery of nonequilibrium Green’s function
theory to the coherent control problem.

Let us reconsider the key equation for the gradient of the
merit function [Eq. (8)] and write it explicitly as

∂G

∂u
[u] = −i

∫ tf

t0

dτ
∂ε

∂u
[u](τ )Tr{ρ̂(t0)ÂH (tf )V̂H (τ )}

−i

∫ t0

tf

dτ
∂ε

∂u
[u](τ )Tr{ρ̂(t0)V̂H (τ )ÂH (tf )}. (32)

The two integrals in this equation can be composed into a
single integral over the Keldysh contour C depicted in Fig. 1.
This contour starts at t0, goes froward in time to tf , and then
comes back to the origin. Therefore, by using the standard
definition of a contour-ordered correlation function

χC

Â,V̂
(τ,τ ′) = −iTr{ρ̂(t0)TC[ÂH (τ )V̂H (τ ′)]}, (33)

where TC is the chronological ordering operator on the contour
C, we can cast Eq. (32) into the following compact form:

∂G

∂u
[u] =

∫
C

dτ
∂ε

∂u
[u](τ )χC

Â,V̂
(tf ,τ ). (34)

The main advantage of the representation (34) is that, for in-
teracting many-body systems, the contour-ordered correlation
functions can be calculated using the standard diagrammatic
technique for nonequilibrium Keldysh Green’s functions (see,
e.g., Refs. [17,19,20,23–26]). In other words, by employing
the well-developed machinery and approximations of the
nonequilibrium Green’s function theory (NEGFT), we can
express the gradients of the merit function as a functional
of the contour ordered one-particle Green’s functions.

To illustrate the above statements, we consider the simplest
situation when both the control field V̂ and the observable of
interest Â are represented by one-particle operators. In this
case, the correlation function χC

Â,V̂
(tf ,τ ) entering Eq. (34) is

given by

χC
Â,V̂

(tf , τ) = KA V
tf τ , (35)

where K is the exact two-particle Green’s function. Now,
we can take our favorite many-body approximation, such as
Hartree-Fock, second-Born, T -matrix, random phase approx-
imation (RPA), etc., to get an explicit and practically feasible
expression. For example, at the RPA-GW level, the correlation
function reduces to the two following terms:

χC
Â,V̂

(tf , τ) = A V

tf τ

+ VA
τ1 τ2tf τ

W

, (36)

Analytically, this diagram translates to

χC

Â,V̂
(tf ,τ )

= Tr{ÂG(tf ,τ )V̂ G(τ,tf )}
+

∫
dτ1dτ2

∫
dr1dr2Tr{ÂG(tf ,τ )n̂(r1)G(τ,tf )}

×W (r1,τ1; r2,τ2)Tr{n̂(r2)G(tf ,τ )ÂG(τ,tf )}, (37)

where G(τ1,τ2) = G(r1,τ1; r2,τ2) is the one-particle contour
Green’s function, W (r1,τ1; r2,τ2) is a dynamically screened
Coulomb interaction, n̂(r) is a one-particle density operator,
and all traces are taken over a one-particle Hilbert space.

Equation (37) shows that, for the practical calculation of
the correlation function χC

Â,V̂
(tf ,τ ), and thus the gradient of

Eq. (34), we need the contour-ordered Green’s function G and
the screened interaction W . The latter is given by the RPA
integral equation

= +
, (38)

while the former is calculated by propagating the Kadanoff-
Baym equation [19](

i
∂

∂τ1
− ĥ(1)

)
G(1,2) = δ(1,2) +

∫
d3�(1,3)G(3,2),

(39)

and its conjugate on the time contour. In Eq. (39), ĥ(1) =
ĥ(r1,τ1) is the one-particle Hamiltonian, which also includes
the Hartree potential, and the self-energy is given by the GW
diagram

Σ(1, 2) = G(1, 2)W (2, 1) =
1 2, (40)
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More technical details can be found, for example, in Ref. [25].
At this point, it is worth commenting on one technical issue.
Most currently existing implementations of the Kadanoff-
Baym equations [24–26] assume that the dynamics starts from
the thermal equilibrium state at some temperature T = 1/β.
The equilibrium initial conditions are technically convenient
because they can be treated by a slight modification of the
Keldysh contour. Namely, one attaches a “vertical track” going
from t0 to t0 − iβ from the backward branch of the contour, and
imposes antiperiodic Martin-Schwinger boundary conditions
G(t0 − iβ,τ ) = −G(t0,τ ) on the Green’s function. If this
formalism is employed, then all time integrations in Eqs. (33)
and (39) are along the modified contour including the vertical
track. However, this does not influence the calculation of the
gradient of Eq. (34) as it requires only the correlation function
on the real-time forward and backward branches of the contour.
We would like to emphasize that the use of equilibrium and
ground-state initial conditions is not a fundamental restriction
of NEGFT. It is also possible to formulate the theory for a
general initial state [20,23,27,28], although we are not aware
of any practical implementation of this formalism.

We conclude this section by noting the following remark-
able fact regarding the Keldysh contour formulation of QOCT
for interacting many-body systems. If the quantum dynamics is
described within NEGFT, the implementation of QOCT does
not require solving any additional equation. All ingredients
required to calculate the merit-function gradients are already
known from the solution of the Kadanoff-Baym equations. For
example, at the RPA-GW level of the theory, one only needs
to plug the known functions G and W into Eqs. (33) and (34),
perform the integrations, and close the optimization loop.

IV. CONCLUSIONS

We have shown how the key equations of QOCT can
be easily derived by employing the formalism of linear
response theory. These equations provide the gradient of the
target functional with respect to the external field, which
has to be optimally shaped. In light of the linear response
interpretation, the gradient is in fact the response function
of the driven system. First of all, this derivation is valuable
methodologically as it explains the internal structure of the
coherent control theory using one of the most common
techniques in theoretical physics, thus making QOCT more
clear and accessible to a broad audience. In addition to that,
our LRT representation immediately suggests a reformulation
of QOCT equations in terms of the Keldysh contour-ordered
correlation functions. The theory of nonequilibrium Green’s
functions (NEGFT) may then be directly applied to derive
approximation strategies for control problem in interacting
many-electron systems. Hence, our formalism establishes a
connection of QOCT to the standard many-body perturbation
theory and, thus, opens a way for solving various realistic
coherent control problems at the ab initio level.

The implementation of QOCT looks especially simple
and natural, if the quantum dynamics is described within
NEGFT. In this case, the calculation of the merit-function
gradients reduces to a straightforward integration, as all
required quantities are already known from the solution of
the Kadanoff-Baym equations. From the numerical point

of view, solving the Kadanoff-Baym equations constitutes,
in fact, the most time-consuming part of the optimization
problem. Recently, several groups implemented the real-
time propagation of the Kadanoff-Baym equations for many-
electron dynamics in atoms and molecules [25,29], in strongly
interacting nanoclusters [26,30], and for transient dynamics
in the quantum transport situation [31]. The success of those
implementations proves the feasibility of our approach to the
many-body QOCT: the contour propagation schemes need
only to be coupled to an optimization algorithm such as, for
example, conjugate gradients. The full problem will require
a number of gradient computations that will depend on the
nature of the optimization problem and on the number of
free parameters. Work on the numerical implementation of
the Keldysh many-body QOCT proposed in this work is
currently in progress. The results will be presented separately
elsewhere.
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APPENDIX: GENERALIZED KUBO FORMULA

Let us consider a system governed by a total Hamiltonian
Ĥ (t) that is split as

Ĥ (t) = Ĥ0(t) + f (t)V̂ , (A1)

given some real time-dependent function f (t) supported in the
time interval [t0,tf ]. To formulate a generalized LRT, we need
to solve the equation of motion for the density matrix ρ̂(t):

i
∂

∂t
ρ̂(t) = [Ĥ0(t) + f (t)V̂ ,ρ̂(t)] (A2)

for some given initial ρ̂(t0), by considering the second term as
a “perturbation,” while allowing the first term Ĥ0 to be time
dependent.

We search for a solution in the form

ρ̂(t) = ρ̂0(t) + ρ̂1(t), (A3)

where ρ̂0(t) solves Eq. (A2) with f (t) = 0 and the initial con-
dition ρ̂0(t0) = ρ̂(t0), and ρ̂1(t) is a solution to the linearized
equation

i
∂

∂t
ρ̂1(t) = [Ĥ0(t),ρ̂1(t)] + [f (t)V̂ ,ρ̂0(t)] (A4)

with the initial condition ρ̂1(t0) = 0.
It is convenient to introduce a propagator Û (t,t ′) for the

unperturbed evolution

Û (t,t ′) = T̂ e−i
∫ t

t ′ dτĤ0(τ ) , (A5)
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where T̂ is the usual time-ordering operator. Equation (A5) is
a formal solution to the equations

i
∂

∂t
Û (t,t ′) = Ĥ0(t)Û (t,t ′),

(A6)

i
∂

∂t ′
Û (t,t ′) = −Û (t,t ′)Ĥ0(t ′)

with the boundary condition Û (t,t) = Î .
Using Eqs. (A6), we immediately find both the unperturbed

density matrix ρ̂0(t) and the solution ρ̂1(t) of the linearized
equation (A4):

ρ̂0(t) = Û (t,t0)ρ̂(t0)Û (t0,t), (A7)

ρ̂1(t) = −i

∫ t

t0

dτ Û (t,τ )[f (τ )V̂ ,ρ̂0(τ )]Û (τ,t). (A8)

It is easy to check that ρ̂1(t) of Eq. (A8) is the solution to
Eq. (A4). Indeed, the differentiation with respect to the upper
limit of the τ integral in Eq. (A8) yields the second term in
the right-hand side in Eq. (A4), while the t derivatives of the
propagators in Eq. (A8) produce the first term [Ĥ0(t),ρ̂1(t)].

Now, one can calculate the change δA(t) of the expectation
value for any observable Â, which is induced by the perturba-
tion [the second term in the Hamiltonian (A1)]

δA(t) = Tr{ρ̂1(t)Â}. (A9)

By inserting ρ̂1(t) of Eq. (A8) into Eq. (A9) and rearranging
terms, we get the result

δA(t) = −i

∫ t

t0

dτ f (τ )Tr{ρ̂(t0)[ÂH (t),V̂H (τ )]}, (A10)

where operators Ô(t) in the Heisenberg representation are
defined as

ÔH (t) := Û (t0,t)ÔÛ (t,t0) ≡ Û †(t,t0)ÔÛ (t,t0). (A11)

Equation (A10) suggests the definition of the (Â,V̂ ) response
function as

χÂ,V̂ (t,t ′) = −iθ (t − t ′)Tr{ρ̂(t0)[ÂH (t),V̂H (t ′)]} (A12)

so that

δA(t) =
∫ ∞

t0

dτ f (τ )χÂ,V̂ (t,τ ) . (A13)

The response function of Eq. (A13) has the standard form
of Kubo’s formula [32]. The only minor difference is that
for a time-dependent unperturbed Hamiltonian Ĥ0(t), the
Heisenberg operators [Eq. (A11)] are defined via the time-
ordered exponential of Eq. (A5).

Finally, we note that the QOCT equations can also be de-
rived in yet another different but equivalent manner by making
use of the following identity for the quantum mechanical
propagator associated to a Hamiltonian that depends on a
parameter λ:

∂

∂λ
Ûλ(tf ,t0) = −i

∫ tf

t0

dt Û
†
λ(t,tf )

∂Ĥλ

∂λ
(t)Ûλ(t,t0) . (A14)

With this identity, it is straightforward to compute the
derivative of

G[u] = 〈	[u](tf )|Â|	[u](tf )〉

= 〈	0|Ûu(t0,tf )|Â|Ûu(tf ,t0)|	0〉 , (A15)

where Ûu(t,t0) is the propagator determined by the
Hamiltonian Ĥ [u](t).
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[15] B. Brüggemann, J. A. Organero, T. Pascher, T. Pullerits, and
A. Yartsev, Phys. Rev. Lett. 97, 208301 (2006).

[16] S. H. Tersigni, P. Gaspard, and S. A. Rice, J. Chem. Phys. 93
(1990).

[17] L. V. Keldysh, Zh. Eksp. Teor. Fiz. 47, 1515 (1964) [Sov. Phys.
JETP 20, 1018 (1965)].

[18] J. Schwinger, J. Math. Phys. 2, 407 (1961).
[19] L. P. Kadanoff and G. Baym, Quantum Statistical Mechanics

(Benjamin, New York, 1962).
[20] P. Danielewicz, Ann. Phys. (NY) 152, 239 (1984).
[21] M. Mundt and D. J. Tannor, New J. Phys. 11, 105030 (2009).
[22] A. Castro, J. Werschnik, and E. K. U. Gross, e-print

arXiv:1009.2241.

033410-6

http://dx.doi.org/10.1088/1367-2630/12/7/075008
http://dx.doi.org/10.1088/1367-2630/12/7/075008
http://dx.doi.org/10.1088/0953-4075/40/18/R01
http://dx.doi.org/10.1088/0953-4075/40/18/R01
http://dx.doi.org/10.1063/1.454384
http://dx.doi.org/10.1063/1.454384
http://dx.doi.org/10.1103/PhysRevA.37.4950
http://dx.doi.org/10.1103/PhysRevA.37.4950
http://dx.doi.org/10.1016/0301-0104(89)90012-8
http://dx.doi.org/10.1063/1.1150614
http://dx.doi.org/10.1103/PhysRevLett.68.1500
http://dx.doi.org/10.1103/PhysRevLett.68.1500
http://dx.doi.org/10.1016/S0009-2614(97)01081-6
http://dx.doi.org/10.1016/S0009-2614(97)01081-6
http://dx.doi.org/10.1038/35018029
http://dx.doi.org/10.1038/35018029
http://dx.doi.org/10.1126/science.282.5390.919
http://dx.doi.org/10.1126/science.282.5390.919
http://dx.doi.org/10.1103/PhysRevLett.92.208301
http://dx.doi.org/10.1103/PhysRevLett.97.208301
http://dx.doi.org/10.1063/1.459680
http://dx.doi.org/10.1063/1.459680
http://dx.doi.org/10.1063/1.1703727
http://dx.doi.org/10.1016/0003-4916(84)90092-7
http://dx.doi.org/10.1088/1367-2630/11/10/105038
http://arXiv.org/abs/arXiv:1009.2241


QUANTUM OPTIMAL CONTROL THEORY IN THE LINEAR . . . PHYSICAL REVIEW A 84, 033410 (2011)

[23] P. Danielewicz, Ann. Phys. (NY) 197, 154 (1990).
[24] N. E. Dahlen, A. Stan, and R. van Leeuwen, J. Phys.: Conf. Ser.

35, 324 (2006).
[25] A. Stan, N. E. Dahlen, and R. van Leeuwen, J. Chem. Phys. 130,

224101 (2009).
[26] M. Puig von Friesen, C. Verdozzi, and C.-O. Almbladh, Phys.

Rev. Lett. 103, 176404 (2009).
[27] A. G. Hall, J. Phys. A: Math. Gen. 8, 214 (1975).

[28] R. van Leeuwen and G. Stefanucci, e-print arXiv:1102.4814.
[29] N. E. Dahlen and R. van Leeuwen, Phys. Rev. Lett. 98, 153004

(2007).
[30] M. Puig von Friesen, C. Verdozzi, and C.-O. Almbladh, Phys.

Rev. B 82, 155108 (2010).
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