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ABSTRACT

Interest in wave energy as a viable renewable energy has increased greatly in the
past couple of decades. To determine the potential that a certain location has to
harvest wave energy, a resource assessment must be performed for that location. As
wave energy converter technologies get closer to market, it is becoming necessary to
undertake more detailed resource assessments to determine the optimal location
for deployment as well as the design and operating sea states. This study shows the
level of sophistication that must be included in the verification process within a wave
resource assessment. We describe the methodology in two articles. Part 1 described
a procedure for a complete statistical analysis of the fit of the model. This paper will
demonstrate how investigating systematic trends in the fit of spectral values is
essential for determining the precise problem areas of the model and is thus
required as part of the verification processes. Lacking this detail could mean failing
to notice potentially vital issues for energy extraction at the location of interest. The
identification of specific problem areas will enable a well-informed consideration of
the necessary next steps for improved prediction of energy extraction.

1. Introduction

Part 1 revealed why it is important within a resource assessment to do a thorough
statistical analysis of relevant parameters. Specifically, significant wave height and
energy period calculations from the WAM3 CY331 model [1, 2, 3] were compared
with corresponding measurements from a nearby Waverider buoy. Part 2 will
demonstrate that it is also important to look beyond the parameters into the raw
sea states by comparing spectra from the buoy and model. Comparing spectra will
give a better understanding of the fit of the model at the location of interest. While
comparing spectra is commonplace in many validation studies done by wave
modellers, there are currently no resource assessments that quantitatively compare
systematic problems in spectra for the model against in situ measurements. This
analysis is essential for determining any subsequent steps that need to take place in
a resource assessment to improve the reliability of predictions of resources.

In the introduction for Part 1, verifications or validation sections within global,
national, and local resource assessments were reviewed. Within the studies



mentioned, none of the global or national resource assessments revealed any
spectral analysis. Within the local resource assessments, there were a few mentions
of studying spectra, but no systematic analyses were done. Liberti et al. [4] examined
the mean wave direction, and calculated circular statistics for bias and variance. Van
Nieuwkoope et al. [5] compared one-dimensional spectra for sites within the
resource assessment, but this comparison was not done for the purpose of
verification and there was no comparison to in situ measurements.

Wave models themselves are very well validated individually, and there have been
an extensive number of very thorough studies describing validations of different
wave models [e.g. 6, 7, 8,9, 10, 11]. When doing a resource assessment, it is
necessary to go into a similar amount of detail as these validations provide the
necessary specific and accurate predictions for the energy sector. The WISE Group
[12] produced a recent report on the current state of oceanographic wave
modelling. Within this report, there is a section on the inevitable limitations of wave
models and a description of different types of errors that can occur in models. These
include errors due to resolution (geographic and spectral), diffusion, and dispersion,
and many more types of errors. This paper indicates that although oceanographic
wave models perform well overall, there are known areas of the models for which
results need to be taken with caution. It is necessary to see if any of these problems
occur at the location of interest for a resource assessment to determine the impact
of the problems on the predictions, and finally to resolve further steps which need
to be taken to improve the predictions

Krogstad et al. [13] has a section on inter-comparisons of wave parameter
measurements. Within this section, there is a description of a comparison of
frequency spectra as well as a comparison of directional spectra. Demonstrating the
high level of detail within this study, to compare the frequency spectra a plot was
made of mean spectral ratio over fixed frequencies, and to compare directional
spectra particular cases were presented by comparing the buoy results to the radar
used. The aforementioned validation studies of wave models show varying amounts
of detail, but most looked within the spectra at least to point out particular case
studies.

Mackay et al. [14] concentrates on the Measure-Correlate-Predict (MCP) method of
predicting an energy yield and shows how to find uncertainty bounds on the
estimate. This is a very powerful method, but if the goal of a resource assessment is
to understand the fit of the model to the location of interest with more detail, or to
try to make the data more accurate, this method may not be appropriate.

These studies (Cavaleri, Krogstad, and Mackay) show the high level of detail within
validations done by wave modellers. The purpose of Part 2 is to demonstrate the
increasing importance of a high level of detail of verifications within resource
assessments by comparing spectra. It is shown that the specific problems within the
model used by this study at the location of interest occur within low-frequency
waves coming from the West that are acting as intermediate-depth waves. These
results give a further understanding of the fit of the model at the location off the



Orkney Islands and insight into the next steps that need to be taken to improve the
accuracy of the data for predicting wave power potential. Specifically, the
fundamental next step in this analysis would be to use a coastal model, such as
SWAN, to account for shallow water physics.

Section 2 will show methodology and results. First, background of the wave model
used and the buoy data will be introduced (section 2.1). Then, the specific records at
which the model and buoy values most dramatically differ are examined in detail
(section 2.2). Next, we compare values within each spectral bin to determine any
overall trends (section 2.3). Finally, we investigate the problem areas in connection
with the dispersion relation (section 2.4). Section 3 summarizes the findings of this
paper, connects the analysis with Part 1, and discusses potential further work to be
carried out on the subject, specifically showing that a shallow-water model, such as
SWAN, should be used.

2. Methodology and Results
2.1 Background

This study compares results from a wave model to in situ observations from a buoy.
The wave system used for this analysis is the ECMWF Cy331 version [2, 16] of WAve
Model (WAM) [17, 18]. The model solves the spectral action balance equation
without any presumptions on the shape of the wave spectrum and represents the
physics of the evolution of the wave spectrum in accordance with our current
knowledge using the full set of degrees of freedom of a two-dimensional wave
spectrum. The grid resolution can be arbitrary in space and time. The propagation
can be done on a latitudinal — longitudinal or on a Cartesian grid. WAM is able to run
in a deep-water or a shallow-water mode and includes the effect of wave refraction
caused by changes in depth and by ocean currents.

This particular version, developed at the National Kapodistrian University of Athens
(NKUA), incorporates a number of important implementations that increase the
potential capabilities of the wave system. Some of the most important
improvements include the new advection scheme, which takes corner points into
account, and thus provides a more uniform propagation in all directions, using the
new Corner Transport Upstream scheme [19], and the new parameterization of the
shallow water effects. In particular, in shallow water the four-wave interaction is
vanished by the wave induced currents generated by the finite amplitude surface
gravity waves. Thus following the work of Janssen and Onorato, [20], a
parameterization of this shallow water effects is introduced and affects both the
evolution of the wave spectra and the determination of the kurtosis of the wave
field.

The wave model has been configured to run in computational domain covering the
North Atlantic between latitudes 20°N and 75°N and longitudes 50°W and 30°E. The
domain extends far beyond the area of interest aiming to capture the important



swell propagation. It is discretized in a considerably high resolution of (0.05 x 0.05
degrees) which has been adopted as suitable for capturing the fine-scale features in
a credible way. The wave spectrum has been discretized in 25 frequencies
(logarithmically spaced from 0.0417 to 0.5476 Hz) and 24 equally spaced directions.
A 75-second time-step was selected so as to satisfy the CFL stability criterion. The
wave model operated was driven by 3-hourly 10m winds provided by the regional
atmospheric modelling system SKIRON [21, 22]. The horizontal resolution of the
SKIRON model is also 0.05 x 0.05 degrees extending from surface up to 50hPa in 45
vertical levels using a 15-sec time-step. The wave model provides outputs for wide
range of wave parameters and components such as wave height (significant and
swell), directions, energy and peak period. The result is full wave spectrum at
preselected grid points.

Information was extracted from 12 of the model’s grid points, which were located
near the European Marine Energy Centre (EMEC) wave test site off the coast of the
Orkney Islands, Scotland. The buoy is a Datawell Waverider Buoy situated at the
EMEC wave test site (58.98°N, 3.39°W) [3]. Hourly buoy data was available from
1/1/2006 to 26/12/2007, with 674 records missing (3.8% of total). While the analysis
in Part 1 focused on the wave parameters significant wave height (Hmo) and energy
period (Te), this paper compares hourly spectral outputs from the model to
corresponding data from the buoy. The model outputs are from grid point 7 (see
Figure 1 of Part 1).

Part 1 showed the importance of comparing spatial and temporal scales of the data,
but it is additionally important to compare spectral scales, for both directions and
frequencies. As detailed above, the model outputs full two-dimensional directional
spectra, but the directionality in the buoy is only represented by mean and spread.
To make directional bins comparable it is necessary to interpolate the information
given by the buoy using a directional spread function. This spreading function,
represented by a wrapped normal function, is defined by

1(6-6,
exp{_z( - ﬂ
D(f.0) =

2r0o (5)

Where o = the directional spreading parameter, and 6y is the mean wave direction.
Then, the full directional spectrum is found by

E(f,0)= E(f)D(f,0) (6)

Where E(f) is the energy spectral density function [15]. For each frequency and
direction, E(f,0) is calculated for the buoy using the maximum PSD times the
normalized PSD multiplied by D(f,8), using the mean direction and directional spread
for that particular frequency. Frequency ranges differ between buoy and model
spectral files as described above (buoy: 0.055 Hz to 0.4924 Hz, model: 0.0225 to
0.585 Hz) [23, 2].



2.2 Problem areas

The final step within the statistical analyses described in Part 1 was to construct and
analyze statistical models for Hng and T, to describe the fit of the model values to
corresponding buoy vales. Specifically, a generalized linear model was chosen for
Hmo and a linear model was chosen for Te. This analysis showed data points which
were particularly influential on the statistical model. For Hy,, these points
correspond to 23 February 2006 11:00, 26 September 2006 9:00, and 27 Sep 2006
11:00. For T, these points are 23 February 2006 11:00, 6 April 2006 14:00, and 26
September 2006 12:00.

Each of the problematic data points was studied individually. First, the context of the
records was considered. Two hours before and two hours after were examined. Data
from the buoy for half-past the hour was also available, so this was also included.
Because 23 February 2006 11:00 was on both lists, it is shown in Table 1.

Table 1: Records from 23 February 2006 including time, values from the
Waverider Buoy and WAM CY331 wave model for significant wave height
(Hmo) in meters and energy period (Te) in seconds

Time Buoy Hmo Model Hmo Buoy Te Model T.
9:00 1.7 2.0 9.6 13
9:30 1.7 9.9

10:00 1.6 1.9 9.8 12
10:30 1.5 8.9

11:00 10 1.8 25 12
11:30 1.8 9.9

12:00 1.9 1.8 9.8 12
12:30 1.8 9.9

13:00 1.8 1.7 9.9 12
13:30 1.8 9.7

Table 1 shows that, for both H,g and Te, the collocations before and after 11:00 are
very similar. At 11:00, the buoy values drastically differ from its surrounding values.
This suggests that it is the output from the buoy that is unreliable at this time record.
6 April 2006 14:00 and 9 January 2007 10:00 showed similar behaviour, and it was
determined that the data is unreliable at these times as well. For 26 September 2006
12:00, the model and buoy were close together for both 10:00 and 11:00, and then
after 12:00 the buoy did not record values for the next 21 hours. This suggests that
the buoy went out of service for a period, and it is sensible not to rely on the buoy
value right before this “out-of-service” time period. These findings show how
important data quality is and how important it is to do quality checks before doing a
resource assessment with buoy data. Context of data must be examined before pre-
emptively jumping to any conclusions about the performance of the model. A
recommended standard for quality control of data can be seen in [24].



After examining each influential point, an entire time period was examined, during
which the model and buoy values differed significantly and consistently. The
problematic time period was observed from the time series plots in Part 1,
reproduced here (Figure 1). The problematic time period is from 9 December to 17
December, 2006.
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Figure 1: Time series of hourly Ho and T. (left and right, respectively) values from
the wave model and the buoy from 1 December 2006 to 31 December 2006

During this time period the model over-exaggerates trends in significant wave height
and energy period. The spectra of records during this time period were examined to
further investigate the problem areas of the model. A full, two-dimensional
spectrum was constructed for the buoy through the directional spreading function
mentioned in section 2.1. Then, the Matlab package DIWASP (Dlrectional WAve
SPectra Toolbox) [25] was used to visually represent the spectra. This was done for
buoy and model separately to perform a side-by-side comparison for each time
record during the time period. Figures 2 and 3 show an example: Figure 2 shows the
spectra for the model for 12 December 2006 8:00, and Figure 3 shows the
corresponding spectrum for the buoy.
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Figure 2: 12 December 2006 8:00 spectra for the wave model: Left: spectra collapsed into one
dimension to show the peak (specific energy vs. frequency, directionality ignored); Right: 2D
plot showing direction (angle from 0), frequency (radial distance from origin), and specific
energy magnitude (colour). Note that the colour scale extends to approximately 1300 m?’s/ deg.
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Figure 3: 12 December 2006 8:00 spectra for the buoy: Left: spectra collapsed into
one dimension to show the peak (specific energy vs. frequency, directionality
ignored); Right: 2D plot showing direction (angle from 0), frequency (radial distance
from origin), and specific energy magnitude (colour). Note that the colour scale
extend to approximately 47 m%s/ deg.

Figures 2 and 3 show the 2-dimensional spectra in two different ways for the model
and the buoy, respectively. The most important part of these figures to notice is the
scale of the specific energy: the scale for the model extends to approximately 1300
m’s/deg, whereas the scale for the buoy only extends to approximately 47 m?s/deg.
This demonstrates that the model is over-estimating the specific energy. We see
from the polar-type plots (on the right in both figures) that the model is predicting



that all of the energy is coming from the West, but the buoy has a larger spread with
the most energy coming from slightly North of West. We also see from the surface-
type plots (on the left in both figures) that the model predicts that all of the energy is
coming from very small frequencies (0.025 to 0.05), whereas the buoy records a
wider spread of frequencies. In summary, we have determined that the model over-
estimates the energy in low-frequency waves coming from the West. The next step is
to see if this problem is universal.

2.3 Spectral analysis

To determine if the model generally over-predicts energy from low-frequencies from
the West, or if it is only during the time period examined (9 Dec to 17 Dec 2006), the
spectra from the model and buoy must be compared at each time record. The first
step in this comparison of the two spectra was to compare the directional
component. Within each spectrum, the specific energy was summed over all
frequencies for each direction. Since the model and buoy spectra are both
represented by the same 24 directions, a direct comparison is appropriate. To
represent the comparison, the absolute value of the error between specific energy
(summed over frequency) of buoy and model is plotted against the corresponding
direction. This is done for each direction and each time record, for a total of 420,480
pairs of records, shown in Figure 4.
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Figure 4: The absolute value of the error between buoy and model of specific energy
summed over frequency (m”s/deg) for each direction and each time record plotted
against direction (degree) [26]

Figure 4 shows that the largest errors occur within the Western bins (262.5° and
277.5°). This clearly reveals where the largest errors are, but to see if these
directional bins are problematic universally, the mean and median of the absolute
value errors for each direction were plotted against direction, as seen in Figure 5.
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Figure 5: The mean (left) and median (right) of the errors of specific energy summed
over frequency (m”s/deg) within each directional bin against direction
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Figure 5 shows that the means are also largest in the Western bins (262.5° and
277.5°) and that the median is largest in the 262.5° bin. Figures 4 and 5 reveal that
the model performs poorly at predicting waves from the West. Specifically, it over-
predicts waves from this direction. This is particularly problematic at EMEC since
Atlantic swell comes predominantly from the West.

Next, the frequency component of the spectra must be compared between buoy
and model. As mentioned in section 2.1, the frequency ranges and the size of the
frequency bins differ. So, a process of geometrical summation was necessary so as
to not lose or gain any false specific energy. Both spectra were re-binned into
spectra of 49 frequencies and 24 directions. The frequency bins vary in size, ranging
from 0.0225 to 0.585 Hz. 49 frequencies were chosen because they best represent
the combinations of bins from both spectra. It is important to remember that the
frequencies in the original buoy spectral files range from 0.0225 to 0.585 Hz,
whereas the frequencies in the original model spectral files range from 0.055 to
0.4924 Hz. Similar to direction, the error in specific energy summed over direction
between buoy and model was found for each frequency for each time record. This
resulted in 585,480 pairs of records. The errors were plotted against corresponding
frequency, as shown in Figure 6.
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Figure 6: The error between buoy and model of specific energy summed over
direction (m?s/Hz) for each frequency and each time record plotted against
frequency (Hz)
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Figure 6 shows that the largest errors occur in frequencies between 0.05 Hz and 0.1
Hz. To examine if the typical errors occur within these frequencies, the mean and
absolute value errors for each frequency were plotted against the corresponding
frequency, as seen in Figure 7.
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Figure 7: The mean (LEFT) and median (RIGHT) of the errors of specific energy
summed over direction (m?s/Hz) within each frequency bin against corresponding
frequency

Figure 7 shows that the highest mean and median errors do occur in frequencies
between 0.05 to 0.1 Hz. The next step is to determine if the two observed
problems—Western bins and low frequencies—occur at the same time. We wish to
determine if the problem records seen in Figures 4 and 5 occur simultaneously with
the problem records seen in Figures 6 and 7. To do this, the error within each (re-
binned) spectral bin is examined. The mean within each bin is examined to see
where the “typical” errors are occurring, and the 99" percentile within each bin is
examined to see where the largest problems are occurring. These can be seen in
Figures 8 and 9, respectively.
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It can be determined from Figures 8 and 9 that both “typical” problems as well as
the largest problem areas are from low-frequency waves coming from the West. To
investigate this further, this observation is looked at in the context of the dispersion
relation.

2.4 Dispersion relation

Following from linear wave theory, the dispersion relation is described by
@’ = gk tanh kh (1)

where w is the angular frequency, g is the acceleration of gravity, k is the wave
number, and h is the water depth. Inserting the relations

2T
w = 71 (2)
27
k= 7; (3)
And
roL (4)
T

Into equation (1), where T is wave period, A is wavelength, and fis frequency, and
solving for f [29], results in

el

A A

S = (5)

27

Water waves are divided into three different categories—shallow, intermediate, and
deep—according to their relative depth h/A, where h is the water depth. According
to Rahman [29], if h/A<1/20 the wave is said to be shallow, if h/A>1/2 the wave is
said to be deep, and otherwise the wave is considered intermediate.

To determine the range of frequencies that would qualify as shallow, intermediate,
and deep, it is necessary to define the corresponding wavelengths.

Shallow: A > 20h
Deep: A< 2h
Intermediate: 20h <A< 2h

Since the model’s input water depth at the point of interest (approximately 55
meters) is different to the buoy’s measured water depth (52 meters), these
calculations must be done separately.
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For both buoy and model, corresponding values of h and A are put into equation (5)
to determine cut-off frequencies for “shallow” and “deep” waves. Then, these cut-
off frequency values were examined in the context of Figure 6 (error within

frequency bins).

Buoy:
Table 2: Wavelengths and corresponding frequencies at which waves change from

shallow to intermediate and from intermediate to deep for the Waverider Buoy,
which records the depth as 52 meters

Deep Shallow
A <104 m > 1040 m
f >0.1223 Hz <0.0214 Hz

Model:
Table 3: Wavelengths and corresponding frequencies at which waves change from

shallow to intermediate and from intermediate to deep for the wave model at grid
point 7, which inputs a water depth of 55 meters
Deep Shallow

A <110 m >1100 m
f >0.1189 Hz <0.0208 Hz
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It is determined from Figure 10 that the problems in the model are occurring from
intermediate waves.

3. Discussion and Conclusion

The need for spectral analysis in verification processes within resource assessments
has been demonstrated. As an illustrative case study, the performance of the wave
model WAM3 CY331 at a location off the Orkney Islands was compared to
measurements from a nearby Waverider buoy. It was determined through spectral
analysis that the model performed poorly when predicting low-frequency
intermediate waves from the West.

Bertotti and Cavaleri [30] also stresses the importance of examining full two-
dimensional spectra instead of just wave parameters (such as significant wave
height, energy period, and mean wave direction). Analysis of the full spectrum can
reveal complex trends and problems that are imperceptible in analysis of simple
wave parameters. For example, looking at the directional spectra could uncover that
the model is not correctly displaying multiple peaks within a spectrum. Bertotti and
Cavaleri [30] also suggest that only looking at one-dimensional spectra (studying
dependence only on frequency) is insufficient as a one-dimensional spectral analysis
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would mask “different wave systems [that] may be present in the same frequency
range” [30] as well as the effects of directionality which are especially important in
stormy seas. While the problem areas of our model are specific to our study, the
methodology can be used generally to uncover numerous other areas of weaknesses
within models. For example, the procedure in this paper can be used to separate
problems due to swell waves from those due to wind waves, to reveal missing peaks
(by looking at error within every spectral bin), or to expose problems with
predictions of extreme values (large errors can be easily seen in one-dimensional
spectral graphs, such as Figures 4 and 6).

There are several sources of uncertainty in this study. As mentioned in section 2.1,
the ranges of frequencies differ between the model and the buoy. Since most of the
problems occur in low frequencies, the fact that the buoy starts from 0.0225 Hz and
the model starts from 0.055 Hz may be the cause of some of our problems. Also,
there is uncertainty in the directionality due to the directional spreading function we
had to apply to the buoy (section 2.1). It would have been interesting to see if an
alternative spreading function, such as cos2s, may have better represented the
spectra. Another weakness in the methodology is that it does not show differences
of spectral fit throughout the year and according to season.

As previously mentioned in the introduction, none of the wave resource assessments
reviewed in Part 1 of this study [4, 5, 31-38] compare two-dimensional spectra
within their verifications. In fact, the detail within this paper is more similar to
validations done by wave modellers. Many of these types of studies [1, 7, 39, 12, 11]
look at frequency and/or directional spectra for particular time records to examine
model performance in more detail. A couple of these studies look at agreement for
more than just a few particular records; Wyatt et al. [8] compare frequency and
directional spectra from multiple models and a buoy side-by-side over a short time
period. Janssen [40] looks at spectral bias (similar to what we did in Figure 6) and
how it changes over 8 years.

The aim of this study was simply to demonstrate the detail needed within a
verification section, and not to perform a full resource assessment for the coast of
Island of Mainland, Orkney Islands, and hence it ends here. If it were a full resource
assessment, the fundamental next step would be to nest a coastal model such as
SWAN into the global model WAM. Shallow water physics will likely explain some or
all of the errors and result in a better model performance. Zijlema [41] shows an
unstructured-grid example for SWAN, showing a good performance for coastal
waters. Wornom et al. [42] specifically compare SWAN and WAM results for a
nearshore location, concluding that nesting SWAN into WAM increases the accuracy
by up to 31%.

To conclude, the importance of each step in this study is emphasized. The
methodology described in Part 1 led to the investigations done in Part 2, and the
process outlined in Part 2 enabled the postulation of the educated hypotheses
necessary for the next steps. Each step added to our understanding of the fit of the
model at the location of interest and the reliability of the data.
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