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Summary
As is well-known, digital waveguides offer a computationally efficient, and physically motivated means of sim-
ulating wave propagation in strings. The method is based on sampling the traveling wave solution to the ideal
wave equation and linearly filtering this solution to simulate dispersive effects due to stiffness and frequency-
dependent loss; such digital filters may terminate the waveguide or be embedded along its length. For strings of
high stiffness, however, dispersion filters can be difficult to design and expensive to implement. In this article, we
show how high-quality time-domain terminating filters may be derived from given frequency-domain specifica-
tions which depend on the model parameters. Particular attention is paid to the problem of phase approximation,
which, in the case of high stiffness, is strongly nonlinear. Finally, in the interest of determining the limits of
applicability of digital waveguide techniques, we make a comparison with more conventional finite difference
schemes, in terms of computational cost and numerical dispersion, for a set of string stiffness parameters.

PACS no. 43.75.Mn, 43.40.Cw, 43.75.Wx

1. Introduction

There are several models which are suitable for the sim-
ulation of transverse wave propagation on a string. In the
case of a piano string, any such model must take into ac-
count loss and stiffness in the string itself; these charac-
teristics respectively lead to attenuation and dispersion of
wave propagation. From a perceptual point of view, these
phenomena determine the decay time and tuning of partial
overtones in the sound, and are therefore crucial. In this
article, we will discuss two such models which are cur-
rently used for string synthesis, namely finite difference
(FD) schemes as applied to a model partial differential
equation and so-called digital waveguides (DWG).

A finite difference (FD) model of transverse string mo-
tion is usually based on the 1D wave equation, accom-
panied by several perturbation terms which allow for the
modeling of the loss and dispersion effects mentioned
above. Ruiz [1] was the first to apply such a model in
the context of musical sound synthesis of vibrating strings,
and the resulting finite difference schemes were able to re-
produce measured waveforms with remarkable accuracy
[2, 3]. The digital waveguide approach proposed by Smith
[4, 5, 6] first solves the ideal wave equation in terms
of fixed traveling waveshapes, and then introduces linear

Received 4 May 2004,
accepted 2 November 2004.

time-invariant filters to implement loss and dispersion ef-
fects; these traveling-wave filters effectively add loss and
dispersion terms to the linear constant-coefficient wave
equation being simulated. Due to commutativity of linear
time-invariant systems [7], loss and dispersion filters may
be lumped at the boundaries of the string [8, 9]. We will
call these the terminating filters for a digital waveguide
string model. Due to the weak damping and dispersion
in typical stringed musical instruments, perceptually accu-
rate terminating filters can often be designed with very low
order, giving the digital waveguide method a considerable
computational advantage over finite difference schemes
based more explicitly on the wave equation PDE [10]. As
a result, waveguide methods are often the first choice for
real-time sound synthesis applications [11, 12, 13]. The
digital waveguide approach has been applied to piano syn-
thesis previously [14, 15, 16, 17, 9, 18].

We have already presented work which links the FD
and DWG techniques [10], using a model slightly different
from that of Ruiz; it was shown that it is possible to derive
the terminating filter frequency response for a waveguide
structure directly in terms of the defining equations of the
FD model. In addition, a comparison was made between
finite differences and the waveguide model in the case
for which the terminating filter was implemented in the
frequency domain (via the discrete Fourier transform, or
DFT). The resulting comparison was extremely favorable
to the waveguide approach, in that there was a complete

c� S. Hirzel Verlag � EAA 289
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lack of numerical dispersion1, which is characteristic of
most finite difference schemes for stiff strings, and which
can be highly audible. For real-time synthesis, however,
frequency-domain filtering may be out of the question as
it introduces latency and is quite costly from a computa-
tional point of view. In practice, some time-domain im-
plementation of the terminating filter (of low order) may
be necessary in order to approximate the exact frequency
response derived from the PDE itself. Because, for stiff
strings, the approximation of the ideal phase response re-
quires, in general, at least a moderately high filter order, it
is clear that there is more work to be done in comparing
difference schemes with a digital waveguide implementa-
tion.

Beginning from the PDE proposed in [10], we have de-
veloped a finite difference scheme as well as a terminated
waveguide, operating purely in the time domain; in this
paper we will compare the frequency domain character-
istics of the two methods assuming equal computational
costs for each. We begin with a brief review of the digi-
tal waveguide method applied to string vibration (section
2), followed by a description of our time-domain termi-
nating filter approximation methods in section 3. Section
4 presents an improved finite difference scheme for the
model PDE, and relative computational costs are com-
pared in section 5, where the error criterion is considered
to be the deviation of phase-velocity curves from the ideal
behavior of the model equation itself. Such comparisons
are carried out for several different string stiffnesses (i.e.,
inharmonicities), where, again, the waveguide and finite
difference schemes are set to incur identical computational
costs.

2. Digital Waveguide String Models

2.1. Basic principles

The digital waveguide model for vibrating strings is based
on sampling the traveling-wave solution of the ideal wave
equation. The wave equation for the ideal string may be
written physically as

Ky�� � ��y� (1)

where K
�
� string tension, y

�
� y�t� x��

�
�
� linear mass density, �y

�
� �

�t
y�t� x��

y
�
� string displacement, y�

�
� �

�x
y�t� x��

and y�t� x� denotes the transverse displacement of the
string in one plane at time t and position x. (The sym-

bol “
�
�” means “equal by definition”.) Note that Ky�� is

1 Note that the numerical dispersion associated with finite difference
schemes refers to undesired, non-physical signal components that are
generated as a result of differentials being replaced by finite differences
when converting a PDE to a finite difference scheme. Numerical dis-
persion can be considered as arising from non-ideal signal interpolation.
Traveling-wave dispersion associated with stiff strings, on the other hand,
is a desired physical phenomenon that we wish to simulate very accu-
rately (to the extent it can be perceived in a piano tone).

Figure 1. Digital waveguide simulation of a section of ideal vi-
brating string with physical outputs at x � � and x � �X �

�cT (from [20]). (The symbol “z��” denotes a one-sample de-
lay.)

the restoring force per unit length for transverse string dis-
placement, and ��y is the transverse acceleration per unit
length. In other words, this form of the wave equation
merely states Newton’s second law “force equals mass
times acceleration” on a per-length basis for transverse
waves. It was shown by d’Alembert [19] that equation
(1) is satisfied by any fixed waveshape traveling at speed
c �

p
K�� along the string:

y�t� x� � yr�t� x�c� � yl�t� x�c�� (2)

Here, yr and yl denote the right-going and left-going
traveling-wave components, respectively. Note that �yr �
c�y��r and �yl � c�y��l .

To simulate these traveling waves digitally, we may
sample them at intervals of T seconds. The spatial sam-
pling interval X is best chosen as the distance sound prop-
agates in one temporal sampling interval T , i.e., X � cT
meters. With this choice, ideal traveling waves simply shift
right or left by one spatial sample for each time sampling
period. As a result, a digital implementation of an ideal
string requires nothing more than two digital delay lines,
one for the left-going wave and one for the right-going
wave, as shown in Figure 1. It is important to note that
a delay line can be implemented in O��� operations per
sample. Lossy and/or dispersive strings are then simulated
by inserting two terminating filters, one at the output of
each delay line (before the tap leading to the output sum)
in order to implement the appropriate amount of attenua-
tion and delay at each frequency corresponding to lossy,
dispersive strings. The design of these filters will be dis-
cussed in the next section.

Sampling the traveling-wave solution of the wave equa-
tion equation (2) gives

y�tn� xm� � yr�tn � xm�c� � yl�tn � xm�c� (3)

� yr�nT �mX�c� � yl�nT �mX�c�

� yr ��n�m�T 	 � yl ��n�m�T 	
�
� y��n�m� � y��n�m��

and Figure 1 shows a signal flow diagram for a section
of ideal string simulation. The right-going traveling-wave
simulation shifts along the top rail, while the left-going

290



Bensa et al.: Computational modeling of stiff piano strings ACTA ACUSTICA UNITED WITH ACUSTICA
Vol. 91 (2005)

wave shifts along the bottom rail in the figure. Physi-
cal “transverse displacement” outputs are shown at spatial
sample positions x � 
 and x � �X . String displacement
for any time and position sample may be computed as

y�tn� xm� � y��n�m� � y��n�m�� (4)

When losses and dispersion are included, a terminating fil-
ter is necessary, in general, at each delay-line output which
is fed to an output tap.

It is a valuable simplification that the traveling-wave
signals y��n� and y��n� are defined as functions of time
only—spatial indices as in y�nT�mX� have been elimi-
nated. The spatial sample index persists in the overall sim-
ulation, however, as a physical interpretation of the left-
right direction in the signal processing diagram.

The digital waveguide simulation for the ideal string
is exact at the sampling instants, to within the numeri-
cal precision of the signal samples. When losses and dis-
persion are included, the only error (other than simple
round-off error) is the difference between the ideal propa-
gation frequency response and that of the terminating fil-
ter. To avoid aliasing associated with sampling, the trav-
eling waveshapes must be bandlimited to less than half
the sampling rate ��T . In other words, the spectral con-
tent of the signals yr�t� and yl�t� in equation (2) may not
exceed half the temporal sampling frequency fs � ��T ;
equivalently, the highest spatial frequencies in the shapes
yr�x�c� and yl�x�c� may not exceed half the spatial sam-
pling frequency ��X .

2.2. Inputs

Digital waveguide models are typically driven by an exter-
nal signal at a single spatial point, as if an external exci-
tation force were applied at a single point of the string.
However, it is straightforward to excite a spatial region
(multiple spatial samples) as well, and this is sometimes
done [21, 22]. One reason spatially distributed excitation
is rarely used is that, at least for plucked and struck strings,
the spatially distributed excitation can be implemented us-
ing a half-amplitude pulse of the same shape entering at
one sample point to the left and right. That is, a rounded
pulse hitting several adjacent samples simultaneously is
typically implemented using a rounded pulse entering at
one point over time. Since this technique, although well
known, appears not to have been carefully described in the
prior literature, we include some discussion of it here.

Consider an additive string excitation at time t � 
,

y�
� xm�� y�
� xm� � w�xm��

where w��� is a spatial excitation pulse of width a meters,
and assume the pulse is centered spatially about x � xc. In
a digital waveguide simulation, half of this pulse may be
summed into the right- and left-going delay lines at time 0:

yr�
� xm� � yr�
� xm� �
�

�
w�xm��

yl�
� xm� � yl�
� xm� �
�

�
w�xm��

where, for notational clarity, we have defined

yr�tn� xm�
�
� yr�tn � xm�c�

�
� y��n�m��

yl�tn� xm�
�
� yr�tn � xm�c�

�
� y��n�m��

For simplicity, consider a string initially at rest, i.e.,
y�tn� xm� � �y�tn� xm� � 
 for all xm, and tn � 
. Then
the initial string displacement is y�
� xm� � w�xm� and
the subsequent traveling-wave state becomes

y�tn� xm� � yr�tn � xm�c� � yl�tn � xm�c�

�
�

�
w�xm � ctn� �

�

�
w�xm � ctn��

That is, a half-amplitude excitation pulse propagates away
to the left and right at speed c. To implement this excitation
using a time-domain pulse driving one point at xm � xc,
we write instead

yr�tn � xc�c� � yr�tn � xc�c� �
�

�
w�xc � ctn�

yl�tn � xc�c� � yl�tn � xc�c� �
�

�
w�xc � ctn��

These single-point excitation pulses are centered about
time tn � 
, and the copy entering the left-going path
goes in flipped (time reversed) relative to the one enter-
ing the right-going path. For tn � a���c�, i.e., after the
entire pulse has been injected into the string, we have the
subsequent traveling-wave state

y�tn� xm� � yr�tn � xm�c� � yl�tn � xm�c�

�
�

�
w�xm � ctn� �

�

�
w�xm � ctn��

as before. An analogous technique exists for additive ve-
locity excitations, corresponding to “striking” the string as
opposed to “plucking” it [22]. Thus, when additively excit-
ing a traveling-wave simulation, instantaneous spatial ex-
citations may be converted to single-point excitations over
time. By superposition, the technique extends also to se-
quences of spatially distributed excitations over time.

For further details regarding digital waveguide model-
ing of vibrating strings, see, e.g., [15, 20, 13].

2.3. Relating the Digital Waveguide Model to PDE
Parameters

As mentioned in section 1, it was shown in previous work
[10] that the digital waveguide parameters may be explic-
itly related to the parameters of a PDE model. We extend
those results here to a time domain implementation of the
DWG terminating filter (section 3) and also present an im-
proved finite difference scheme based on the PDE (section
3).

In [10] we presented a model of string vibration, sec-
ond order in time, which models frequency-dependent loss
via a mixed time-space derivative term. It was then quite
easy to obtain explicit formulas for dispersion and loss
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curves, allowing the identification of the PDE with a digi-
tal waveguide model. The proposed PDE model is

��y

�t�
� c�

��y

�x�
� ��

��y

�x�
� �b�

�y

�t
� �b�

��y

�x��t
� (5)

The first term on the right-hand side of the equation gives
rise to wave-like motion with speed c. The second term
introduces dispersion, or frequency-dependent wave ve-
locity, and is parameterized by a stiffness coefficient �,
which is related to physical properties of the string by
�� � ESr�g��, where E is Young’s modulus, S is the
cross-sectional area of the string, and rg is its radius of
gyration (half the cross-section radius for a circular string)
[23]. (As in equation (1), � is density in mass per unit
length.) The third and fourth terms allow for loss (b� and
b� are the loss parameters). A complete model should in-
clude a hammer excitation force term, as has been done in,
e.g., [24, 25, 2, 26, 27]. In terms of the inharmonicity fac-
tor B and string length L, the terminating filter for a DWG
model is expressed as

jF �	�j � exp

�
�D

�
b� �

b�

��

�BL�

��
(6a)

arg�F �	�� � 	D � 


r
�

�B
(6b)

where D, the minimum phase delay is given by

D � L�c

and

� � �� �
q

� � B	��	�� �

The inharmonicity factorB is related to the string stiffness
factor � by [10]

B � ��
	��
c�

where 	� denotes the fundamental frequency of string vi-
bration in radians per second when there is no stiffness
(ideal string case).

Expressions (6a–6b) serve to link the PDE model to the
lumped terminating filters of the digital waveguide, under
the approximations

b�b� � c� b�� � �� b�� � 	�

which are justifiable for realistic piano strings given that
b� � �, b� � �
��, c � �

, � � � and 	 � 

. We
note that the modulus and phase of the terminating filter
are parameterized by the inharmonicity coefficient B and
are nonlinear as a function of the frequency, as expected.

2.4. Dispersion Filter Design

In the context of a digital waveguide string model, dis-
persion associated with stiff strings can be supplied by
an allpass filter in the basic feedback loop. A modifi-
cation of the method in [28] was suggested for design-
ing allpass filters having a phase delay corresponding to

the delay profile needed for a stiff string simulation [4,
pp. 60,172]. In [2, 3], piano strings were modeled using
finite-difference techniques. An update on this approach
appears in [10]. In [29], high quality stiff-string sounds
were demonstrated using high-order allpass filters in a dig-
ital waveguide model. In [17], this work was extended by
applying a least-squares allpass-design method [30] and
a spectral Bark-warping technique [31] to the problem of
calibrating an allpass filter of arbitrary order to recorded
piano strings. They were able to correctly tune the first
several tens of partials for any natural piano string with a
total allpass order of 20 or less. Additionally, minimiza-
tion of the L� norm [32] has been used to calibrate an
allpass-filter cascade [16, 33].

A cost-effective synthesis result is obtained using an
allpass filter to correctly tune only the lowest-frequency
partial overtones, where the number of partials correctly
tuned is significantly less than the total number of partials
present [17]. We have used a such approach, as presented
in the next section.

3. A Time-Domain Digital Waveguide Im-
plementation

In order to obtain a time-domain implementation of the
digital waveguide terminating filter, as given by the rela-
tions (6a) and (6b) in the frequency domain, we decom-
pose it into four different filters: one finite impulse re-
sponse filter (FIR), having a linear phase and taking into
account wave attenuation; one allpass filter (or a cascade
of allpass filters) taking into account the dispersion of
waves; one pure delay, allowing for gross tuning of the
whole loop; and one allpass filter of low order, which sim-
ulates fractional delay [34]. We then try to find the optimal
set of digital filter coefficients of lowest order, accurately
fitting the expressions of the modulus and phase of the ter-
minating filter in the frequency domain. The pure delay
and the allpass filter simulating the fractional delay do not
cause any particular difficulties. We have therefore only
considered the modulus and phase approximations in this
section.

3.1. Modulus Approximation of the Terminating
Filter

The modulus of the terminating filter is simulated using a
linear phase FIR filter. In order to reduce the cost of real-
time computation, the number of filter coefficients must be
minimized. Optimal filter coefficients were obtained using
the firls function from Matlab. For a given filter struc-
ture, of a predetermined number of coefficients, this func-
tion determines the coefficients which yield an amplitude
response closest to that of the original (in the mean square
sense, using the L� norm). In order to increase precision
at low frequencies, a weighting function proportional to
��f has been applied. The choice of the number of filter
coefficients depends on the note played; we have used 17
coefficients for the first strings of the piano and 9 coeffi-
cients for the remainder. The firls function requires an
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Figure 2. Theoretical modulus of the terminating filter (dotted
line) and fitted (solid line) using an eighth-order FIR filter, at C2.

odd number of coefficients, in order to enforce amplitude
zero at the Nyquist limit. Figure 2 shows the theoretical
amplitude of the terminating filter and the approximation
using an eighth-order FIR filter, for a C2 string.

Since the phase is linear, the impulse response of the
FIR filter we use is symmetric and it is therefore possible
to reduce the number of operations. Considering the trans-
fer function

H�z� �
NX
k��

akz
�k� (7)

then for N even, we can write ak � aN�k with k �� N��
so that

H�z� �

N

�
��X

k��

ak

�
z�k � z�	N�k


�
� aN

�

z�
N

� � (8)

The number of MACs (multiplication accumulation oper-
ations) is then reduced from N � � for equation (7) to
N�� � � for equation (8). For z � exp�i	�, equation (8)
can be written as

H�ei�� � e�i�
N

�

�
�aN

�

�

N

�
��X

k��

�ak cos

�
	

�
k�

N

�

��	A �

We have used this formulation in order to implement the
FIR filter in section 5. Notice that this filter creates a phase
delay �FIR of N�� samples. It is necessary to account for
this delay when calculating the global filter.

3.2. Phase Approximation of the Terminating Filter

Thick piano strings cause dispersion when waves prop-
agate, leading to inharmonic partial overtones. In terms
of waveguides, this inharmonicity is accounted for in the
phase (necessarily nonlinear) of the terminating filter. In
order to approximate the theoretical phase of the terminat-
ing filter in the time domain, we have used a cascade of

allpass filters. The allpass filter allows the approximation
of a given phase response, without any modification of the
magnitude response (which has already been dealt with by
the FIR filter). In real-time simulations we need to limit
the number of filter coefficients. Although it is possible to
cheaply simulate strings of weak inharmonicity (such as
those of guitars, violin and cellos), it is much more dif-
ficult, in the case of the piano strings, to obtain the ex-
act filter phase for a given number of coefficients. Using
a cascade of allpass filters allows a simplification of the
optimization process. The original phase is divided by the
number of allpass sections in the cascade. The phase be-
havior is thus more linear, allowing the optimization pro-
cedure to work more efficiently with a reduced number of
coefficients.

In order to find the coefficients of the allpass filter that
best approximates the phase, we use an optimization pro-
cedure proposed by M. Lang [32] and recently discussed
in [16, 17, 33]. Calling kAP the number of allpass coef-
ficients in cascade, and given an N th-order all-pass filter
whose transfer function is

H�z� �
z�NP �z���

P �z�
� (9)

with P �z� �
PN

k�� akz
�k and a� � �. The phase re-

sponse is given by:

AP � arg�H�ei��� (10)

� �N	 � � arctan

PN
k�� ak sin�k	�PN
k�� ak cos�k	�

�

As proposed by Lang, we minimize (using the Remez ex-
change algorithm) the L�-norm of the weighted phase er-
ror between the phase F of the original terminating filter
and the phase AP of the allpass filter

min
ak���

kW �	� �F �kAP � ��	 � AP � k�

W �	� � ��	 is the weighting function, which allows
us to emphasize the importance of good modeling at low
frequencies. ��	 is the pure delay extracted from F �kAP
in order to fit the phase of the allpass filter. Figure 3 shows
the theoretical phase F and the fit kAP �AP � ��	� at
C2, using three third-order allpass filters.

The phase is approximated well only for low frequen-
cies; for middle-range and high frequencies, the inhar-
monicity of the synthesized sound will be much weaker
than that of the original signal. To get an improved approx-
imation, we could use more allpass filters or increase the
order of individual sections (see section 5). For real-time
applications, however, we have to use a small number of
low-order filters.

We also need to take into account the delay introduced
by the filters in cascade. For a cascade of kAP allpass fil-
ters, the delay introduced at fundamental frequency 	� is
given by �AP � kAP�AP �	���	�. Using equation (10),
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Figure 3. Theoretical phase of the terminating filter (solid line)
and fitted (dotted line) using a cascade of four IIR filters of third
order at C2.

we have

�AP � �kAPN �
�

	�
arctan

PN
k�� ak sin�k	��PN
k�� ak cos�k	��

�

As in the case of the linear-phase FIR filter, it is possible
to minimize the number of operations for the allpass filter.
Equation (9) can be written as

H�z� �
Y �z�

X�z�
�
z�N �

Pn
k�� akz

k�N

� �
PN

k�� akz
�k

�

and the corresponding time equation becomes

y�n� � x�n�N� �

NX
k��

ak �x�n�N�k�� y�n�k�� �

Using this formulation, it is necessary to performN MACs
instead of �N . We have used this formulation in section 5.

4. A Finite Difference Scheme

We now return to the PDE model discussed in section 2.3.
The numerical solution of this equation may also be ap-
proached using finite difference schemes [35, 2].

An explicit finite difference scheme corresponding to
equation (5) follows immediately; it can be written as

un��i � B�u
n
i �B�



uni���u

n
i��

�
�B�



uni���u

n
i��

�
�A�u

n��
i �A�



un��i�� �u

n��
i��

�
� (11)

where uni is a grid function, representing the approximate
solution at time t � nT and at location x � iX . Here,
T is the time step, and X is the spacing between adjacent
grid points. The scheme coefficients are given by

B� �
���� ���� ���� � r���� b����

� � b�T
�

B� �
�� � ��� � r��� � �b����

� � b�T
�

B� � �
�� � r��

� � b�T
�

A� �
b�T � b����� �

� � b�T
�

A� � �
�b����

� � b�T
�

where we have introduced the extra parameters

� �
cT

X
� �

�T

X�
�

The scheme reduces to the scheme given in [10] when r �

.

Scheme (11) is an explicit two-step method, with a sten-
cil width of five points. It is similar to the scheme pre-
sented in [10], except for the additional term of coefficient
r, which is to be set to a constant independent of X or T .
This parameter allows us some freedom when attempting
to optimize phase velocity curves; parameterized methods
of this type, applied to the wave equation, have been dis-
cussed in a recent publication [36].

Stability analysis can be carried out, as is usual, through
the use of spectral, or von Neumann techniques [35, 37,
38], In the case r � 
, a sufficient condition for stability
can be shown to be

����� r� � �� � b���� � ��

This leads to a lower bound on X , the grid spacing, in
terms of the time step T , given by

X� �
h
c�T ���� r� � b�T

�
p

�c�T ���� r� � b�T �� � ����T �
i
���

For pinned boundary conditions (i.e., u � ���u�x� �

 at both ends), difference scheme (11) must be specialized
near the boundaries. Considering the left end termination
at x � 
, and assuming that the grid variable un� is aligned
with the boundary, we clearly may set un� � 
 for all n.
In order to update un� , however, the following boundary
scheme may be used:

un��� � B�u
n
� �B�u

n
� �B� �u

n
� � un� �

�A�u
n��
� �A�u

n��
�

This satisfies the second boundary condition mentioned
above. A similar scheme may be applied at the right end.
The computational complexity in this case is 105 MACs
per sample.

5. Accuracy of the Two Numerical Imple-
mentations

In this section, we make a comparison of the accuracy
of the finite difference and digital waveguide implemen-
tations of the stiff string vibration model. For this reason,
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we compare implementations which require an identical
number of MACs. Since the systems are Linear and Time
Invariant (LTI), we compare the methods by looking at the
error in the loss and the phase-velocity curves with respect
to the ideal curves. This corresponds to exciting the model
using a Dirac delta function on the string, thereby exciting
all frequencies equally and simultaneously. The system is
then entirely described by the loss and the phase-velocity
curves in both cases. We have chosen to examine the tone
C2 since it contains a large number of partials, ensuring
the inharmonicity to be of perceptual importance [39]. The
number of MACs per sample has been set to 105, which is
realizable in real time. For the DWG model, this allows
an eighth order FIR loss filter and twenty IIR dispersion
filters of 5th order. We vary the string stiffness in order to
make comparisons for different values of the inharmonic-
ity factor B (we refer the reader to [10] regarding the rela-
tionship between B and �). The following four values of
the inharmonicity factor B : B� = 1e-4, B� = 1e-3, B�
= 1e-2, B = 1e-1 have been used. The first two values
are typical of piano strings while the third and fourth ap-
proach bar characteristics. By changing the inharmonicity
factor, both the phase velocity and the damping are altered,
since they both depend on the string stiffness. For per-
ceptual reasons, we have considered only the bandwidth
20 Hz–10 kHz and a “reduced band” containing the first
40 partials of the C2 tone with inharmonicity B�. This
band corresponds to the range 65 Hz–3 kHz. This band is
of particular importance in that the piano sounds can easily
be altered [39].

5.1. Loss Comparison

Figure 4 shows the losses as a function of frequency for,
respectively, a weak piano string inharmonicity factor (B�
= 1e-4) and a very strong one (B� = 1e-2). Expressing
an exponential decay as exp��t���, we define the “loss”
as ��� (the inverse of the time constant of decay). In
the case of weak inharmonicity, the DWG model allows
a nearly perfect fit to the ideal curve over the entire fre-
quency range. The error resulting from the use of the FD
scheme increases rapidly with the frequency. For stronger
inharmonicity, the DWG scheme shows discrepancies in
the reduced frequency band. Nevertheless, as the error is
only near 0.25s��, the perceptual quality of the synthetic
sound should remain high.

5.2. Phase Velocity Comparison

For weak inharmonicity, the DWG model again yields a
nearly perfect fit of the phase-velocity curve to the ideal
curve (Figure 5, top). The FD scheme leads to a good ap-
proximation of the phase velocity in the reduced frequency
band although a small error is visible at 3 kHz which
grows rapidly at higher frequencies. For the higher values
B�, B� and B of the inharmonicity, the DWG scheme
shows visible deviations in the reduced frequency band,
while the FD scheme seems to behave the same as it does
in the weak inharmonicity case (Figure 5, bottom and Fig-
ure 6).
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Figure 4. Loss curves in the analytic case (solid line), for the
FD scheme (dotted line) and the DWG (dash-dotted), for inhar-
monicities B1 (top) and B3 (bottom).

These results are perhaps more easily viewed in plots of
the phase-velocity error for each value of the parameter B
(see Figures 7 and 8).

It is easy to see that the FD scheme leads to a signifi-
cant error in the phase velocity at high frequencies (above
3 kHz), regardless of the value of the inharmonicity fac-
tor. The DWG scheme shows an oscillating error value
for high stiffness, and its error is larger than that of the
FD scheme below 	 �� kHz for B3 and 	 � kHz for
B4. These results are highly dependent upon the weighting
function used in the allpass filter design for the DWG ter-
minating filter. Between these frequencies up to 10 kHz,
the FD scheme has the larger error, and it grows more
systematically with increasing frequency. The audibility
of these errors at high frequencies (which takes the form
of mistuned high-frequency partials) is not great; in fact,
the high-frequency error may not be perceivable at all in a
practical piano synthesis system.

5.3. Choice of Numerical Implementation

While the numerical experiments presented above do
not conclusively distinguish the characteristics of the FD
scheme and the DWG, some tentative conclusions can be
ventured. These conclusions are, of course, dependent on
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Figure 5. Phase-velocity curves in the analytic case (solid line),
for the FD scheme (dotted line) and the DWG (dash-dotted line),
for inharmonicity factors B1 (top) and B2 (bottom).

current implementation techniques. In addition, ongoing
work is aimed at the improvement of phase velocity ap-
proximation by digital filters.


 For weak inharmonicity (corresponding to typical pi-
ano string stiffness), the DWG scheme gives improved
accuracy with respect to the FD scheme at equal com-
putational cost (i.e., number of MACs) for both the
damping and the phase velocity.


 For inharmonicity larger than approximately 0.01, the
FD scheme gives better results. More precisely, the er-
ror given by this scheme is smaller in the critical re-
duced band.

As far as sound synthesis is concerned, DWG is more ef-
ficient for piano strings while FD schemes should be used
for stiff bars. It is also important to note the intrinsic dif-
ference between the methods, i.e., the FD scheme yields
an approximation to the entire state of the string, whereas
the DWG is an approximation at a single (or perhaps a
few) chosen locations. For full state recovery, the digital
waveguide complexity approaches that of a more conven-
tional finite difference scheme.
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Figure 6. Phase-velocity curves in the analytic case (solid line),
for the FD scheme (dotted line) and the DWG (dash-dotted line),
for inharmonicity factors B3 (top) and B4 (bottom).

6. Conclusions

This paper has reviewed digital waveguide methods and
finite difference methods for the computational simula-
tion of vibrating piano strings. For strings found in typical
musical instruments, the digital waveguide approach was
found to be more efficient than conventional finite differ-
ence methods. However, when the stiffness is very high, or
when the simulation must produce many outputs, conven-
tional finite difference schemes remain competitive.

For future work, the design of DWG dispersion filters
remains an open area. The goal is to minimize compu-
tational cost while maintaining perceptually ideal perfor-
mance. While the audibility of stiff-string inharmonicity
has been measured [39], the audibility of various types of
approximation by different dispersion-filter design strate-
gies has not yet been carefully investigated. In particu-
lar, one could seek perceptually optimal weightings in the
least-squares filter-design procedure used in this paper.
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