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Phonological Primes: Gestures or Features?*
George N. Clements

1. Introduction

In their studies of the articulatory patterns that underlie speech, Browman and
Goldstein (see e.g. Browman and Goldstein 1989, 1990, this issue) have brought to light
some of the important respects in which the physical activity of speaking contributes to the
way phonological systems are structured. From this point of view, their work has several
interesting implications. One is that much of what has usually been considered as lying in
the domain of discrete phonological rules may be better understood from the point of view
of nondiscrete or gradient properties of articulatory organization. Thus, in various papers
Browman and Goldstein have produced evidence suggesting that many types of prosodic-
ally-conditioned reduction, contextual allophony and casual speech variation reflect
dynamic properties of the activity of speaking and are better modeled at the level of physical
speech production than at that of more abstract categorical representation. Somewhat more

_ ambitiously (and controversially), they propose that the dynamic properties of speech

production, often viewed by phonologists as having little interest for the study of
grammatical organization, play a largé or even predominant role in shaping the structure of
what is interpreted: the phonological system of rules and representations itself.

In this issue of Phonetica, Browman and Goldstein propose that a gesture-based model
of phonology and phonetics can provide an alternative to models taking segments and
features as their basic units. Their explicit intention is to show that “gestures are basic units
of contrast among lexical items as well as units of articulatory action” and to ‘“help clarify
the differences among gestures, features, and segments.” This commentary will address
both of these goals. It will examine several areas in which articulatory phonology as
presently conceived by Browman and Goldstein appears insufficient to account for some of
the generalizations. that are usually thought to lie in the domain of phonological (and
phonetic) theory, and will suggest ways in which a theory of this sort might be extended in
order to accommodate these generalizations. It will finally consider the status of
articulation-based models of phonetic interpretation in phonological theory as a whole.

* Editors note: This paper will appear in a forthcoming theme issue of Phonetica . All
instances of “this issue” in the text and references refer to this issue of Phonetica.



2. On the notion ‘“gesture”

As Browman and Goldstein describe them, gestures are abstract characterizations of the
formation and release of local constrictions in the vocal tract. The constrictions themselves
are defined in two ways. First, gestural scores display the temporal duration of individual
gestures as well as the extent of their mutual overlap. Second, tract variables specify the
location and degree of the constriction formed by the coordinated set of articulators that
create it. In this conception, gestures are defined not in terms of articulator movements as
such, but in terms of temporary, local constrictions of the vocal tract.

There is an important division of labor between the linguistic gestural model, whose
function is to construct the score, and the task dynamic model, whose function is to execute
it. However, Browman and Goldstein offer only brief and informal discussion of how
these two models relate to each other. Their account of phonological rules and casual
speech processes implies both that gestures can be rephased by the linguistic gestural
model, affecting the structure of the score, and that parameter values can be assigned to
tract variables by the task dynamic model, affecting the dynamic properties of gestures.
Since adjustments at both of these levels can affect the nature of the output, one would like
to know more about how they are allowed to interact, and how their interaction is con-
strained. In particular, assignment of parameter values (which eventually include stiffness
and damping ratios, see Browman and Goldstein 1990) has the potential of bring two or
more related gestures “out of synch” and thus of producing output inconsistent with the
score. I discuss related problems concerning gestural coordination in section 4.

Since gestures not only drive the task dynamic model but are also primitives of the
representational system, they play a role similar to that of features in more familiar
phonological models. Specifically, Browman and Goldstein make use of five gestures,
which are defined with respect to the lips, the tongue tip, the tongue body, the velum, and
the glottis. Each of these is assigned to a separate tier, and may be present or absent in a
given gestural score. Thus their function is entirely analogous to that of the articulator
nodes labial, coronal, dorsal, nasal, and laryngeal in models such as that of Sagey (1986).
In addition, the task-dynamic model supplies the dynamical parameter values which deter-
mine the degree, shape and location of the constriction formed by each set of articulators
associated with a gesture. Although these values are not inherently categorical, they are
said to function as such since their ranges are subject to the constraints provided by quantal
articulatory-acoustic relations and/or adaptive dispersion principles. Elsewhere (see
Browman and Goldstein 1989), they have been allowed to take on a small set of discrete
values, forming a subset of the places and manners of articulation recognized by traditional



phonetic description. Thus, the dynamical parameters provide information analogous to
that provided by binary-valued features such as [continuant], [anterior], [distributed] and
so forth. Finally, constriction degree values - corresponding roughly to features such as
[continuant], [sonorant], and [consonantal] - are computed from local and global configu-
rations of the vocal tract at any given point in time by the subsystem of tube geometry
(Browman and Goldstein 1989).

This brief review should be sufficient to show that the gestures and parameter values
proposed in Browman and Goldstein’s articulatory phonology capture roughly the same set
of contrasts defined by phonological feature theory. The next two sections will compare
gestures with phonological features more closely. Section 3 will argue that as far as their
intrinsic properties are concerned, gestures differ from features primarily, if not uniquely,
in that they are allowed to take on gradient values, a fact which renders them less appro-
priate than features for the representation of lexical contrasts. Section 4 will offer reason to
believe that gesture-based representations, or scores, must introduce a richer notion of
hierarchical structure if they are to capture a full range of phonological regularities.

3. Intrinsic Properties of Gestures and Features

In most current versions of feature theory, including the one assumed here, features are
defined in terms of acoustic and aerodynamic as well as articulatory properties. Thus, for
example, [spread glottis] is defined both in terms of an acoustic effect (aspiration) and the
articulatory means used to produce that effect (glottal opening). Of course, feature theories
differ among themselves in terms of the set of features proposed, and the properties which
are taken as definitional of any given feature.

It might appear that gestures differ from features in being defined in exclusively
articulatory terms. However, this is not quite accurate. The term “gesture,” in Browman
and Goldstein’s system, is not used in its ordinary-language sense of “movement of a
body part to convey emphasis or meaning,” but is used in a technical sense to refer to local
constrictions in the vocal tract, as we have seen. In addition, by allowing gestural
parameter values to be constrained by acoustic models such as quantal theory and
dispersion theory (as well as by aerodynamic models such as tube geometry), Browman
and Goldstein assign acoustic and aerodynamic considerations a potentially significant role
in their model. This requires a reevaluation of their claim that gestures “do not correspond
to features:” to the extent that gestures are defined or constrained in part by acoustic and
aerodynamic considerations, the intrinsic difference between gestures and features, as
general descriptive categories, is reduced. The major differences will lie primarily in the




range of values that may be assigned to them at any given level of representation, and in the
way they are organized in representations, or scores.

One fundamental respect in which gestures differ from features lies in the “quantitative
variation in a gesture’s dynamic parameters” that we observe under prosodic or other
contextual conditions, discussed by Browman and Goldstein in some detail. Dynamic
parameters, including duration,! may be assigned any value within their (nonbinary) range.
Thus, for example, gestural shrinkage has the effect of scaling down the metrical properties
of a gestural event, as in the gradient reduction of the glottal gesture that reduces or elimi-
nates aspiration in speech output. From their discussion, it is clear that Browman and
Goldstein do not regard gradient operations of this sort as constrained by quantal
considerations, which presumably operate at the more abstract levels of system
organization and lexical contrast. In contrast, features are usually defined as binary, or in
some cases one-valued, and thus contrast categorically rather than quantitatively.

In this respect, features seem to provide a more adequate unit than gestures for express-
ing regularities at the abstract level of lexical contrast. Underlying lexical contrasts do not
require the full range of gradient parameter values needed for the description of output
regularities. Instead, gestural parameters of constriction degree and location, etc., regularly
behave in a categorical fashion in lexical representations and early phonological rules, and
durational information is usually reduced to a simple long vs. short contrast. To explain
this observation, gesture-based models must restrict the parameters defining gestural events
to effectively binary values; but this is exactly what is claimed by feature theory, in which
only categorial distinctions (plus vs. minus specfications of binary features, presence vs.
absence of privative features) are available.

" Just the same considerations hold with respect to gestural phasing relations and
overlap. To account for the diversity of ways in which gestures can be timed with respect
to each other, Browman and Goldstein allow several types of phasing relations, varying
according to where separate gestures are aligned with each other, as well as three degrees
of overlap (minimal, partial, complete). But again, this range of choices projects to an
excessively large number of theoretical lexical contrasts. As far as overlap is concerned,
only two types appear to be required: full vs. partial. No further distinction, such as one
between partial and minimal overlap, seems required for the expression of lexical contrasts.
Thus, for example, tone languages do not distinguish between two types of contour tones
differing only in the relative duration assigned to their first and second components, nor are
any languages known to have phonemic contrasts between “partially” and “minimally”
prenasalized stops. This restriction of contrasts in overlap to two is exactly what is



predicted by current feature-based phonological theories, which allow features to be related
to each other in either a one-to-one or a many-to-one relation (see e.g. Clements 1985, in
press, Sagey 1986, McCarthy 1988). Thus the difference between plain nasal stops and
prenasalized stops can be represented as follows (simplifying irrelevant detail):

[n]: [d]:
TO0t root
| / \
[+nasal] [+nasal] [-nasal]

In the first of these representations, the single feature [+nasal] is aligned, or associated,
with the other features of the segment, represented by the root node. In the second, two
sequenced features [+nasal], [-nasal] are so aligned. Since association is a discrete
relation, this mode of representation allows no way of distinguishing two pairs of
sequenced features in terms of differences in their mutual temporal overlap with other
features, and thus predicts (correctly) that such distinctions are irrelevant at the level of
lexical representation.2

A stronger case might be made for lexical contrasts involving phase relations, i.e. the
relative timing of overlapping gestures. For example, a lexical distinction between pre- and
post-aspirated stops could be expressed quite naturally in terms of the relative phasing of
the glottal opening gesture with stop arrest or closure in the first case, stop release in the
second. Another candidate discussed by Browman and Goldstein is the distinction
between voiceless and voiced aspirated stops in languages like Hindi. They suggest that
the difference between these two categories can be treated as a built-in difference in phasing
relations, with the glottal gesture timed later in voiced aspirated stops than in voiceless
ones.

However, the theory still predicts too large a range of possible lexical contrasts in
phasing relations. Browman and Goldstein currently recognize three points at which
consonantal gestures can be coordinated with other gestures: onset of movement toward the
target, achievement of the target, onset of movement away from the target. Allowing that
two gestures can be aligned with each other at any pair of these points, this allows up to
nine ways in which two consonantal gestures can be coordinated in lexical representations;
and as still further gestures overlap, the number of possible phasing relations among them
increases exponentially. In contrast, current feature-based theories of phonology place




strong inherent constraints on the ways in which any pair of features or nodes can be
coordinated in lexical representation, as we have seen, and provide no way of representing
differences in phasing relations in lexical representations. '

If gestures are to be used to express lexical contrasts, then, strong constraints must be
placed on the way gestures can be coordinated with each other. One direction currently
being explored by some phoneticians working in feature-based frameworks involves
introducing a level of discrete structural positions representing “articulatory landmarks”
such as stop closure and release into the representational system, to which glottal features
(and perhaps others) can associate (Huffman 1989, Keating 1990). The introduction of
such landmarks into gestural phonology would result in a more constrained theory of
gestural coordination, though it is still unclear whether they are required for the expression
of lexical contrasts. A somewhat different, though not incompatible approach draws on the
view that features are defined in part in terms of acoustic and aerodynamic goals, and that
these goals must be effectively realized in the output, at least in the absence of further cues
to their presence. Thus, glottal features would be defined in part in terms of goals such as
vocal fold vibration, aspiration, etc., rather than uniquely in terms of the glottal
constriction. In this view, the fact that glottal opening in aspirated stops is not completely
overlapped by the stop closure would follow automatically from the requirement that the
functional goals associated with features must be effectively realized, in this case forcing
the alignment of glottal opening with the arrest or release phase of a stop consonant to
produce audible aspiration (i.e. with an “acoustic landmark” in the sense of Stevens 1991,
or a “transition” in the sense of Hertz 1991). Similarly, the lower amplitude and extra
phasing lag of the glottal opening gesture in voiced aspirated stops as compared to
voiceless ones can be explained by the fact that these properties are conducive to achieving
the goal of glottal vibration during the period of stop closure (Davis 1991). These and
other approaches are likely to receive continuing attention in feature theory, and might have
useful implications for the development of gesture-based models.

4. The hierarchical organization of phonological units

By taking gestures as primitives, Browman and Goldstein are able to describe a large
range of phenomena in terms of relations among successive and overlapping gestures
(constrictions). However, since the location and degree of the constrictions do not occupy
separate tiers in gestural scores, Browman and Goldstein’s system strongly predicts that
they will always be synchronized with each other and with the activity of the articulator




whose movement they constrain. Here again the gesture-based model appears to make
incorrect predictions.

In many languages, we find that certain segments assimilate place of articulation - a
term which I use to designate the active articulator and its constriction location - from a
neighboring segment, without assimilating its constriction degree. A common process of
this type consists of the assimilation of nasals to following consonants. Thus in Yoruba,
the syllabic nasal which forms the progressive aspect prefix assimilates in place to a
following stop, fricative, or nasal, and optionally (or speaker-variably) to a liquid. Before
nonassimilated liquids and the glides /w, j, h/, on the other hand, it is realized as syllabic
[0] (Ward 1952; R. Sonaiya, personal communication).

a. obstruents: , nasal place of articulation:

N+b: m-be ‘be well’ bilabial
N+f: mfo ‘be washing’ labiodental
N+t: n-te ‘be spreading’ dental-alveolar
N+d: n-de ‘be setting a trap for’ alveolar
N+s: n-se ‘be cooking’ alveolar
N+[: n-fe ‘be doing’ alveo-palatal
N+J: n-Ja ‘be fighting’ alveo-palatal
N+k: p-ka ‘be reading’ velar

. N+g Dp-ge ‘be cutting’ velar
N +kp: pm-kpa ‘be killing’ labio-velar
N+gb: pm-gbona  ‘be getting hot’ labio-velar

b. sonorants:

N+m: mmu ‘be drinking’ bilabial
N+n: nna ‘be beating’ alveolar
N+1: nlo~pb ‘be going’ alveolar or velar
N+r. nra~pra ‘be buying’ alveolar or velar
N+j: pjp ‘be coming out’ velar
N+w: pwa ‘be coming’ velar
N+h: pho ‘be scratching’ velar

([om, kp, gb] are doubly articulated stops). Since the prefix’s place of articulation is

always predictable from the following consonant (the prefix does not occur before vowels),
it should not be specified in its lexical representation. Its place of articulation is either




assigned from the following consonant, or realized with a default velar constriction. In all
cases, the nasal is realized with full closure.

A gestural interpretation of facts such as these must allow the constriction location of
the following consonant to overlap the nasal gesture, but in the current model this cannot be
done without simultaneously overlapping its constriction degree. In previous discussion of
a similar case, Browman and Goldstein suggest that if the assimilated nasal is indeed
realized with complete oral closure, the following consonant’s oral gesture must change its
constriction degree when it overlaps the velum lowering gesture (Browman and Goldstein
1989, 242). However, this proposal only displaces the problem, since if the overlapping
gesture is produced with complete closure, the following consonant (which shares the
gesture) should also be realized with complete closure. Similar cases of assimilated stop +
continuant sequences can be cited from other languages, posing a genuine problem for
Browman and Goldstein’s characterization of gestures.

One may always question whether such descriptions are based on accurate
observations. I know of no quantitative or instrumental study of nasal closure in nasal +
consonant sequences in Yoruba. However, at least one such description of nasal clusters
has been supported by instrumental analysis. Shona, as described by Doke (1931), has the
homorganic nasal sequences [mb mv nd nznz nd3 ngl, where the symbol [R] designates
a heavily rounded alveolar nasal appearing only before the voiced alveolar-labialized
fricative [g]. As far as the labial sequences are concerned, Doke states (p. 54):

The bilabial nasal in Shona is formed just as in English, by complete contact of the lips,
the air passing through the nose . . . Apart from the use of m immediately before
vowels, it appears in the compounds mb (homorganic), mv (semi-homorganic), . . .
Shona does not employ the denti-labial nasal iy, as do Zulu, Lamba, Bemba, etc.,
homorganically before f or v, but the full bilabial nasal in the combination mv.

Although the sequence [mv] is only “semi-homorganic” in Shona, we probably want to
describe it as fully homorganic at the phonological level just as we do the other nasal
clusters, and account for the fact that labial stops are predictably bilabial by adjusting the
constriction location in the articulatory realization (without more information, of course, we
cannot propose a definitive analysis). As far as the alveolar sequences [nz R,Z] are
concerned, Doke does not explicitly state whether the nasals are produced with complete
closure. However, he reproduces palatograms for these sequences from several Shona
dialects, all of which show complete contact between the tip or blade of the tongue and the



alveolar ridge. This closure must be attributed to the nasal, since (as other palatograms
show) the fricative alone leaves an unobstructed passage through the center of the vocal
tract. In Shona, then, nasals unambiguously assimilate constriction location but not con-
striction degree from a following continuant.3

There is also evidence that segments can assimilate constriction degree, but not
constriction location. In Browman and Goldstein’s model, vowel height is modelled in
terms of constriction degree, which has the values [narrow], [mid], and [wide] (Browman
and Goldstein 1989, 225-6), while place of articulation depends on the constriction location
(palatal, velar, uvular, etc.) of the dorsal articulator. We would thus expect vowel height
and place of articulation to assimilate as a single unit, never separately. In a number of
languages, however, vowel height assimilates separately from place of articulation, and
vice-versa (see Odden 1989 for a review of cases). The following examples are from
Kimatuumbi, in which noninitial vowels in the stem assimilate to the height, but not the
place of articulation of the initial vowel, provided both are nonlow. (Underlying noninitial
vowels are represented below with upper-case letters, indicating their archisegmental
status.)

underlying: surface: example (stem):

i+ 1 i + i -yipilya ‘thatch with for’
i+ U i + u -libulwa ‘be ground’
u+ I u + i -utika ‘be pullable’
1+ U I + U -tikulya ‘break with’

U + 1 U + I -uvugilwa  ‘be bathed’

u +U U + U -kumbulya ‘beat with’
e+ 1 € + € -cheengeya ‘make build’
2+ 1 2 + € -boolelwa ‘be de-barked’
2+ U 2 + 9 -bomolwa ‘be destroyed’

Once again, these facts are problematical for Browman and Goldstein’s account of the
gesture.

A solution to these problems can be found if place of articulation and constriction
degree are allowed to occupy separate tiers of their own, where they can spread to other
points in the representation independently of each other. This conception “unpacks” the
notion of gesture without undermining it, since gestures can still be defined in terms of the
lowest node superordinate to place of articulation and constriction degree. Suppose, to be
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specific, that we define consonantal and vocalic gestures in terms of the following

configurations:
cons voc
/ N\ / \
stricture \ stricture  \

place place

The “cons(onantal)” and “voc(oidal)” nodes in these figures designate gestures, and
features are assigned to the stricture and place nodes to characterize them in terms of
constriction degree and place of articulation. “Cons” and “voc” are not abstract labels, but
define the range of stricture values appropriate to consonants and vocoids, respectively,
and thus function similarly to the feature [tconsonantal]. They link to the higher-level root
node, to which their values may percolate. It is assumed that all nodes in this figure are
assigned to different tiers in a representation (or score), effectively segregating consonants
and vowels.

The “place” node dominates the set of oral tract articulator features labial, coronal,
dorsal, and perhaps radical, or their gestural counterparts (L, TT, TB, etc.). These features
are further specified for constriction location and shape by features such as [anterior] and
[distributed]. The “stricture” node dominates stricture features, or their gestural
counterparts: [*continuant] in the case of consonants, and vowel height features in the case
of vocoids. Vocoids might also be redundantly assigned [+continuant], if the evidence
warrants it. Clements (1990) presents evidence that vowel height features may spread
independently of each’other, and must thus be arrayed on further independent tiers.

These representations have the properties we need to characterize gestures in a way
compatible with Browman and Goldstein’s general conception, while allowing stricture and
place of articulation to spread or overlap independently of each other. However, they
appear to require modification of Browman and Goldstein’s framework in two respects.
First, in their current presentation Browman and Goldstein do not recognize a separate tier
for “place of articulation,” as is required by the representations above. However, there is
much evidence that phonological rules may target the full set of oral place (articulator)
features as a whole, rather than targeting only individual features. Thus in the Yoruba
examples above, the rule assigning place of articulation to the nasal prefix applies to all oral
places of articulation without exception, and spreads both components of the doubly
articulated stops [kp, gb]. This is expressed in feature frameworks by spreading the place
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node leftward, but cannot be directly expressed in a gesture-based framework which does
not provide a place node.

Second, in their current presentation Browman and Goldstein do not explicitly allow
units on different tiers to be linked by association lines or other devices for indicating their
membership in higher-level units.# Indeed, they appear to take a skeptical view toward the
recognition of higher-level groupings of gestures, or coordinative structures, stating that
“the only hierarchical unit for which we currently have evidence is that of the oral gestures
in a (syllable-initial) consonant cluster.” But as we have just seen, there is reason to group
the components of the doubly-articulated stops [kp, gb] of Yoruba into a hierarchical
structure (the place node), since both components spread or overlap as a unit. And once
we analyze gestures into separate place and constriction degree components, it is necessary
to indicate the connection between these components in some fashion. In the feature-based
representations proposed above, this is done by connecting them with association lines,
although other devices can be imagined.

The use of such associations or connections generalizes to much of the other data
discussed by Browman and Goldstein. For example, they analyze the casual speech
deletion of schwa in words like beret in terms of the overlapping of the two gestural
components of [r] (tongue tip constriction and tongue root constriction) with the labial
gesture. But the reason the two gestures of [r] overlap or spread to the labial as a single
unit is most likely that they characterize a single phonological segment, represented in
current phonological models by association to the root node. If the two gestures are
regarded as merely accidental constellations with no intrinsic connection between them, the
fact that they behave as a single temporal unit goes unexplained. Browman and Goldstein
have presented many examples of sets of gestures that function as temporal units, but in
none of these cases do the coordinated gestures fail to constitute a segment under most
types of phonological analysis. Thus it would appear that there is motivation for grouping
gestures into higher-level hierarchical units such as the segment, even for the treatment of
casual speech phenomena. ,

Similar evidence can be given for recognizing further hierarchical units, such as the
mora, the syllable, and and the phonological word. In short, if articulatory phonology is to
be a viable candidate for a general theory of phonology and phonetics, it must provide an
explicit way of expressing hierarchical relations among phonological units. 5
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5. Discussion

We have made two general points. First, to the extent that gestures and features differ
in their empirical properties, features seem more appropriate to express the discrete nature
of lexical contrast: at this level, what we require is not a photograph of the vocal tract, but a
rough map. Second, if gesture-based models are to be adequate to the expression of many
phonological (and perhaps phonetic) generalizations, they require additional hierarchical
organization of the sort postulated in current feature-based models of representation.

What, then, is the relation between gestural phonology and feature-based phonology?
Are the two completely incompatible? I have suggested above that if the notion “gesture” is
suitably revised along the lines suggested above, gesture-based phonologies will differ little
if at all from feature-based phonologies at the more abstract and systematic levels of phono-
logical representation at which units behave in a discrete fashion. The apparent
incompatibility between the two modes of representation can perhaps be resolved in terms
of Browman and Goldstein’s further observation that “increase in overlap among gestures
in fluent speech is a general gradient process that can produce apparent (perceived) discrete
alternations” (my italics). What this remark suggests is that speech is produced in a
gradient fashion, but perceived (and thus represented) categorically. If this view is correct
(and there is much evidence that it is), then the status of gesture-based models in a global
theory of phonology and phonetics may be clarified. Gesture-based models (and others
with similar goals) are models of speech production, which address the complex and
important problem of “how to bridge the gap between the discrete segments of the
phonological system and the fluid change in time and space that is the final result of
phonetic processes,” to quote Huffman’s apt characterization (1989, 139).

In sum, Browman and Goldstein have developed an elegant and comprehensive theory
of articulatory structure and its relation to phonological structure which can serve as a basis
for proposing and testing specific hypotheses about how abstract phonological represen-
tations are related to physical phonetic output. Indeed, it has already proven its value in
this respect. On the other hand, it has not successfully handled certain aspects of
phonological patterning in which current feature theories seem to offer a closer fit to
linguistic reality. To the extent that the future development of their approach is able to
address problems of this sort successfully, it will take a step toward relieving phonological
feature theory of the task of accounting for phenomena that lie outside its proper domain,
and help lay the basis for a better definition of the way in which abstract phonological
structure is transmitted through the medium of speech.
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Notes

1 The status of duration in Browman and Goldstein's current model is not altogether clear.
On the one hand, they state that "quantitative temporal information is provided not by
specifying time directly but by specifying the parameters of the gestural regimes and
their phasing” (Browman and Goldstein 1990, 310). On the other, the present paper
states that a gestural score "displys the duration of the individual gestures as well as the
overlap among the gestures.” If the gestural score constitutes the input to the task dy-
namic model which contributes to determining temporal information, as Browman and
Goldstein propose, temporal information should not be available to the score. For
purposes of the present discussion I take their more recent statement as the definitive
one.

2 See Steriade (1990) for further discussion.

3 An exceptional case was noted for a speaker of the Ndau dialect, for whom “when nz
was initial, the n did not effect complete contact, there being a space showing that in
reality it was nasalized z (z) which was produced. Complete contact was effected
when not initial, as in hanzu” (Doke 1931, 265). However, the same speaker realized
/tJ/ as [J] word-initially, and incomplete contact was found before the (simiiarly
fricativized) realization of word-initial /nd3/, suggesting that this speaker used
incomplete closure quite generally in initial position.

4 They have elsewhere suggested, however, that association lines might be used to
express phasing relations between overlapping successive segments (Browman and
Goldstein 1989).

5 Browman and Goldstein have elsewhere (1989) tentatively proposed that autosegmental
and prosodic structure can be interfaced with gestural scores on distinct planes, but this
suggestion is not taken up in the present paper.
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The Consequences of Dissimilation in Sundanese®
Abigail C. Cohn

1. Introduction

Studies of phonological assimilation have played a central role in the development of
current phonological theory. As widely discussed in the literature, assimilation is an
extremely common phonological process cross-linguistically and therefore an adequate
phonological theory should represent it simply and naturally. This has led to the current
view of assimilation as spreading (Goldsmith 1976, Clements 1976, Hayes 1986, amon g
others). Much less work has addressed itself to the issue of dissimilation, but recently it
has been suggested that dissimilation should be analyzed as delinking followed by default
fill-in (Odden 1987, Poser 1987, McCarthy 1988, Yip 1988). This approach is
schematized in (1).
(1) Dissimilation as delinking

+ | s |
+F +F -F +F

Missing value filled in by default: [@F] —> [-F]

In the case of two tier adjacent identical feature specifications, one of the
specifications is delinked. The missing value is then filled in by a default rule.
Dissimilation, thus consists of two independent processes, delinking and default fill-in.

It has been argued that dissimilation is motivated by the Obligatory Contour Principle
(OCP), the principle that adjacent identical elements are prohibited. (McCarthy 1985,
1988, Kaisse 1988, Yip 1988). Yip (1988, p. 73), following earlier work by McCarthy,
takes the position that "all rules involving identity of target and trigger with an output in
which they are no longer identical and adjacent are OCP-triggered rules." It is thus an OCP
violation which requires delinking of one of the offending specifications in a sequence of
identical feature specifications. When this is followed by default fill-in, this yields
dissimilation. "Another possible result of deleting a feature matrix occurs if deletion is

*Parts of this work were presented at the Cornell University DMLL Colloquium, December
1990 and the 65th meeting of the Linguistic Society of America, Chicago Illinois, January
1991. Thanks to both audiences for stimulating discussion. Thanks also to Nick
Clements, Beverley Goodman, and Bruce Hayes for helpful comments.
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followed by application of redundancy rules that insert the opposite value of the deleted
feature(s). . . . This of course is dissimilation, and such rules are widely found in natural
languages." (Yip 1988, p. 80).

Yip discusses what kind of language data would falsify the claim that such delinking
is indeed motivated by the OCP:

The kind of case that would, I think, require a weakening of this claim would
be a language with the following properties:

(i) Dissimilation of F: oF —>-aF /__ oF
(ii) Demonstrable morpheme-internal aFaF sequences, as opposed to
doubly linked oF

(ii) would show that the OCP did not operate on aFaF sequences. It thus
could not act to trigger a rule like (i). (Yip 1988, p. 73).

Tuming Yip's prediction around, if dissimilation is motivated by the OCP, then other
aspects of the phonology, as well as underlying phonotactic patterns, should display the
same restrictions. Thus we need to examine rules of dissimilation in the broader context of
the lexical structure and phonology of the languages in which such rules obtain. (See
Goodman this volume for a similar argument.)

Sundanese (an Austronesian language, spoken in West Java, Indonesia) displays a
case of dissimilation in the form of the plural marker. At first blush, the factors
conditioning the shape of this formative appear to violate the OCP; but, upon closer
inspection, we will see that the constraints motivating the dissimilation hold more generally
in the lexical and phonological representations of Sundanese and thus Yip's prediction is
borne out:

In Sundanese, a formative =ar= or =al= marks the plural, as exemplified in (2),
where = = indicates infixation.

(2) a. kusut ar —_> k=ar=usut
' 'messy'’ 'pl.’ ‘messy, pl.’
b. dahar al —_> d=al=ahar
'eat’ 'pl.’ ‘eat, pl.'
c. visualisasi
‘visualize'
di-visualisasi-kin ar —> di-v=ar=isualisasi-kin

1

pass-visualize-v.s. 'pl. 'visualized, pl.'
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As exemplified in (2a & b), the plural marker, either =ar= or =al=, is usually infixed
after the first consonant of the root. The process is highly productive, as exemplified in
(1c) by the pluralization of a recent borrowing such as visualisasi. Verbs, adjectives, and a
few nouns exhibit such infixed forms.! The observed pattern of allomorphic alternation is
triggered by both assimilation and dissimilation. As this morphophonemic process is
productive and regular, it should be accounted for by rule. The pattern of infixation also
merits attention, as it is directly related to an adequate account of the allomorphic
alternation.

The structure of the paper will be as follows. In §2, we consider the process of
infixation. In §3, the pattern of allomorphy is presented and it is shown that the
allomorphy results from both assimilation and dissimilation. An analysis is proposed.
Yet, on the face of it, the analysis of dissimilation is not motivated by the OCP as predicted
and it poses questions regarding the issues of markedness and underspecification. We
address these issues in §4 and conclude in §5. The data discussed here are from work with
two native Sundanese speakers from Bandung, the capital of Sunda (West Java), where
what is considered to be the standard dialect is spoken. This process has also been briefly
described in the literature on Sundanese (see Eringa 1949 and Robins 1959).

2. Infixation

Sundanese has a rich system of affixation, including prefixes, suffixes and infixes.
Both prefixes and suffixes are of course extremely common cross-linguistically and are
fairly straightforward to account for formally. True infixes, on the other hand, are much
rarer and pose problems in terms of their structural representation. Sundanese has three
infixes, all of the shape VC (V = vowel, C = consonant): =ar=/=al=, =in=, =um=. Of
these, only the plural marker is productive and we therefore focus our attention on it.
Noteworthy is the difference between CV and VC affixes at the beginning of a root in
Sundanese, as exemplified in (3):

1Although the infix is typically referred to as a plural marker, Ewing (1991) has shown that
the formative actually creates distributive forms. I will nevertheless continue to refer to it
as a plural marker. The reader is referred there for discussion of both the semantics and
pragmatics of such forms.
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(3)a. CV affixes at the beginning of a word

i. CV + Vinitial root = prefix di atur —> di-atur
'passive’ ‘arrange’ ‘arranged’

ii. CV + Cinitial root = prefix di dahar —> di-dahar
'passive’ ‘eat’ 'eaten’

b. VC affixes at the beginning of a word

i. VC+ Vinitial root = prefix ar anjin —> ar-anjin
'pl.’ 'you' 'you, pl.’
ar ayH#m —> ar-ayi¥m
'pl.’ ‘patient’ 'patient, pl.’'

ii. VC+ Cinitial root = infix ar damag —> d=ar=amapg
'pl.’ 'well (adj.)’ ‘'well, pl.’
ar poho —> p=ar=oho
'pl.’ 'forget' 'forget, pl.'

In (3) we observe that a CV affix at the beginning of a word is always prefixed,
whether the root starts with a vowel (3ai) or a consonant (3aii). In contrast, a VC affix at
the beginning of a word is prefixed with a vowel initial root (3bi), but infixed after the root
initial consonant with a consonant initial root.2 A generalization emerges: The placement
of infixes in Sundanese is prosodically conditioned and has the net effect of maximizing
open (CV) syllables and avoiding unallowable CC sequences. (Anderson 1972 makes a
similar observation.) An adequate formal account of infixation in Sundanese needs to
inc:)rporate this generalization.

McCarthy and Prince (1986) argue that infixation should be analyzed as melodic
extraprosodicity. Following this view, they sketch out an analysis of infixation in
Sundanese, whereby the initial C is extraprosodic; the infix is really a prefix; and the
"Onset Rule", which resyllabifies a consonant to become a syllable onsef, applies twice.
Their analysis is exemplified in (4) (following McCarthy and Prince 1986, p. 48).

4) a. sg pl.
[ni%is] [narilis]
'to cool oneself’

b. © c. ar
I\ I\
ar c o O©
N I /IN
m)i ?is [narilis]

2Root initial consonant clusters are very rare and I have yet to find such a root from which
a plural form can be constructed.
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The infix is proposed to have the shape in (4b). (Note that the proposed
representation seems to assume underlying syllabification.) The root initial /n/ is
extraprosodic, and the Onset Rule applies twice, yielding the derived representation in (4c).
Basic to this analysis is Planar Segregation (see McCarthy 1989) which assumes that
separate morphemes constitute independent phonological planes. In support of their
analysis, McCarthy and Prince (1986) claim that "The representation of the affixal melody
on a separate tier is independently required by Sundanese nasal harmony. . . " (p. 48).3

There are a number of problems with this view. (1) The basic insight that the infix is
located prosodically, not melodically is missed. The pattern of infixation has to do with
syllable structure, not melodic structure as implied by McCarthy and Prince's view of
melodic extraprosodicity. All consonant initial verbal and adjectival roots in the language
would need to have an extraprosodic initial consonant. Clearly a generalization is being
missed.# (2) A widely held view is that there can be no phonological interaction between
separate planes, before Plane Conflation (see McCarthy 1989 and Yip 1988 for
discussion). Yet several phonological rules of Sundanese refer to both the infix and the
rest of the form, including nasal harmony. These processes include both lexical and post-
lexical ones. This would require Plane Conflation before the relevant phonology, but there
is no evidence that the intervening unconflated stage exists in the derivation. (3) The facts
of nasal harmony do not constitute an argument in favor of the plural infix being
represented on a separate tier (plane). As argued by Cohn (1990), the facts of Sundanese
nasal harmony can be accounted for in a straightforward manner by a cyclic analysis within
the framework of Lexical Phonology. Nasal harmony is shown to be a lexical rule,
applying both before and after infixation. Such an analysis accounts directly for the
apparent overapplication of the rule.

I propose, instead, a single plane analysis of Sundanese infixation. The infixes in
Sundanese are basically like prefixes, except that they are located before the first mora of
the root. Infixation results in reapplication of the rules of syllabification. In order to see
how the analysis works, we need to establish explicit principles of syllabification.
Following Hayes (1989), I will assume the following syllabification algorithm:

31 understand the use of tier here to the same as plane as discussed by McCarthy (1989).
4See also Anderson (1991) for a similar criticism of McCarthy and Prince's view of
infixation.
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(5) Syllabification (following Hayes 1989)
Basic syllable structure in Sundanese is (C) V (C)

a. Assign a mora to each vocalic element.
b. Each mora is dominated by a syllable.
c. Associate a preceding consonant directly to the syllable node (as "onset").
d. Associate a following consonant to the preceding mora (into the "rime").
a. b. 6 ¢ c. 6 O d o ¢©
I A A I/
v T i T
cveve cvcve  Cvevec  CVCVe

Following Hyman (1985) and McCarthy and Prince (1986), the mora is argued to be
the basic unit of phonological weight, basic to the representation of stress, tone, and the
syllable. As widely noted, certain aspects of syllabification are universal and others
language specific. In a language with no underlying moras, a mora is assigned to each
vocalic element by rule (5a). Sundanese allows only one mora per syllable, as there are no
long vowels and coda consonants do not affect the weight count, thus each mora is
dominated by a syllable (5b). Hayes (1989) captures the fact that onsets (typically) do not
contribute to phonological weight, by associating onset consonants directly to the syllable
node (5c). Finally in a language where coda consonants do not contribute weight, an
unsyllabified consonant following a vocalic element is associated to the preceding mora
(5d).

Following this view of syllabification, the plural marker of Sundanese can be
correctly positioned, occurring initially with a vowel initial root or following the first
consonant of a consonant initial root, as shown in the derivations in (6).

(6) Sample derivations a. b. c.
UR: dahar ay+m damag
o © o O c ©

Y N

Syllabification: dahar ay+m damag
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c © G © c O©
1]l I Lo
H[H HjH H /Ll
I TN I/ 1\ I AN
Affixation: di +dahar ar+ay+m d=ar=amag
G 6 © G 6 © 6 6 ©
i Il (Y L7
TR T T} TR TRy AT TR
B VAN U B B L I Y AN AN
Syllabification: di+dahar ar+ay +m d=ar=amapy
Output: [diSda$har] [a$ra$y+im] [da$ra$mag]

$ = syllable division

~ Assuming that syllabification is either an "everywhere process" or applies cyclically,
the root is syllabified at the beginning of the derivation, as shown in each of the three
examples. Affixation then occurs, triggering a reapplication of the syllabification
algorithm. In (6a), di- is prefixed and syllabified as an additional syllable. In (6b) =ar=is
positioned before the first mora of the root. The vowel is assigned a mora and a syllable,
while the consonant is syllabified as the onset of the first syllable of the root. In (6¢c) =ar=
is again located before the first mora of the root, necessarily detaching /d/ from the first root
syllable. The vowel is again assigned both a mora and a syllable and then Rule 5c is
applied twice, making /d/ the onset of the first syllable of the word and /r/ the onset of the
first syllable of the root. This is parallel to McCarthy and Prince's application of the Onset
Rule, but this approach differs in the fact that no underlying syllabic structure is assumed
for the infix and all aspects of its syllabification follow from the general rules of
syllabification in the language. The fact that =ar=/=al= is located before the first mora of
the root might be specified as part of the lexical entry of the affix, or it might be specified as
part of the more general prosodic and phonotactic patterns for VC root initial affixes in
Sundanese.

We see then that the simple assumption that infixes are located before the first mora of
the root in Sundanese, together with independently motivated principles of syllabification,
account directly for the observed location of the plural marker in Sundanese. If we refer
directly to the prosodic structure, there is no motivation for representing the infix in
Sundanese on a separate plane. This accounts directly for the morphological domains in
which phonological rules are observed to apply in Sundanese and avoids an unmotivated
stage of the derivation before Plane Conflation. The placement of the infix in Sundanese




24

lends support to Hayes' (1989) claim that onset consonants link directly to the syllable
node and not to the initial mora.

3. Allomorphy of the plural marker

As exemplified above in (2a & b), the plural marker may take the shape of =ar= or
=al=. This allomorphic alternation is a systematic one and can be characterized in terms of
the canonical root pattern of Sundanese. The consonant and vowel inventories of
Sundanese are presented in (7a & b) respectively and the canonical root patterns are
schematized in (8). '

(7) a. Sundanese consonant inventory b. Sundanese vowel inventory
P t c k front back
b d j g
high i i u
m n n |
mid e ) o
§5
IV g low a
w y h @
(8) a. Canonical root pattern of Sundanese: o : o O =onset

/ T\ —7 |\ R=rime
(01 V(R (02) (C2) V (R2)

01, O2 = any consonant

R1 = nasal homorganic to the following stop, /r/ and a few others marginally
R2 = most consonants, except palatal [-continuant] consonants

C2 = 1/, I/ after a stop (quite rare)

ko f ok

kusut or mat com rek

01 02 R2 01 R1 02 Rz 01 R1 02C2 R2

b.

As schematized in (8a), most roots are disyllabic, with each syllable consisting
minimally of a vowel. Both syllables have an optional onset (01, 07), typically consisting

5/s/ patterns as a palatal in Sundanese.
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of a single consonant; although in the second syllable, a stop may be followed by a liquid
(C2). Both syllables may have an optional consonant in the rime (R1, R2). These root
patterns are exemplified in (8b).

As shown in the chart in (9), the allomorphic alternation between =gr= and =al=is
conditioned by the presence of either /r/ or /I/ in the root. In all other cases, the =ar=
variant is used.

) /r/ i
a.

01 rvCvC r=ar=VCVC IVCVC I=al=VCVC
rahit ‘wounded’ r=ar=ahit Ltk little’ l=al=itik
riwat ‘startled’ r=ar=iwat laga 'wide =al=aga

b.

R1 CVrCVC C=al=vrCvC CVICVC
hormat 'respect’ ga-h=al=ormat not attested (so far) predicted:
parceka 'handsome’ |p=al=arceka C=ar=VICVC

02 CvV(OrVvC C=ar=V(C)rvC cvoinrve C=ar=V(O)IVC
di-kirim 'sent (pass.)' di-k=ar=irim gilis 'beautiful' g=ar=ilis
curiga 'suspicious’ c=ar=uriga guliat 'stretch’ g=ar=uliat

C.

C2 CV(OCrVC [C=al=V(C)CrVvC | CV(O)CIVC C=ar=V(C)CIVC
combrek ‘cold’ c=al=ombrek gajlag 'jump’ g=ar=ajlag
motret 'take a picture' | m=al=otret goplok ‘flop down' g=ar=oplok

d.

R2 CVCVr C=al=vVCVr CVCVvl C=ar=VCVI
bocor ‘'leaking' b=al=ocor mahal ‘expensive' m=ar=ahal
bighar 'rich' b=al=ighar gatol 'diligent' g=ar=atol

_e.

03 CVCVrV C=al=vCVrV
gumbara 'go abroad’' | g=al=umbara
siduru ‘'sit by a fire' | s=al=iduru

Consider first roots with /l/'s in them. If an /l/ occurs anywhere in the root, except
root initially, the infixed form appears with the =ar= variant. But in the case of a root initial
/l/, as seen in box a, the infixed form appears with the =a/= variant. In the case of roots
with /r/, if either of the first two syllables starts with an /r/ (O1 or O2), the infixed variant
appears with the =ar= variant. But if /r/ occurs in the rime of the first syllable or second
syllable (boxes b & d respectively), or as the second member of a complex onset to a
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second syllable (box c), or as the onset of a third syllable (box €); then the infixed form
occurs with the =al= variant. The patterns observed for the two speakers in the present
study concur with the observations made by Robins (1959, p. 343): "The variants -ar-/-al-
are contextually determined; -al- is used with forms whose initial consonant is /, and with
those containing a following r, except as initial consonant of the second syllable. Words of
any other structure regularly infix -ar-. . . ."

With /V/ initial roots, we have a case of assimilation, that is, the infix assimilates to the
initial // (box a). Whereas, when an /r/ occurs in the root, except as the beginning of the
first or second syllable, there is dissimilation between the two /t/'s (boxes b-¢). I will first
propose an analysis to account for these facts, then in the next section (§4), I will turn to
the question of why these rules should obtain.

In order to account for the observed pattern of allomorphy, I assume that the
underlying form of the infix is =ar= and propose two rules to account for the assimilation
and dissimilation: Lateral Assimilation and /r/ Dissimilation respectively. I assume that
only the liquids /1, 1/ are specified for the feature Lateral in Sundanese.%

Following the view of assimilation as spreading, I propose a rule of Lateral
Assimilation to account for the assimilation of the /1/ of the infix to a root initial /I/:

(10)  Lateral Assimilation: r—>1/1=V __=

o o o applies to /1/ of the plural marker
[ammm"" *
[+lat] [-lat]

When the /r/ of the infix is preceded by an /l/, the [+lateral] specification of the /1/
spreads to the right, with concomitant delinking of [-lateral].

As discussed in §1, dissimilation has been argued to consist of delinking of two tier
adjacent identical feature specifications, followed by default fill-in of the deleted feature
specification. Following this approach, /r/ Dissimilation can be represented as follows.

6/1, r/ also differ in their specifications for Continuant (see Cohn 1990). I assume that
appropriate Continuant specifications result automatically from a change in specification for
the feature Lateral.
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(11) /r/Dissimilation: r—>1/=a__=Xr where X = intervening segmental material

e X o e X o applies to /r/ of the plural marker
* | —> : |
[-1at] [-1at] [+lat] [-lat] Condition: except if the trigger is the

onset of the second syllable
a. The first [-lateral] is delinked (due to tier adjacent [-lateral] specifications)

+cons
b. [ _Eaga;l @ —> [+lateral]
7))

When the /r/ of the plural infix is followed by a tier adjacent [-lateral] specification,
the first lateral specification is delinked. However Delinking is blocked if the second
[-lateral] specification occurs as the onset of the second syllable. Stated this way, the rule
does not apply if the /r/ of the infix is preceded by an /r/, an issue that we return to below.
Delinking then is followed by a rule filling in a [+lateral] specification for liquids
unspecified for Lateral. Note, however, that the filling-in of [+lateral] is not a general
default rule in Sundanese, as /1/ appears to be less marked than /l/, another issue we return
to below.

Sample derivations of both Lateral Assimilation and /r/ Dissimilation are presented in
(12).

(12)  Sample derivations

UR: a. kusut b. Ktk c. dahar d. curiga
G © G © G © 6 GO
| B Il I L
H H (B HH /}'l/}‘l H
I[N\ I ]I\ [ A N
Syllabification: ku sut l+tik dahar curiga

g O o g 0O

Sk Sk Lo o

L/
Infixation: k=ar=u sut l=ar=4t i k d=ar=ahar c=ar=uriga
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C ©6OC G 6O G GO G GGCGO
AL 1 I A il :I Il
’(fu//uu MR (R (TR Min fu
b [IN [ A A I AN vl
Syllab.: karusut lar #ti k darahar caruriga
Lat. Assim.:  — - GtiB) — —
+L“ -L
/r/ Dissimilation:
a. Delinking — — (da) » (aha) blocked
* I
-L -L
b. [+lat] Insertion (da) ¢ (aha) °
! I
+L -L
Output: [karusut] [lalitik] [dalahar] [caruriga]

In each case, the root is first syllabified, following the principles of syllabification
discussion above in §2. The plural marker =ar= is then inserted before the first mora of the
root. This results in resyllabification as shown. In (12a), as there are no /t/'s or /1/'s in the
root, neither Lateral Assimilation or /r/ Dissimilation is applicable, resulting in the form
[karusut]. In (12b), the root initial consonant is an /l/, which triggers the application of
Lateral Assimilation. The [+lateral] specification of the root initial /l/ spreads to the /t/ of
the infix, triggering delinking of the [-lateral] specification, resulting in the form [lal+tik].
In (12c), Lateral Assimilation is not applicable; but /r/ Dissimilation is, due to the root final
/r/. The [-lateral] specification of the /r/ of the infix is delinked and a [+lateral] specification
is inserted, giving the form [dalahar]. In (12d), an /1/ occurs in the root, but the /r/ is the
onset of the second syllable, so /r/ Dissimilation is blocked, yielding the form [caruriga].
We see, then, that the two proposed rules, Lateral Assimilation and /r/ Dissimilation,
account for the observed allomorphy of the plural marker in Sundanese. But some
questions remain; we address these in the next section.

4. Problems and issues

Although the allomorphy of =ar=/=al= is accounted for straightforwardly under the
proposed analysis, some basic issues remain. (1) How does this view of dissimilation
relate to questions of markedness and underspecification? (2) How general are the rules of
/r/ Dissimilation and Lateral Assimilation? Do they apply only to the /r/ of the plural
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marker? (3) Why tolerate closer /r/'s, but not ones farther away? We address the first
question in §4.1 and the remaining questions in §4.2.

4.1. Dissimilation: markedness and underspecification

Adequate formal accounts of dissimilation need to address issues of markedness and
underspecification. In order to consider the nature of these issues, we turn to liquid
dissimilation in Latin. As discussed by Steriade (1987),

. . . the adjectival suffix /-alis/ (as in /nav-alis/ 'naval’) becomes /-aris/ when

preceded by a stem containing /l/: /sol-aris/ 'solar’, /milit-aris/ ‘'military’, /Lati-

aris/ 'of Latium'. Dissimilation fails only when the stem /l/ is separated by the

suffix by an intervening /r/: /flor-alis/ 'floral’, /sepulchr-alis/ 'funereal’, /litor-
alis/ 'of the shore'. (p. 351)

These facts can only be accounted for if both + and - specifications are present within
the class of liquids at the time that the rule applies, since an intervening /r/ blocks
dissimilation between two /l/'s. As argued by Steriade, these facts can be accounted for
directly under the view of Contrastive Underspecification, whereby both values of a feature
are specified within a cbnu'asting class (in this case the class of liquids) and no value is
specified otherwise, as exemplified in the following derivation:’

(13) Phono Input: milit-alis litor-alis
| I | I
+L +L +L -L +L

Liquid Dissimilation: milit-alis —
a. Delinking | *
+L +L
b. Default fill-in milit-aris litor-alis
[ 1—>[-L] [ I 1 T T I
-L+L-L -L -L +L-L-L +L-L
Output: [militaris] [litoralis]

Following a view of Radical Underspecification (Kiparsky 1982, Archangeli and
Pulleyblank 1986, among others), whereby only one value is specified underlyingly, a
default fill-in rule must apply before dissimilation to block the application of dissimilation
in cases such as [litoralis]. But the rule must only provide default values to /r/, not to any
other consonants, since only an intervening /r/, not any other intervening consonant, blocks

TSteriade does not provide explicit derivations of dissimilation in Latin, but her discussion
is consistent with the view of dissimilation presented here.
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the application of the rule. Since delinking is followed by default fill-in, then separate
default fill-in rules must apply before and after delinking as exemplified in (14).

(14) Phono Input: millit-alis litor-alis
| | I
+L +L +L +L
Default fill-in: —_ litor-alis
+cons | I
[+son ] —> [-L] +L -L +L
-nasal
Liquid Dissimilation: milit-alis -
a. Delinking I ¥
+L +L
b. Default fill-in milit-aris litor-alis
[ 1—>[-L] Lo NN
-L+L-L -L -L +L-L-L +L-L
Output: [militaris] [litoralis]

As argued by Steriade (1987), these facts constitute a strong argument in favor of
Contrastive Underspecification; since there is no independent evidence of the stage before
the first default rule applies.8

As observed by Odden (1987, p. 237), following the assumption that "default rules
introduce unmarked feature values. . . . This entails that the result of dissimilation should
be relatively less marked.” For the feature Lateral, [+lateral] is usually assumed to be the
marked value (as are + values in general) and thus liquid dissimilation in Latin is consistent
with this prediction. '

The facts of dissimilation in Sundanese are quite similar to those of liquid
dissimilation in Latin, except that in Sundanese, the dissimilation is triggered by /1/'s, not
/I/'s and it is thus /l/, not /r/ that gets filled in by default. This difference could be
accounted for, if we assume that markedness relations are language specific (though contra
the basic notion of markedness) and that Sundanese differs from Latin in that it is /r/, and
not /1/, that is marked in the former. But this view is not tenable, as within the phonology
of Sundanese, it is /r/ that appears to be less marked, e.g. it has a broader phonotactic
distribution. It is not then a difference in markedness per se that accounts for the difference

8 Archangeli (1988) argues that, although the above facts constitute a convincing argument,
other arguments suggest the opposite conclusion. The reader is referred there for
consideration of these other arguments.
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between dissimilation in Sundanese and Latin. In the case of Latin, dissimilation results in
unmarked segments, as predicted by Odden, while in Sundanese, dissimilation applies
between unmarked segments resulting in marked ones. Kaisse (1988) makes a similar
observation based on the facts of Continuant Dissimilation in Modern Greek. Dissimilation
occurs between two adjacent obstruents that agree in continuancy, resulting in the delinking
and feature fill-in of both values of the feature Continuant. Thus, although an attractive
suggestion, the view that feature specifications lost due to the delinking of tier adjacent
identical specifications are filled in by general default rules cannot be maintained.

The fact that dissimilation may occur between unmarked values poses additional
problems for a Radical Underspecification account of dissimilation. Following Radical
Underspecification, it is generally assumed that it is marked values that are specified
underlyingly. Thus in Sundanese, only [+lateral] would be specified underlyingly. But
before dissimilation applies, default fill-in must provide [-lateral] specifications to /r/'s, but
not to other consonants, since it is between /1/'s that dissimilation occurs. Yet following
delinking, it is [+lateral] specifications that must be provided to account for the observed
outputs. Thus again two fill-in rules are required, the first to assign [-lateral] specifications
to /r/, the second to reassign [+lateral] specifications to those /r/'s which lose their lateral
specifications.

We conclude then that the facts of dissimilation in Sundanese lend additional support
to the conclusion that both values are specified within a contrasting class, as dissimilation
itself requires the presence of [-lateral] specifications. The facts of Sundanese, however,
argue against the view that dissimilation necessarily occurs between more marked values,
resulting in less marked ones. But following Contrastive Underspecification, this poses no
formal problem, since both values are present underlyingly and plausibly either could be
filled-in by rule after delinking applies. In the case of Latin, it is the unmarked [-lateral]
specification that is inserted after delinking, while in Sundanese is the [+lateral]
specification which is filled in.

4.2. Dissimilation and the OCP

Dissimilation in Latin and Sundanese differ, at least superficially, in another respect.
In Latin the process of dissimilation is seen to be strictly local (on the lateral tier). While in
Sundanese dissimilation appears to apply between /r/'s which are farther apart and not ones
that are closer together, e.g. /s=ar=iduru/ —> [saliduru], but /r=ar=hit/ —> [rarahit].
This brings us back to the two remaining questions posed at the beginning of this section,
repeated from above: (2) How general are the rules of /r/ Dissimilation and Lateral
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Assimilation? Do they apply only to the /1/ of the plural marker? (3) Why tolerate /t/'s
which are "close” to each other? These cases appear to be violations of the OCP, unless
they constitute doubly linked structure. We turn now to these questions.

Other cases of dissimilation of /r/'s occur in Sundanese as exemplified in (15):

(15) Other cases of dissimilation of /r/'s

a. in borrowed forms: rapor, also lapor or rapot
‘report’ (from Dutch)

direktur also dalektur
'director’
b. other morphologically complex forms:

i. parapwra —> palapura
'‘pl' 'young male'

ii. barag+ siar —> balagsiar
'thing' 'seek’ 'seek a livelihood' (Eringa 1949, p. 95)

As exemplified in (15a), dissimilation may occur in borrowed forms which contain
two /r/'s. Dissimilation also occurs in other morphologically complex forms. As noted by
Eringa (1949), in certain cases it may occur across word boundaries, as exemplified in
(15bi) or between a prefix and a root, as exemplified in (15bii). barag- is the only other
indigenous affix in Sundanese which has an /r/ in it. In these cases, dissimilation is
optional, but this is not surprising as the rule may be less apt to apply across weaker
phonological boundaries, such a word boundary. Additionally, the prefix barag- may
function more like a compound than a prefix. The occurrence of dissimilation in such
cases, although optional, suggests that dissimilation in Sundanese is a more systematic
process in the language, not limited only to the plural marker.

As discussed in § 1, if Dissimilation is indeed motivated by the OCP, then morpheme
structure constraints would be expected to parallel the observed rules and any tier adjacent
identical feature specifications which occur morpheme internally must be doubly linked
structures, rather than a sequence of identical values. In order to test this claim, let's
examine the distribution of morpheme internal liquids in Sundanese.

In considering constraints first on /r/'s, then on /r/'s and /l/'s, quite striking
phonotactic constraints emerge. The following generalizations are based on rough
calculations from the Kamus Umum Basa Sunda (Lembaga Basa & Sastra Sunda 1985),
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the most complete dictionary of Sundanese, with an estimated 17,000 entries. These
observations are based on a consideration of /r/ and /I/ initial forms.

Of approximately 960 /r/ initial entries, 105 have more than one /r/. These 105 cases
fall into the following three patterns:

(16) Phonotactic constraints on /r/'s (.. . = additional segments)

a. rvirva... 67 57 V1= V2 e.g. raa
= copying of 1st syllable 'braid’
b. rVCGrVC 20 19 ViC1 =V2C2 e.g. ragrag A
= copying of monosyll. form 'fall’
C. r...r 18 17 are recent borrowings e.g. radar

As summarized in (16a), in the majority of /r/ initial cases with two /r/'s (67 forms),
the form consists of a /rVrV . . ./ sequence, where the second /r/ is the onset of the second
syllable. In 57 of these 67 cases, the first and second vowels are the same, thus constitute
a "phonological copy" of the first syllable.> As shown in (16b), in 20 cases the /r/'s are
onsets to the first and second syllable, both of which are heavy. In 19 of these 20 cases,
the vowel and consonant of the rime in the first and second syllable are the same, thus the
forms consist phonologically of a copy of a monosyllabic form. Finally, as summarized in
(16¢), in 18 cases, there is a second /r/ in the form, not occurring as an onset to the second
syllable. Of these 18 cases, 17 are clearly recent borrowings. Based on /1/ initial forms,
we conclude then that roots with two /r/'s in the indigenous vocabulary are almost non-
existent, unless the form involves a phonological copy of the first syllable. In addition

there are no cases with /r/'s in both the onset and rime of the same syllable. Thus
* o

/ |\  appears to be disallowed in any case.

rVr

91 use the term "phonological copy" to refer to a sequence of phonological material that is
the same as another sequence. I do not mean to imply that these sequences are
phonologically derived through a process of copying. I use the term to distinguish from
the morphological process of reduplication. The former may or may not be due to the
latter. Morphologically, partial reduplication of an initial syllable occurs in Sundanese,
serving a number of functions. Although some of the cases of phonological copy may
result from such partial reduplication, it is unlikely that all of them do. Since a monolingual
dictionary was used for this investigation, further study would be needed to determine the
morphological structure of these forms. But of the cases where I know the gloss, these do
not appear to be morphologically derived forms in any obvious sense.




34

Constraints also obtain on the distribution of /t/'s and /1/'s. Although /t/'s and /I/'s
may cooccur in some positions within the word, clear restrictions apply in cases with /r/
and /l/ in the onset of the first two syllables.

(17) Phonotactic constraints on /t/'s and //'s
a. rvlv... 4 4 are recent borrowings e.g. ralatp
b. 1vVrv... 25 4 are recent borrowings e.g. lori

12 have an alternate formrVrV  e.g. loris ~ roris
‘check’

As summarized in (17a), of the approximately 960 /r/ initial roots, the pattern
rVIV .. ., with /r/ as the onset of the first and /I/ as the onset of the second syllable, only
occurs in four forms and all four of these forms are recent borrowings. As shown in
(17b), of the approximately 990 /V/ initial entries, 25 are of the shape IVrV . .. ., where /i/
is the onset of the first and /1/ the onset of the second syllable. Of these 25 cases, four are
recent borrowings and of the remaining cases, twelve have alternate forms of the shape
rVrV.... Thus we see that forms of the shape #{alat] V [-alat] V ... are rare and when
they occur they often have an alternate form of the shape rVrV .. ..

The following generalizations emerge. (1) In both monomorphemic forms and
morphologically complex ones, two /r/'s are avoided unless they are in the onset of
adjacent syllables, usually a phonological copy of an initial syllable. (2) Additionally,
there is a tendency to avoid two unlike liquids in the onsets of the initial two syllables of a
form. In answer to our second question above, we see that constraints on the distribution
of two /r/'s and /r/'s and /1/'s hold much more generally than just in the context of the plural
marker. /r/ Dissimilation applies (optionally) in other morphologically complex forms and
across word boundaries. Basic phohotactic patterns also conform to such constraints. The
behavior of Lateral Assimilation is less systematic, but there is a strong tendency against
. dissimilar liquids occurring as onsets of the initial two syllables of the form. Thus other
aspects of the phonology of Sundanese display the same restrictions exhibited by the
allomorphic alternation of the plural marker.

This leads us to our third question. Yip argues that if dissimilation is indeed
motivated by the OCP, then other aspects of a phonological system should display similar
constraints. Thus the fact that sequences of /r/'s are constrained more generally in
Sundanese is as predicted by Yip. Yet if dissimilation is motivated by the OCP, it should
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always appl)/ between tier adjacent like specifications (as seen to be the case above in
Latin); while in Sundanese, as observed above, dissimilation is blocked between closer
/t/'s, but applies between more distant ones. How can we account for this surprising
situation? First we note that in the more distant cases of dissimilation in Sundanese, even if
the /1/'s are separated by as much as two syllables, they are still tier adjacent. But why are
/t/'s in the onset of two adjacent syllables tolerated? If we assume that precisely in these
cases the /t/'s are doubly linked instead of constituting two discrete [-lateral] specifications,
rather than being counterexamples to Yip's predictions, these cases would be exactly as
predicted. This suggests that underlyingly, a sequence of identical liquids in two adjacent
syllable onsets must be doubly linked, as illustrated in (18a):

(18)a. rara b. *rara
\/ . I
-L -L-L

Such a representation is plausible, since there is no reason to assume that vowels are
specified for the feature Lateral (either underlyingly or derivationally) and thus the structure
in (18b) would be an OCP violation.

If in the case where two /r/'s occur as the onset of adjacent syllables in
morphologically complex forms, these also constitute linked structures, we have an
explanation of why just in these cases /r/ Dissimilation is blocked. If the two adjacent /1/'s
constitute a linked structure, no OCP violation would occur. But if these cases involve
linked structures, these must be created by rule. To account for this, I propose a rule of
Lateral Node Merger: |

(19) Lateral Node Merger o o (o] (o]
/ / —> / /
| I N/
[adat] [odat] [adat]

Identical lateral specifications in adjacent syllable onsets are merged into a single
lateral feature specification. Lateral Node Merger applies before /r/ Dissimilation, thereby
bleeding it. The existence of Lateral Node Merger simplifies our rule of /r/ Dissimilation as
it eliminates the need for the condition specifying that the rule does not apply if the trigger
is the onset of the second syllable. In addition, as shown above, /r/ Dissimilation is not
restricted to the /r/ of the plural marker. /r/ Dissimilation is restated in (20):
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(20) /r/ Dissimilation:

:i: .I —> ; .I
[-1at] [-1at] [+lat] [-lat]

a. The first [-lateral] is delinked (due to tier adjacent [-lateral] specifications)

+cons
b. [-;Z;):l l—> [+lateral]
1%)!

Sample derivations exemplifying both Lateral Node Merger and /r/ Dissimilation are
presented in (21):

(21) Derivations:

UR: a. dahar b. riwat c. curiga
6 6 O© G G 0C
(- I I
H /UL U KR
l\ I/ (AN it
darahar rar+wat caruriga
(. (.
Infix & Syllab: - -L -L -L -L -L -L
6 0 O© G OGO
Il | [
H /H K KR (1Y
I/ (AN LIl
rar+wat caruriga
\ / \/
Lateral Node Merger: — -L -L
/t/ Dissimilation:
a. Delinking (da) * (aha) ° —_— —
* I
-L -L

b. [+lat] Insertion (da) ¢ (aha)
i |
+L -L
Output: [dalahar] [rariwat ] [caruriga]
In (21a) the environment for Lateral Node Merger is not met; the tier adjacent

[-lateral] specifications create an OCP violation, triggering the application of /r/
Dissimilation. But, as exemplified in (21b), with an /r/ initial root, the outcome of
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infixation is a sequence of two /r/'s in the onset of adjacent syllables, which meets the
structural description of Lateral Node Merger, thereby bleeding the application of /r/
Dissimilation. Similarly if the onset of the second syllable is an /r/, as shown in (21c), this
also results in a sequence of two /r/'s in adjacent onsets, again triggering Lateral Node
Merger.

Lateral Node Merger does not apply when the /r/ of the root is in the rime of the first
syllable, e.g. /parceka/, /p=al=arceka/, since the structural description is not met. I believe

that this relates to a more general constraint whereby sequences of two /r/'s within a
*o
syllable are disallowed in Sundanese: / |\ . Finally, Lateral Node Merger does
rVr

not apply if the /r/ of the root appears in the second syllable as part of a complex onset, e.g.
/motret/, /m=al=otret/. This suggests that there is something special about the structure of
these complex onsets, though I do not have a formal mechanism to propose to block the
application of Lateral Node Merger in these cases. We conclude that the interaction of
Lateral Node Merger and /r/ Dissimilation accounts for the observed pattern of allomorphy
of the plural marker when an /r/ is present in the root (as summarized above in (9)).

Finally consider the case where the =a/= allomorph appears in /l/ initial roots, e.g.
Nitik/, l=al=#tik/. These forms were accounted for with the proposed rule of Lateral
Assimilation, repeated in (22).

(22)  Lateral Assimilation:. r—>1/1=V_=

o o 5: applies to /r/ of the plural marker
Loome et
[+lat] [-lat]

The derivational outcome of the rule of Lateral Assimilation is parallel to the tendency
to avoid sequences of two unlike liquids in the onsets of the two initial syllables of a word
(*#[alat] V [-alat] V... ) discussed above for bo;h /r/ and /1/ initial roots. The structure
and output of Lateral Assimilation look suspiciously similar to the rule of Lateral Node
Merger, except that the lateral specifications are opposite. This raises the possibility that
Lateral Assimilation and the parallel constraint on underlying forms could be accounted for
with a more general statement of Lateral Node Merger, involving any two lateral
specifications, whether the same or the opposite. Two observations argue against such a
generalized rule of Lateral Node Merger. First, the underlying constraint on *#[alat] V
[-alat] V... sequences is less systematic than that observed for forms with two /r/'s.
Second, the =al= variant of the plural marker appears with // initial roots, but not for roots
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where /l/ appears as the onset of the second syllable; the environment of Lateral
Assimilation is more limited than the environment of Lateral Node Merger. Thus, although
the parallel is interesting, these differences argue that the two rules cannot be collapsed and
that we need to maintain both Lateral Assimilation and Lateral Node Merger as distinct
rules.10 ‘

In summary, we see, assuming a rule of Lateral Node Merger, that the patterns of
allomorphy observed in the plural marker are as expected, if the OCP holds both
underlyingly and derivationally in Sundanese. These results lend strong support to the
view that rules of dissimilation are motivated by the OCP.

5. Conclusions

We have examined in some detail the formal properties of the plural marker =ar= of
Sundanese. We have considered both its behavior as an infix and the allomorphic
alternation between the =ar= and =al/= variants. The unusual property of the plural marker,
whereby it usually appears as an infix, but can also occur as a prefix, results in maximizing
preferred syllable types. Its placement is accounted for straightforwardly within a moraic
framework, in which the affix is located before the first mora of the root. The allomorphy
of the plural marker involves both assimilation and dissimilation, accounted for in the
proposed analysis by three rules: /r/ Dissimilation, Lateral Node Merger and Lateral
Assimilation. The facts of Sundanese are compatible with the current view of dissimilation
as delinking and subsequent feature fill in. Yet Sundanese provides strong evidence that
dissimilation does not always result in less marked segments as had been previously
suggested. Furthermore the case of Sundanese lends further support in favor of
Contrastive Underspecification, rather than Radical Underspecification. Finally,
examination of the general phonological patterns of Sundanese reveals that Sundanese
offers clear support for the view that dissimilation is an OCP driven process, in that both
the rule of /r/ Dissimilation and more genexﬁl phonotactic patterns behave alike.

10Anderson (1991) suggests that the =al/= allomorph in /I/ initial roots is not a general

phonological rule of Sundanese, but specific to the plural marker. This may be the case

gnd could possibly be determined by closer inspection of sequences of two /I/'s in
undanese.
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Takelma Dissimilation and the Form of the OCP™
Beverley Goodman

0. Introduction )
In The Sound Pattern of English (SPE), Chomsky and Halle (1968) propose that
the form of dissimilation rules is, in general, as in (1).
(1) [oF]->[-aF]/_[aF] (p. 178)
Since dissimilation rules change the feature value [a F] to [-a F] in the context of [a F], it
has been proposed that they are a result of the Obligatory Contour Principle (McCarthy
1985, Odden 1987, Yip 1988). McCarthy (1986) proposes that the OCP, in addition to
applying to tonal sequences, also applies to melodic sequences as stated in (2).
(2) Obligatory Contour Principle: At the melodic level, adjacent identical elements
are prohibited (p. 208)

In this paper I examine two rules of dissimilation in Takelma: Coronal
Dissimilation and Nasal Dissimilation. These rules, I claim, are the result of the Obligatory
Contour Principle (henceforth OCP). With respect to these two dissimilation rules the
question arises as to whether the OCP functions only in cases of dissimilation or whether it
plays a more general role in the grammar of Takelma. In addressing the question of the
role of the OCP in Takelma, I focus on the non-symmetrical behavior of coronal sonorants
and coronal obstruents. The coronal obstruents neither trigger nor undergo the
dissimilation rule. One might suggest that this asymmetrical behavior can be characterized
by the underspecification of the coronal feature in the case of obstruents. However, I will
show that underspecification cannot account for the fact that Coronal Dissimilation targets
only coronal sonorants. Rather, I argue that the OCP in Takelma is conditioned by a
segment's value for sonorancy. I show that the dissimilation of coronal sonorants is part
of a more general prohibition on adjacent coronal specifications with like values for the
feature [sonorant] at both the underlying level and during phonological derivations.

Dissimilation in Takelma results in alternations in the final consonant of noun
characteristic suffixes as shown in (3).

* This paper was presented at the 65th annual meeting of the Linguistic Society of America. I would like
to thank the members of that audience for useful comments. I would also like to thank Abby Cohn and
John McCarthy for beneficial discussion.
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3) a. /pep+Vn/ -> [pepen] ‘rushes’
b. /hel+Vn/ ->  [helam] 'board'
c. /fim+Vn/ -> [fimil] 'dew’
d. kWan+Vn/ ->  [kWalam] 'road’

As shown in (3a), the suffix final nasal consonant is [n] following stems which contain
non-nasal obstruents. However, if the suffix follows a stem which contains a [+sonorant]
consonant, various alternations are evidenced. As shown in (3b) if the stem contains an [1]
the suffix final nasal surfaces as [m]. In (3c), the suffix final nasal surfaces as [l]
following a stem ending in an [m]. In (3d) the stem contains an [n] underlyingly and the
suffix-final nasal surfaces as [m] while the stem-final nasal surfaces as [1]. In this paper I
will present an analysis of this set of alternations within a non-linear theory of phonological
structure which incorporates the OCP as a constraint on hierarchical phonological
representations.

The structure of the paper is the following. In section 1, I discuss the role of the
OCP in dissimilation rules. In section 2, I present the facts of Takelma dissimilation. I
propose an analysis of both Coronal Dissimilation and Nasal Dissimilation. I claim that the
OCP disallows adjacent [+sonorant] coronal and nasal specifications. I also discuss the
status of default values and the role of structure preservation. In section 3, I examine the
underlying distribution of coronal sequences. I show that both the dissimilation rules and
the underlying distribution of coronal sequences provide evidence that the OCP in Takelma
is conditioned by a segment's value for [sonorant]. In section 4, I discuss how the facts
of dissimilation might be analyzed within an approach which claims that at least some
coronal consonants are unspecified for place features and will argue that such an approach
is not tenable. Section 5 concludes the paper.

1. The Form of Dissimilation Rules

Following McCarthy's (1985) early proposals, Yip (1988) proposes that all rules
involving identity of target and trigger--of which dissimilation is a clear example--are the
result of the OCP functioning in the particular language under examination. The OCP, as a
universal trigger, renders such rules less marked universally or less costly to the grammar.
Alternatively, one might view the OCP as a universal constraint which prohibits the
surfacing of disallowed sequences and therefore the language implements a phonological
process to alleviate such violations.
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1.1. OCP Triggered Rules and Feature Structure

- The relationship of dissimilation and the OCP becomes especially interesting in the
context of hierarchical segmental representations such as those proposed in Clements
(1985) and Sagey (1986). Models of feature geometry provide a new perspective on
dissimilation rules. The relevant aspects of hierarchical representation, for the purposes of
this paper, are the characterization of the root node as [sonorant], the representation of
place features and the feature [nasal] as illustrated in (4).

“4) X Skeleton
[soin]- Root Node
Nas/ '° Place Node
Lab/C|or\ Dor Articulator Nodes

I assume that segments are represented by a timing or skeletal slot, depicted here as X. All

features characterizing segment quality are dominated by a root node. The root node itself
is inherently characterized by the features [sonorant] and [consonantal] following McCarthy
(1988). All relevant segments in the case of Takelma dissimilation are [+consonantal] so
this is omitted from all following diagrams. The feature [nasal] occurs higher in the
representation than the Place node which dominates the terminal articulator features [labial,
coronal, dorsal] which are assumed to be single valued (or privative) specifications
(following Sagey 1986).

The second important component of the theoretical framework assumed for the
treatment of dissimilation in this paper is the OCP. The OCP, as it affects representations
such as those in (4), is schematized in (5) where the linear sequence [a F] [a F] is
disallowed.

(&) *X X Skeleton
, | |
. . Root
I I
[aF] [aF] Tier-adjacent feature specifications

The OCP may affect any aspect of hierarchical feature organization. Thus in (5),
[a F] may be any two identical feature specifications. Content nodes, such as [labial],
[voice], etc. are the relevant part of the structure for determing whether or not the OCP
applies. However, the elimination of a disallowed sequence may affect abstract nodes (for
example, place node merger). Such a representation not only characterizes existing
dissimilation rules, but predicts that only tier-adjacent identical specifications will result in




dissimilation. Steriade (1987) illustrates, in the context of translaryngeal spreading rules,
that hierarchical feature representations themselves impose certain locality conditions on
phonological spreading rules. Dissimilation rules are expected to show parallel properties.
A dissimilation rule which affects adjacent identical coronal specifications scans the coronal
tier. Other place specifications, such as labial or dorsal, will be transparent to the
dissimilation process since these features occupy distinct tiers. The Takelma dissimilation
facts confirm these predictions.

1.2. Underspecification and Default Rules

Hierarchical segment structure and a universal constraint such as the OCP result in
two distinct types of rules. First, the OCP may result in a rule which delinks an existing
node. An adjacent node may then spread to this node resulting in assimilation (see Yip's
(1988) discussion of Berber). The second type of rule is one which delinks a feature or
node as the the first step in cases of dissimilation (Odden 1987). Once delinking applies,
the segment acquires a feature specification through the insertion of a default value.

Within most versions of autosegmental phonology two fundamental rules types are
recognized: spreading and delinking. In (6), I schematize the two cases.

6) a. *X X X --delinking-->X X X --spreading-->X X X
1 Il Ll

|1 | 1,
o BB o B o B

b * X X--delinking-->X X--default insertion-->X X

I (I 1

I I I

aa a a B

The result of delinking is a segment uncharacterized for any feature on some tier.
One way a segment which has no specification can obtain feature content is for an adjacent
feature to spread to the unspecified segment as schematized in (6a). Note in this context
that after the deletion of the first feature [B], the second feature [B] would be free to spread
leftward analogous to the rightward spreading of [a]. Thus, it is theoretically possible that
the delinking of [B], will be obscured by the subsequent spreading of the segment which
participated in the OCP violation in the first place.

In (6b), I illustrate delinking followed by feature fill-in. However, delinking and
subsequent feature insertion depend upon a theory of underspecification and default values.
An issue raised by dissimilation rules is, therefore, how nodes are specified once delinking
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has applied. It has been suggested by Odden (1987) that one would not expect OCP-
triggered rules of feature delinking to be followed by rules that insert arbitrary feature
values. Rather, the expected case would be that the delinking of a feature results in a
general default specification which can be motivated on independent grounds on a language
particular basis.

Alternatively, the fill-in specifications might be expected to be constrained by
Structure Preservation (Kiparsky 1982). That is, the choice of appropriate fill-in values is
limited by the segmental inventory. As will be shown, the Takelma dissimilation facts
present evidence that the value which is filled in following delinking is structure
preserving. There is no evidence that the value filled in after dissimilation is the general
default value for Takelma. However, the phonemic inventory of Takelma limits the
possibility of what values may be filled in for partially specified segments.

Thus, if the result of dissimilation as a series of elementary operations is the change
of a sequence of identical melodic elements into a non-identical sequence, then one can
view such rules as relating in a direct and obvious way to dynamic OCP effects.

2. Takelma Dissimilation

The focus of this section is on two rules of dissimilation in Takelma, an extinct
Penutian language described by E. Sapir in his 1922 dissertation.!] A lexicon of Takelma
appears as an appendix to a collection of texts also authored by Sapir (1909) .

In (7) I give the consonant and vowel inventories of Takelma.2

(7) Takelma Consonant and Vowel Inventories:

(@) Yowels: i,ii  u,uu
e, ee 0,00

a

Diphthongs: V+i,u

1Sapir (1922) describes the process of dissimilation of Takelma noun characteristics. His generalizations
are incorporated into the analysis proposed in this paper.

2 Note that in the consonant inventory, both alveolar and palatal obstruents are given. It is not clear,
however, that this is a phonemic contrast. Sapir claims that the alveolar [s] and the palatal [f] may be non-
distinct, surface realizations of one phoneme. He does not explicitly claim that this is the case for [ts] and
[tfl. However affricates may parallel the fricatives. There is one minimal pair in the lexicon which
contrasts [ts] and [tf]. Within the context of a limited lexicon, the exact status of the alveolar and palatal
affricates is, therefore, unclear. I return to this point in section 4. For the time being, I parenthesize the
palatal ([-anterior, coronal]) fricative and affricate.
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(b) Consonants: Labial Coronal Velar
+Ant -Ant
Stops: Plain P t k
Asp. ph th xh
Glott. p' t k'
2,h
Affricates ts' (p)
Fricatives S () X
Liquid 1
Nasals m n
Glides w y

2.1. Dissimilation of Noun Characteristics

As examplified above, Takelma dissimilation occurs when a noun is suffixed with
what Sapir terms a noun characteristic. Takelma noun characteristics are suffixes that occur
on the noun before all nominal increments, i.e., pronominal suffixes and locatives.
According to Sapir, the noun characteristic has no clear grammatical function. Takelma
noun stems occur in their underlying, or non-suffixed, form only in their absolutive
function or when incorporated into the verb. In their non-suffixed form, most Takelma
noun stems are monosyllabic of the shape CV(C).

In the examples in (8), the noun characteristic surfaces as [-Vn]. In examples (8a-
c), we see that the stem final consonant may be a labial stop or glide. In (8d-g), the
underlying form of the noun ends in a coronal stop or glide. (I assume that the glides are
vocalic articulations mapped to non-peak slots in syllable construction. As such they play
no role in consonantal dissimilation.) In (8h-k), the underlying form of the noun ends in a
velar stop or fricative. Finally, the examples in (8 1, m) illustrate nouns which end in either
a consonant cluster or a labialized velar consonant.

(8) Case 1: Noun Characteristic Surfaces as [-Vn]:

Stem final labial consonant, glide:
a. /wuup'+Vn/ -> [wuup'un] '‘eyebrows'
b. /pep+Vn/ -> [pepen] ‘rushes’

c. lyiw+Vn/ -> [yiwin] 'speech’
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Stem final coronal consonant, glide:

d. /yut'+Vn/ -> [yut'un] 'white duck’
e. /xt+Vn/ -> [xtan] ‘eel’

f. /&kWit'+Vn/ -> [kWit'in] 'wrist'

g. /piy+Vn/ -> [p'iyin] ‘deer’

Stem final velar consonant:

h. /tak+Vn/ -> [takan] "turtle’

i. /wik+Vn/ -> [wikin] 'red lizard'

j. /kak'+Vn/ -> [kak'an] 'house ladder'
k. tf'ax+Vn/ -> [tf'axan] 'blue striped lizard'
Stem final consonant cluster / labialized velar:

L. /yuxk+Vn/ -> [yuxkan] 'trout’

m. /fukW+Vn/ ->  [fukWan] 'root basket'

In all the examples above, the surface form of the suffix has a final [-n].
Furthermore, in almost all these examples, the vowel of the suffix is a copy of the vowel of
the underlying stem. There are two cases where this generalization does not hold. In
example (8e), the stem has no underlying vowel and the suffix vowel, in this case, surfaces
as an [a], the epenthetic vowel in Takelma (Goodman 1987). In examples (81) and (8m)
the suffix vowel is not a copy of the stem vowel but is, again, [a], the default vowel.
These examples contain a consonant cluster or a consonant with a secondary articulation
and again surface with the default vowel.3

Based on these patterns, I assume that the underlying form of the noun
characteristic is /-Vn/, but surface alternations occur. (The reasons why the underlying
representation of the suffix-final nasal is proposed to be fully specified for the feature
coronal will be discussed in Section 4.)

The examples in (9) illustrate that when the stem contains an [1], the suffix
consonant surfaces as [m].

(9) Case 2: Noun characteristic surfaces as [-Vm] after a stem containing an [1]:

(a) Adjacent/..1+Vn../ sequences:

i. /hel+Vn/ -> [helam] 'board’
ii. /kel+Vn/ -> [kelam] 'river’
iii. /tf'el+Vn/ -> [tf'elem] 'hail’

3 Although an interesting issue, the distribution of copy vowels versus the default vowel [a] is beyond the
scope of this paper. I will assume that, in general, the duplication of the stem vowel takes place through
spreading. In cases where spreading is blocked, the defauit [a] surfaces.
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iv. /tf'ul+Vn/ -> [tf'ulum] 'wart'
v. /hapil +Vn/ -> [hapilim] ‘empty’
vi. /yul+Vn/ -> [yulum ~ yulam] 'eagle’
vii./kul+Vn/ -> - [kulum] '‘oak’

(b) Non-adjacent /..1(V)C+Vn../ sequences
i. Naph+Vr/ ->  [lapham] 'frog'
ii. /lek+Vn/ -> [lekem] 'kidney’
iii. /lox+Vn/ -> [loxom] 'manzanita’
iv. /tolkh+Vn/ -> [tolkham] 'anus’

The examples in (9a) illustrate that the noun characteristic surfaces as a vowel plus
labial nasal after a stem-final [1]--a coronal sonorant. The underlying coronal nasal
dissimilates to the non-coronal [m]. The examples in (9b) show that any occurrence of [1]
in the stem triggers the dissimilation of the coronal nasal. The sequential cooccurence of
any two coronal sonorants is prohibited in suffixation contexts. In such cases dissimilation
occurs. Thus, the examples in (9) illustrate a case of place dissimilation where the second
of two coronal specifications on sonorant consonants is changed to a labial specification.

The third case, where the stem contains an [m] and the suffix surfaces as [-V1], is

exemplified in (10a-c).
(10) Case 3: Noun Characteristic Surfaces as [-V]] after a stem containing [m]:
a. /tf'am+Vn/ -> [tf'amal] 'mouse’
b. /fim+Vn/ -> [fimil] 'dew’
c. /meh+Vn/ -> [mehel] 'basket for cooking'

In the examples in (10), the [m] and the [n] dissimilate with respect to the feature
[nasal]. If the stem contains a nasal, the suffix consonant surfaces as the non-nasal coronal
sonorant [1]. After dissimilation, these cases contain neither a sequence of coronal -
sonorants nor a sequence of nasal consonants on the surface.

In the final set of examples, the suffix surfaces as [-Vm] when the stem ends in a
coronal nasal [n] as illustrated in (11). Additionally, the underlying stem-final [n] surfaces
as [1].

(11) Case 4: Noun characteristic surfaces as [-Vm], stem /n/ dissimilates to [1]:

a. kWan+Vn/ -> [kWalam] 'road’ (cf. [kWan], absolutive)
b. /xan+Vn/ -> [xalam] ‘urine’ (cf. [xan], absolutive)

These cases illustrate two cases of dissimilation: the suffix nasal dissimilates in

place of articulation and the stem final consonant dissimilates with respect to nasality.
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2.2. The OCP and Takelma Dissimilation

In this section I present an analysis of the Takelma facts assuming that the OCP, as
defined on sequences of coronal and nasal sequences, is the driving force behind the rules
of dissimilation in Takelma. First, the underlying /n/ of the suffix dissimilates to an [m]
when preceded by a [coronal, +sonorant] consonant, either oral or nasal. Second, the
result of suffixation is never a sequence of two nasal consonants. If the stem contains a
nasal, the suffix final [n] dissimilates to an [1] or if the suffix [n] has dissimilated to [m],
the [n] of the stem dissimilates to [1]. In this analysis, I propose that [1] is the non-nasal
counterpart of the nasal coronal sonorant. That is, [I] need not be characterized for the
feature [lateral] at all.

The tiers upon which the OCP is defined and where dissimilation applies are the
coronal tier and the nasal tier. The OCP as it applies to segmental sequences is stated in
(12).

(12) Statement of the OCP for Takelma

a. *[coronal] [coronal]; condition: [ctsonorant]

b. *[nasal][nasal]
The statement in (12a) says that two tier-adjacent [coronal] consonants with identical values
for [sonorant] are disallowed in Takelma.4 The second part of the OCP statement in (12b)
disallows a sequence of two tier adjacent [nasal] specifications. The unique éspect of the
analysis presented in this paper is the proposal that [« sonorant] conditions the application
of the OCP on the coronal tier. The [a sonorant] condition holds vacuously on the nasal
tier.

The claim inherent in the proposal that the OCP is conditioned by [« sonorant] is
that, on a language paraticular basis, some feature may override the absolute prohibition
expressed by the OCP. The feature [sonorant], I claim, is such a feature. A natural
question in this context is: what does it mean to claim that the OCP is conditioned? Yip
(1989) in a survey of morpheme structure constraints shows that the OCP, in the general
case, disallows sequences of consonants from the same place of articulation. One might
claim that this is the default setting for the OCP. However, it appears that some languages
allow various feature specifications to override the general statement of the OCP. Yip
presents cases where [tdistributed] or [tanterior] as dependent features complicate the

4 Dresher (1989) suggests that the OCP in Arabic should be conditioned by the feature [+sonorant]. He
proposes that the domain of the OCP is [+sonorant] for coronal consonants. McCarthy (1988) also
discusses the fact that the Arabic Morpheme Structure Constraint affecting place of articulation is sensitive
to the [sonorant] property of the segments it affects.
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statement of the OCP. If the OCP is viewed as a constraint on underlying representations
which disallows sequences of segments which are not articulatory and perceptually distinct,
then languages may vary in what counts as making two otherwise identical segments
distinct enough to satisfy the OCP. From this point of view, it is not suprising that a
segment's value for sonorancy would be one way to do this. Under most views of
segment specification, all consonants are classified as to whether they are [+sonorant] or
[-sonorant]. This distinction characterizes obstruents versus sonorants. There are many
cases of phonological rules which refer to one of these groups to the exclusion of the other.
Typically only the [+sonorant] consonants serve as syllable nuclei. It is extremely marked
for a language to allow syllable peaks to be occupied by obstruents. On the other hand, in
the general case of consonant voicing assimilation, the consonants which most typically
participate in these rules are obstruents since this is the class of segments which generally
involve contrastive voicing. Because a segment's value for [sonorant] is fundamental and
phonologically important, it is not unexpected that the distinction in this value may render
consonantal sequences distinct enough to override OCP violations. The facts of Takelma,
both the dissimlation rule and the underlying distribution of coronal sequences, provide
strong evidence for such a view.

2.2.1. The Representation of Non-dissimilating Cases

First, consider the representation of noun stems and the characteristic suffix in
cases where dissimilation does not apply. As shown in (8) above, dissimilation does not
apply when the coronal consonants in the stem and suffix differ with respect to their values
for sonorant. I illustrate this case in (13). _

' (13) Case 1. No Dissimilation. Underlying /-Vn/ surfaces with an [n].
tak+ Vn/ -> [takan] ‘turtle’ (= 8h)
[-son][-son] [+son]

Dor Nas
Cor Cor
| |

No OCP violations; coronal specifications are not [« sonorant]
No rules apply to forms of this type. Although there are two coronal specifications,
they differ in their value for sonorant and the OCP fails to apply. The [n] of the suffix is
represented as specified for the feature coronal. One of the central claims made in this

analysis is that full specification provides the better and more predictive anlaysis of the
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Takelma facts. The question of coronal specification at the point dissimilation applies is
examined in Section 4.

2.2.2. Coronal Dissimilation

In (14) and (15) I give derivations which illustrate the dissimilation of coronal
consonants that agree in their value for [sonorant]. In this instance, there are two sub-
cases; one where the dissimilating segments are separated by only a vowel illustrated by the
data in (9a) above. In the second case, (9b) above, the dissimilating consonants are
separated by vowels and dorsal or labial consonants. I refer to the second case as "long-
distance" Coronal Dissimilation.

(14) Case 2 a. Coronal Dissimilation. Underlying /-V1/ surfaces with an [m].
hel+Vn ->hel+Vn > hel+Vm

[+son] [+son] [+son] [+son] [+son] [+son]
M
| Nas Nas I Nas \
* Cor Cor Cor or Cor Lab
I I I I | I
OCP Violation Delinking Labial Insertion

-> [helam] 'board’ (= 9a.i)
(15) Case 2b. Long distance coronal dissimilation.
Aaph+Vn >laph+Vn >1laphl+Vm

[+son] , [+son] [+son] | [+son] [+son]‘ [+son]
, v "
l Lab Nas/\ ‘ Lab Nas/% I Lab Nas '

* Cor Cor Cor Cor Cor Lab

I [ I I [
OCP Violation Delinking Labial Insertion

-> [lapham] 'frog' (= 9b.i)

(16) Coronal Dissimilation:
Operation: Delink second
Dissimilation is proposed to be the result of the OCP and the rule specifies simply that the
second coronal specification delinks. Since the rule applies on the coronal tier, labial (and
dorsal) consonants are transparent. Thus, two instances of the [coronal] specification are
adjacent under the assumption that articulator nodes are one valued as proposed, for
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example, in Sagey (1986) and the two subcases--local and long-distance--receive the same
analysis. The combination of privative articulator specifications and the notion of tier-
adjacency results in intervening non-coronal place specifications having no effect on the
application of the dissimilation rule. Strikingly, there are no examples in Sapir's Grammar
or the Lexicon which involve cases of the rule of long-distance Coronal Dissimilation
applying across an intervening coronal consonant, i.e., there are no examples of the form
/IVt+Vn/. Since an example of this type is relevant to the proposals in this paper, one
might wonder why they are conspicuously absent. Interestingly, as I will illustrate in
section 3, there are simply no [1] initial forms in the Takelma lexicon or grammar.
The final step in the examples illustrated above is to fill in the correct value for the
place of articulation of the suffix-final nasal. The following rule is proposed.
(17) [D Place] -> [Labial]

Aside from the rule of coronal dissimilation in noun suffixation contexts, there is no
independent evidence that [labial] is the default place specification in Takelma. However,
there is no dorsal nasal. Therefore, if the rule is structure preserving (Kiparsky 1982),
then once the [coronal] specification of the nasal is delinked the only alternative place
specification available for a nasal segment is [labial].
‘ In sum, I claim that the articulator feature [coronal] is present in both the stem and

the suffix nasal underlyingly. Due to the OCP prohibition, the second of two [+sonorant]
coronal specifications is delinked and the feature labial is filled in by rule.

2.2.3. Nasal Dissimilation

Cases which involve only Nasal Dissimilation, illustrated above in (10) receive a
straightforward analysis under the proposals developed so far.

Nasal Dissimilation delinks the nasal specification in cases which constitute a
violation of of the OCP on the nasal tier.

(18) Case 3. Nasal dissimilation. Underlying /-Vn/ surfaces as [-V1].

/fim+ Vo> fimin-> fim+il
[-son] [+son]  [+son] [-son][+son][+son][-son][+son][+son]

* Nas Nas Nas\ Nas Nas
Cor Lab Cor Cor Lab Cor Cor Lab Cor
| o 1 [

Violation on Nasal Tier Delink Nasal No fill-in
= [fimil] 'dew' (10b)
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(19) Preliminary: Nasal Dissimilation: Delink [nasal]
In these cases, the second of two nasal specifications delink. Once the rule of Nasal
Dissimilation has applied to forms such as those illustrated in (18), the derived structure of
the non-nasal coronal sonorant is as illustrated in (20).

(20) )l(

[+sc|>n] =[1]
* Place
I
Cor

I assume that this is the representation of [1] in Takelma.

2.2.4. Cases which Involve both Coronal and Nasal Dissimilation

The data in (11) above illustrate the application of both Coronal Dissimilation and
Nasal Dissimilation within the same form. Such cases are represented as shown in (21).
Examples such as these require the reformulation of the Nasal Dissimilation rule.

(21) Case 4. Both Coronal Dissimilation and Nasal Dissimilation apply.

a. k%W an + V n/ > kW an+Vn->kWan+V m
[+son]  [+son] [+son] [+son] [+son] [+son]
N
Na/s\ Na/s\ Na/A . Nas Nas Nas\
* Cor Cor Cor Cor Cor Lab
I I I [ |
Violation on Coronal Tier Delink Coronal Insert Labial
bbkW an+Vm >kWan+Vm ->kWal*tVm
[+son]  [+son] [+son] [+son] [+son] [+son]
* Naé\ Nas/\ N§s(\ Nas/\ Na&
Cor Lab Cor Lab Cor Lab
I I I [ I
Violation on Nasal Tier Delink Nasal No fill-in

-> [kWalam] ‘road' (=11 a)

In (21a) the application of Coronal Dissimilation is illustrated and in (21b) the application
of Nasal Dissimilation is illustrated. In (21a) the OCP violation on the coronal tier is
alleviated by deleting the second occurrence of the [coronal] articulator node under the
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[a sonorant] condition. The feature [labial] is filled in for the suffix-final nasal consonant,
this being the only other place of articulation at which nasals occur.

Following the analysis developed to this point, we would expect the second nasal
specification to delink in (21) while, in fact, the OCP violation on the nasal tier is alleviated
by delinking the first occurrence of [nasal] (21b). Briefly consider the possibilities
involved in this derivation. Delinking the second [nasal] specification results in intermediate
/kwan+al/. If Coronal Dissimilation applies and delinks the place specification of [1] the
segment is uninterpretable since there is no non-nasal labial sonorant in Takelma.
Therefore, this derivation is ruled out. Structure preservation then plays an important role
in both Coronal Dissimilation and Nasal Dissimilation. To capture this fact, I propose to
reformulate Nasal Dissimilation as in (22) encoding the structure preserving nature of the
rule directly. The statement of Nasal Dissimilation says that [nasal] can only be delinked
from coronal consonants.

(22) Nasal Dissimilation

¥\
Operation: Delink Nasal cor

3. The Morpheme Structure Constraint
In addition to claiming that dissimilation rules are triggered by the OCP, Yip (1988)
also makes the following claim:

(23)  ...All rules involving identity of target and trigger with an output
in which they are no longer identical and adjacent are OCP-
triggered rules. The kind of case that would...require a
weakening of this claim would be a language with the following
properties:

(i) Dissimilation of F: [oF] ->[-oF]/__[aF]
(ii) Demonstrable morpheme-internal [oF] [oF] sequences,
as opposed to doubly linked [oF]. (p. 73)

While Yip herself does not pursue this prediction, the expectation is that if a language
evidences a rule of dissimilation which is arguably due to the OCP, then it follows that
such a language should also have a morpheme structure constraint which disallows
morpheme-internal sequences of the dissimilating feature(s) (see also Cohn, this volume).
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The analysis developed above depends on the claim that the OCP operates in
Takelma on tier-adjacent coronal specifications and tier-adjacent nasal specifications.
According to Yip's proposals, these are just the sequences which should either be multiply-
linked or absent underlyingly. Given the proposal that the OCP in Takelma is conditioned
by a segment's value for the feature [sonorant], the predictions are even more specific.

First, we predict that sequences which do not agree in sonorancy are freely
permitted. The second prediction is that all underlying monomorphemic sequences of
[coronal] which agree in sonorancy are either subject to dissimilation or are multiply linked,
since sequences of the feature coronal agreeing in sonorancy are disallowed on the surface
in Takelma. Therefore, if such sequences are present underlyingly they must consist of
only one occurrence of the feature linked to two segments. The third prediction is that
there will be no sequences of coronal specifications which agree in sonorancy but which
differ in [+anterior] since these sequences should share a single coronal specification but
cannot if they differ in anteriority. This set of predictions is borne out in an interesting way
by the distributional facts of Takelma.

In a corpus of 575 nouns and adjectives in the lexicon, there are 61 cases which
contain an underlying coronal-vowel-coronal sequence. This is a large number compared
to other places of articulation.> However, in 47 of these cases (77%) the sequence
consists of a non-sonorant coronal and a sonorant coronal consonant with the order
[obstruent] - [sonorant] in most cases. I summarize the distributional facts in (24).

(24) Coronal  Vowel  Coronal  Totl
[« son] [-a son] 47
[+ son] [+ son] 2
[- son, a ant] [- son, a ant] 8
[- son, a ant] [-son, -a ant] 4
61

Examples illustrating the allowed sequences of coronal-vowel-coronal differing in
sonorancy are given in (25).

5 There are 12 labial-vowel-labial sequences. Five of these are obstruent-vowel-obstruent, five are
obstruent-vowel-sonorant, there is one sonorant-vowel-sonorant and one sonorant-vowel-obstruent sequence
within the labial group. There are 10 dorsal-vowel-dorsal sequences; all are obstruent-vowel-obstruent since
there are no dorsal sonorants in Takeima.
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(25) Underlying sequences of coronal differing in sonorancy (partial list):

a. /tan/ 'rock’ j. [fin/ 'wood coals'

b. fel/ 'yellow-jacket' k. /tola/ 'hollow tree'

c. /nos/ _ 'next door' l. /tolax/  'things,utensils’

d. /ral/ 'foot' m. /filek'W/ ‘acorn-pestle of
stone’

e. /sel/ 'black paint, writing’ n. /thelma/  'acorn pestle'

f. /sens/ 'bug’ o. /t'ela/ 'louse’

g. /thary 'squirrel’ p. /tf'ana/  ‘'about to die'

h. [t'ela/ 'shinny stick' q. tf'ulm/  'wart'

i. i/ 'red’ r. /ts'an/ 'porcupine’

Given the proposal that the OCP in Takelma disallows all coronal sequences except
those which disagree in sonorancy, this is the expected underlying distribution of such
sequences. Thus the first prediction, that coronals differing in sonorancy should occur
freely, is borne out.

Turning to the second prediction, we see that, while the overall preference for
coronal-vowel-coronal sequences is for only one of the coronal consonants to be
[+sonorant], cases where both coronal consonants are [+sonorant] are the most infrequent.
Since such sequences must be linked to only one coronal specification, their infrequency
may be attributed to their complex underlying representation. With respect to the third
prediction, we note that coronal sequences which disagree with respect to the feature
[anterior] are rare in Takelma nouns and adjectives. In general, coronal obstruents agree in
their value for [anterior] systematically in the small number of lexical items available. The
four cases in (24) above which constitute violations to this generalization ‘come from the
semantic field centering around 'smallness,’ i.e., [t'ofo] 'small, a little' and, by semantic
criteria, constitute only one exceptional case.

The examples below in (26) illustrate the apparent underlying violations of the
OCP. In all cases, it is possible to represent the sequences in question as involving
multiply linked segments.

The sequences illustrated below are infrequent in the corpus of nouns and adjectives
examined. However, these cases illustrate how coronal and nasal sequences are allowed if
the [coronal] and [nasal] nodes are multiply linked in underlying representations. The
cases that cannot be multiply linked are the cases where coronal obstruents differ in their
value for [fanterior] and these are true exceptions.
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(26) a. Coronal-Vowel-Coronal; [+sonorant]
Nan/ 'fishing net'

1 a n
[+son] [+son]

N s

Coronal

Place

b. Coronal-Vowel-Coronal;
[-sonorant]

fthay/  ‘father's sister

th a t
[-son] [-son]

. Place
I
Coronal
|
[+ant]

d. Nasal-Vowel-Nasal
/mena/ ‘brown bear'

m e n a
[+son] [+son]

Nas _
. . Place
| |
Labial Coronal

In this context, one might wonder why there is a difference between the result of
OCP violations underlyingly and derivationally. Underlyingly, sequences of features
which violate the OCP are multiply linked and in this way removed as violations.
Derivationally, however, such multiple linkings are not an option; hence disallowed
sequences result in the application of the dissimilation rules. We can assume that the rule
of dissimilation in Takelma is subject to the Strict Cycle Condition (Kiparsky 1982).
Therefore, it is expected that it will apply only in derived environments and not root-

internally.

c. Coronal-Vowel-Coronal;

[-sonorant]

/tf'af/ 'blue jay'

tf a
[-son] [-son]
I
Coronal
: I
[-ant]
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3.1. Summary

The analysis of Takelma Dissimilation proposed above claims that the OCP
operates on adjacent coronal and nasal specifications under the [a sonorant] condition. The
analysis also proposes that structure preservation is a guiding principle for the specification
of fill-in values. Further, under the assumption that place of articulation features are
privative, we explain the failure of labial and dorsal consonants to block dissimilation. We
have seen that the proposals developed in the context of the dissimilation rules extend in an
interesting way to the underlying distribution of coronal sonorants and obstruents.
However, the fact that only the coronal sonorants participate in the rule of Coronal
Dissimilation raises, quite naturally, the question of whether all coronal consonants are
fully specified for the coronal feature, an issue we turn to in the next section.

4. Underspecification and Takelma Dissimilation

As Mester and Ito (1989) point out in a review of the issues, underspecification
plays a central role in the theory of Autosegmental Phonology. In determining whether or
not a segment is specified for some feature the criteria of transparency or opacity and a
segment's failure to trigger or to undergo some process are often invoked. We have seen
that coronal obstruents neither trigger nor undergo dissimilation on the coronal tier. We
have proposed to account for this fact by claiming that the OCP is sensitive to a segment's
value for sonorant. However, it would be equally plausible to assume that the assymetry is
due to the absence of a coronal specification in the case of the coronal obstruents. The facts
of Takelma are especially interesting in the context of underspecification because it is
precisely the coronal place of articulation which has been claimed to be the unmarked or
default case (Avery and Rice 1988). We now turn to an examination of the
underspecification of coronal in Takelma.

There are three possibilities for coronal underspecification in the case of Takelma
dissimilation. First, all coronal consonants may be unspecified for place of articulation.
Second, one might claim that only coronal obstruents are unspecified for coronal thus
accounting for their failure to trigger the dissimilation of the noun characteristic. Third,
perhaps only the suffix-final nasal is unspecified for the coronal feature. I discuss each of
these possibilities in the following sections.
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4.1. Total Coronal Underspecification

Consider an analysis where all coronal consonants are unspecified for place of
articulation. Avery and Rice (1988) develop such an approach to underspecification. They
claim that the underspecification of coronal is inventory-driven. This means that if all
coronal consonants can be distinguished without the use of the coronal articulator feature
then that feature must be suppressed in underlying representations. Such a proposal results
in representations of the Takelma coronal consonants as illustrated below with the place

node unspecified.
27) a. t b. ts c. s
[-son] [-son] [-son]
\ \
[-cont] [-cont][+cont] [+cont]
. . . Place
Node
d. 1 e. n
[+son] [+son]
I /1
. [Nas] - Place
Node

At this level of representation the OCP will have no effect on any of these segments on the
coronal tier since none of them have a coronal feature. Therefore, at least some of these
segments must be specified for [coronal] before the rule of dissimilation can apply.

Assume that the coronal sonorants acquire place features via the following rule:

@ -> [coronal]/ . A later context-free default rule will fill in the value for [coronal] on
[+son]

non-sonorants. If the rule that fills in [coronal] applies to all consonants unspecified for
place of articulation--non-sonorants as well as sonorants--the underspecification analysis
becomes identical with the one proposed here, including the conditioning of the OCP by the
feature [sonorant].

However, if we maintain the idea that there are two rules involved in specifying the
articulator feature coronal, then the underspecification approach can distinguish between the
sonorant and non-sonorant coronal consonants. The OCP, as stated, will correctly apply
to all sequences of coronal sonorants. If these are the only coronal consonants specified
for [coronal], the [a sonorant] condition on the OCP is unnecessary; it is replaced by the
context-sensitive rule which inserts [coronal] for consonants unspecified for place but
specified for [+sonorant].




The representation of a case which involves both Coronal Dissimilation and Nasal
Dissimilation is illustrated in (28) after the rule which inserts [coronal] in [+sonorant]
contexts applies.

(28) a. kW a N+ VN > [kWalam] 'road’

[+son] [+son]

* [Nas] | [Nas] |
I I
* Cor Cor
At this point, there are two options available. If Nasal Dissimilation applies first, the
second occurrence of [nasal] will be delinked. Coronal Dissimilation then applies and the
second occurrence of [coronal] is delinked and replaced by [labial]. This results in the
incorrect form: *[kWamal]. Alternatively, if [coronal] delinking and [labial] insertion
apply first and the statement of the rule of Nasal Dissimilation in (22) is adopted, then the
first [nasal] specification is delinked because it is the only occurrence of [nasal] which is
also characterized by [coronal] as required by the rule. If the rules apply in this order, the
correct [kWalam] results. Note, however, that the formulation of Nasal Dissimilation itself
requires the coronal sonorants to be specified for place of articulation.

To sum dp, an approach which underspecifies [coronal] must have two separate
rules which insert the value for place of articulation, one context-sensitive insertion rule and
one context-free rule. Second, the rules of Coronal Dissimilation and Nasal Dissimilation
must apply in that order. In contrast, if underspecification of [coronal] is not adopted but
rather the OCP in Takelma is conditioned by [a sonorant], there are no default rules,
context-sensitive or otherwise. Further, in an analysis which specifies coronal
underlyingly, only one ordering, Coronal Dissimilation followed by Nasal Dissimilation, is
possible.

4.2. Partial Coronal Underspecification

Consider then an analysis where only the [+sonorant] coronals are specified. This
would account for the failure of coronal obstruents to trigger the dissimilation of the suffix
final coronal nasal. An approach which accounts for the behavior of coronal obstruents by
claiming that they are unspecified for the dissimilating feature predicts that all underlying
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constrasts within the coronal obstruent series can be captured without specifying the
coronal place of articulation.

This prediction is, as mentioned earlier, difficult to test. Takelma may or may not
contrast affricates in terms of [+ anterior]. There is one minimal pair in the lexicon which I
give below.

(29) /tf'aya/ 'hide’ vs.  [ts'aya/ 'wash’

Adopting the claim that [anterior] is a dependent of the coronal articulator node
(Sagey 1986 and others) leads to the representations for the coronal affricates given in (30).

(30) )I( = [tf] )'( = [ts]
L i
) Cor?nal Cor;mal
[-ant] [+ant]

Within any theory of underspecification, at least one of these two segment types must be
specified for the feature coronal underlyingly. We would then expect at least one of these
segments to pattern with the coronal sonorants with respect to the rule of dissimilation.
However, this sort of argument against the underspecification approach is considerably
weakened by the scarcity of relevant minimal pairs.

If the underspecification of coronal obstruents is, at least in part, motivated by their
high-frequency across languages and is intended to reflect their unmarked status then we
would also expect that the unmarked coronal obstruents will be frequent in lexical items
which contain a coronal-vowel-coronal sequence. The distributional facts of Takelma,
however, show that the coronal obstruents and the coronal sonorants are equally frequent
in lexical items. The underspcciﬁcaﬁon approach offers no explanation for the fact that the
most highly preferred sequence of coronal consonants in Takelma are just those which
disagree with respect to their value for [sonorant]. This is especially striking when one
takes into account the fact that five out of the seven coronal consonants in the Takelma
inventory (suppressing the questionable palatals) are coronal obstruents.

Thus, under an analysis that underspecifies coronal, the distributional facts of
Takelma are, while accomodated, unexplained.

4.3. Suffix Underspecification
Finally, consider an analysis where only the suffix nasal is unspecified for place of
articulation and the feature [coronal] is inserted by default. In cases where the suffix nasal
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surfaces as [m], the rule of [coronal] insertion must be blocked. The claim would be, then,
that the insertion of default values does not take place if the result creates an OCP
violation. However, such an analysis hinges on the default rules of coronal insertion
applying only to the suffix nasal. The specification for [coronal] in the case of sonorants
must be present in the stem in order to block the insertion of [coronal] in the suffix.

There are, however, problems with an analysis which blocks the insertion of
[coronal] in the suffix if the stem contains a coronal consonant. One of these is that the rule
of [coronal] insertion must "look ahead" to see that the result of rule application is not well-
formed. Alternatively, suppose that the rule which inserts [coronal] applies freely and
creates an OCP violation. The [coronal] specification is therefore delinked. This allows
the [labial] specification to be inserted. Both these alternatives are somewhat
unsatisfactory. The first because rules must be given the power to look ahead; the second
because it is more complicated than assuming that the [coronal] specification of both the
stem consonant and the suffix-final consonant is simply present underlyingly.

5. Conclusions

In this paper we have proposed that the alternations of the Takelma noun
characteristic suffix involve two cases of dissimilation: nasal dissimilation and coronal
dissimilation. We adopt an approach where both nasal and the articulator features coronal,
labial, dorsal are specified in underlying representation. We propose that the OCP in
Takelma operates on the nasal and coronal tier and is conditioned by a segment's value for
sonorant. In cases where coronal consonants agree in their value for sonorant one of the
offending coronal specifications delinks. The labial specification is filled in for nasal
consonants. Because nasals in Takelma can be only coronal or labial, the rule that fills in
labial is structure preserving.

Analyzing Takelma dissimilation as the result of the OCP applying to sequences of
[nasal] and to sequences of [coronal] place specifications governed by like values for
sonorancy simplifies the rule statements and allows dissimilation to be related to more
general distributional properties of underlying representations. Based on the facts of
Takelma dissimilation and the underlying distribution of coronal obstruents and sonorants,
I conclude that underspecification provides a less explanatory and more complicated
analysis of the selective behavior of coronal sonorants.
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The Bilabial Fricatives in Ewe:
Innovation or Retention? *

Hounkpati B. C. Capo

0. Abstract

Eve is usually offered as a classical example of a language with a phonemic
contrast between bilabial and labio-dental fricatives. As more and more data
have become available on neighboring languages, a Gbe unit has been set up
as one of the intermediary nodes between Kwa (ultimately dominated by
Niger-Congo via Atlantic-Congo via Volta-Congo) and Eve, such that it also
dominates Fon, Gen-Mina, Gun, etc. The obvious question is whether the
famous contrast was attested in Proto-Gbe. While exploring alternative
views, the present paper argues that there was a contrast between the
antecedents of these sounds, but that the bilabial fricatives, as presently
attested in Eve, have been innovated. It also touches upon issues related to
the hierarchical representation of features and their contents.

1. Introduction

From a typological point of view, the bilabial fricatives [f, v] are less widely
attested than, let us say the bilabial stops; in addition, in most languages that
exhibit them, they are usually not distinctive, as they can be derived from the
bilabial stops (as in Spanish, see Alarcos 1961) or from the labio-dental
fricatives. Yet, right from the earliest description of Eve, bilabial fricatives
have been recognized as phonemic since they contrast with other labials in
the language. This peculiar characteristic of Eve makes one wonder whether
it is an areal feature or a genetic one; whatever the answer is, some of our

* A first draft of this paper was read at a meeting of the Tuesday Colloquium at the
Department of Modern Languages and Linguistics, Cornell University. I am very
grateful for comments received at that time, especially from Carol Rosen, Abby Cohn
and Nick Clements. Thanks are also due to the Fulbright Foundation for enabling
me to spend a year at Cornell as a Scholar-in-Residence (1990-91).
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received ideas in typological linguistics may be reconsidered as well as the
theoretical apparatus usually proposed to account for them.

Geographically, Eve is mainly spoken in the southern part of Eastern
Ghana (Volta Region) and Togo, yet no other Ghanaian and Togolese
language described so far has been reported as having phonemically
contrastive bilabial fricatives. Genetically, it has been traditionally classified
as a Kwa language: here again , it seems that only some Edoid languages (now
classified as Benue-Congo, whereas Eve remains Kwa: see Elugbe 1989, and
Williamson 1989a) have the bilabial fricatives and apparently not from the
same sources. In recent times, however, it has been forcefully argued that Eve
has very closely related neighbors such as Fon, Gen, Gun, together with which
it constitutes a Gbe node, an idea which was taken for granted in earlier
accounts where "Ewe" was actually used as synonymous of Gbe even though
only Eve was described. Even here, the bilabial fricatives do not characterise
Gbe as a whole (contrary to the impression given in earlier descriptions of
"Ewe"), but only the Vhe section, made up of standard Eve, Awlan, Peci,
Waci, Kpdndo, etc. In fact Capo (1981 and 1988) crucially uses phonological
evidence to suggest an internal classification of the Gbe lects as summarized
in (1).

(1) An internal classification of Gbe lects:

Vhe dialects: - *e and *& > e/e/o
-*th 5 t, and *dh > d
- *6W > v, and *y¥V > f
-*HV > w
(Eve, Awlan, Peci, Waci, Kpdando etc.)

Gen dialects: -*eand *¢ > e
-*dh 5 d,and *th > t
-*tS>s,and *dZ> z
- *yW > p
- *HV > w/BV
(Ge-Mina, Anexo, Agoi)
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Aja dialects: -*eand *e>e
-*dh > d, and *th > t
-*tS>s,and *dZ» z
-*t>tf,and *d >d3 /_u, G
-*HV > w
- *3i > 11, and *3i > 41
(Aja, Stddo, Hwe, Dogbd, etc.)
Fon dialects: -*tS>s,and *dZ> z
-*th , s and *dh > z
- ¥V > gW
- only two nominal prefixes (at most)
(Fon, Gun, Agbéme, Maxi, etc.)
Phla-Phera d.: -*tS> s, and *dZ > z
- *th, s, and *dh 5 2
- ¥{W 5 gW
- more than two nominal prefixes
(Toli, Tofin, Phla, Ayizo, etc.)

The major question addressed in this paper is whether, given the synchronic
situation in the Gbe chain, one can reconstruct the bilabial fricatives in Proto-
Gbe, or whether they have been innovated in the Vhe section, as suggested in
(1). Our discussion starts with the relevant data (§2), then considers the
alternative hypotheses (§3), and presents additional evidence for our
preferred hypothesis (§4) before highlighting the implications of our con-
clusion for feature geometry (§5).

2. Relevant Data

Let us start with a survey of the labial consonants in Gbe. By labiality, we here
refer to the participation of at least one lip in the production of the sound:
thus labial consonants include the bilabials, labio-dentals, labial velars and
"labialized" consonants attested in stems. An inventory of Gbe labial
consonants is thus presented in (2).
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(2) Labial consonants in Gbe:

(a) common: bmfvwkpgb
(b) lect-specific: f v (Vhe dialects)
p (Gen dialects)
X¥ BV (Aj4, Fon and Phla-Phera dialects,
and partly Gen dialects)

Since the bilabial fricatives occur almost exclusively in the Vhe dialects, we
must establish their phonemic status in those lects, without reference to other
Gbe lects. Taking standard Eve as our reference here, we present in (3) items
showing that the bilabial fricatives not only contrast with one another, but
also that they contrast with all the other labials attested.

(3) Bilabial fricatives and other labials in Vhe dialects:

1. afa ‘divination' 5. vu ‘open’
2. afa ‘outcry’ 6. wu ‘kill

3. ava 'war’ 7. afu 'ocean’
4. ava 'barn’ 8. vya ‘whip’

9. fo 'millet’ 13. va 'move’
10.-kpo ‘stick’ 14. ma 'slim down'
1. -vd 'door 15. agba 'luggage’

12 -bo ‘cricket’ 16. fle ‘buy’

Situating Vhe in the context of Gbe, we illustrate in (4) the correspondents of
the Vhe bilabial fricatives in other Gbe lects. The data in (4) are organized in
two parts: (4a) illustrates (Vhe) f, v : (Gen) p, 8V : (Aj4, Fon, Ph-Ph) ¢V, ¥V,

whereas (4b) illustrates (Vhe) £, v : (Gen) p, ¥ : (Aj4, Fon, Ph-Ph) y, ¥; this is
because in (4a) we have non-rounded vowels after the consonants considered,
whereas in (4b) we have rounded vowels, a situation of complementary

distribution that we consider very significant.

(4) Vhe bilabial fricatives and their correspondents:

(Vhe) f, v : (Gen) p, ¥ (Aj4, Fon, Ph-Ph) ¥V, s¥

Vhe  Gen  Aja

(@ 1 afa apa axVa
2. ava asVa asVa
3. -fe epe exVe
4 ve Ve Ve

Fon
axva
asVa
- xWe
Ve

Ph-Ph gloss

Pl

ayVa ‘outcry’
asWVa ‘war’
-xVe ‘vear'
Ve '‘be small’




(b) 5. ovu Bd BU Bd Bd ‘open’
6. fi pd xd xd xu ‘'swim'
7. fo po Xo Xo Xo ‘beat’
8 - erd exd -5 -Bd ‘door’

Given the fact that in (4b), Vhe f, v correspond to %, ¥ in Aj4, Fon and Phla-
Phera dialects, it becomes necessary to show that ¢ and ¥ are common to all
Gbe lects, although not in the items illustrated in (4); this is done in (5), where
these sounds occur before rounded (5b) as well as non-rounded (5a) vowels.

(5) Back (velar/uvular) fricatives in all Gbe lects:

Vhe Gen Aja Fon Ph-Ph loss
@@ 1L aya aya aya aya aya 'rib’
2. ama axa axa axa axa ‘drink, n.'
3. xye(vi) xevi xevi XE XE 'bird’
4 Be B€ BE BE KE ‘breed’
®) S5 - exo exo =X -X2 ‘hut’
6. ¥O KO BJ )5) KO ‘uproot’
7. -x6 exo exo x0 -x6 "history’
8. mu BU Bu BU ¥u ‘mystery’
9. ax’ a3 a3 as5 as> 'navel’

Given the fact that in (4) we established a correspondence series f, v : ¥, 8V, it
would be good to establish the monophonemic status of ¥ and ¥ in the lects
in which they occur; this is all the more necessary since in (4a) we have xV,
s¥, but in (4b) y, ¥ in the same lects. We do this by shifting our attention to
Gun, a Fon dialect, for which we present data in (6), using two arguments: the
fact that x¥ and ¥ occur in most grammatical categories (6a), and their
behavior in reduplication (6b): for details see (Capo 1978).
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(6) Back labialized fricatives in Fon, Aja and Phla-Phera dialects:
Gun as an example to show their monophonemicity
(a) grammatical categories and the presence of /a, a/

1L xVe 'go 5. xVIE 'plane, v.'
2. Ve 'be small 6. EVIE 'save’
3. axva ‘outcry’ 7. x¥1 'line’
4. BVa ‘move’ 8. -Vt ‘jugement’

(b) sample of reduplication

stem reduplication gloss
1 ¥va EVisVa ‘move’
2. Ve BVisVe ‘be small’
3. xva xVixva 'be half-ripe’
4. be bibe ‘hide’
5. sa sisa ‘sell’
6. bla blabla 'tie’
7. xya - Xyaxya 'dry, v.'
8. gblé gblegblé ‘spoil’
9. BVIE BVIEEVIE ‘save'

Comparing relevant data in (5) and (6), one realizes that y¥ and ¥ contrast
with ¢ and ; however, there is a distributional gap in that whereas ¥ and ¥
occur before both rounded and non-rounded vowels (in all lects), ¥¥ and ¥
occur only before non-rounded vowels. In Capo (1981), we have postulated a
synchronic rule in Fon, Aja and Phla-Pherd lects delabializing /¥, 8¥/ before
rounded vowels; it appears now that, instead of a P-rule, we must account for
this gap by a Morpheme Structure Condition, because a verb like [yo] 'beat’,
which we interpreted as /¢Yo/, reduplicates as [yixol, not [y¥ixo] as we would
have expected, given the fact that the reduplicative vowel i is not an
appropriate environment for the delabialization rule.
suggested MSC informally as (7).

7 H eround)

We present the

XW
KW
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3. Interpretations

3.1. Guiding Principles

We shall now consider three alternative hypotheses as to the sources of the
bilabial fricatives being considered in this paper. Our hypotheses are based on
a number of principles outlined in (8).

(8) Some guiding principles:
' (a) There is no majority rule;

(b) Dialect distribution per se is not important;

(c) Changes must be seen in terms of rules/processes;

(d) Rules should be evaluated on the basis of plausibility,
naturalness, and predictability;

(e) Pattern congruity may enhance the direction of change;

(f) Proto-segments may coincide with attested phonemes in at
least one daughter language, but they may also not
surface in any of the daughter languages.

3. 2. First Hypothesis

Suppose that Proto-Gbe had *p and *B, or *p and 'b (where B stands for an
indeterminate voiced bilabial stop, and 'p, 'b stand for lenis bilabial stops),
then we would need the diachronic rules in (9) to derive the modern reflexes:

(9) Diachronic rules if the Proto-Gbe phonemes were *p,*B or *p,*b

a) *p>for*p>f(Vhe)
*B > v or *b>v (Vhe)

ie. [-cont] > [+cont]

b) *p>x¥or *p> x¥ (Aj, Fo, Ph-Ph)
*B > V¥ or *b » 6V (Ge,Aj,Fo,Ph-Ph)

ie. [+lab, -cont] » [+rnd, +cont, +back]

According to this hypothesis and its entailed diachronic rules, Gen lects are
partly conservative (in that they retained basically the voiceless bilabial stop),
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while Vhe lects on the one hand, and on the other Aja, Fon and Phla-Pheré
lects are innovative. We may point out, however, that whereas the process
depicted in (9a) seems a reasonable innovation (as a lenition process changing
stops to fricatives, even though the process also occurs word initially), the one
in (9b) seems hard to justify in that we fail to see what would motivate the
backness and roundness of the reflexes (in addition to their fricative nature)
in (Gen), Aja, Fon and Phla-Phera dialects.

3. 3. Second Hypothesis
Suppose that Proto-Gbe had *f and *v , then we would need the diachronic
rules in (10) to derive the modern reflexes:

(10) Diachronic rules if the Proto-Gbe segments were *f,*v
a) *f>p (Gen), ie. [+cont]> [-cont]
b) *f>x¥ (AjaFonPh-Ph)
*» > ¥ (Gen,Aja,Fon,Ph-Ph), ie. [+lab] > [+back, +rnd]

According to this hypothesis and its entailed diachronic rules, Vhe lects are
conservative (in that they have retained the bilabial fricatives, as attested in
the parent language), while Gen lects on the one hand, and Aji, Fon and
Phla-Pheré lects on the other are innovative. We may point out, however,
that whereas (10a) can be argued for on the ground that the strengthening
may be due to the absence of /p/ in the parent language (pattern congruity),
(10b) seems hard to justify in that we fail to see what would motivate the
backness and roundness of the reflexes in (Gen), Aja, Fon and Phla-Phera
dialects.

3. 4. Third Hypothesis
Suppose that Proto-Gbe had *y¥ and *sV¥, then we would need the diachronic
rules in (11) to derive the modern reflexes:

(11) Diachronic rules if the Proto-Gbe segments were *yW, *sW
a) *x¥> f (Vhe)
*¥¥ > v
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ie. [+back, +rnd] > [+lab, (-rd)]
b) *x¥ > p (Gen)
i.e. [+back, +rnd, +cont] > [+lab, -cont, (-rd)]

According to this hypothesis and its entailed diachronic rules, Aja, Fon and
Phla-Pheré dialects are conservative (in that they have retained the labialized
velar/uvular fricatives of the parent language), while Gen lects are partly
innovative (p being a creation) and Vhe lects innovative. We would like to
point out that both (11a) and (11b) seem plausible in that: (i) the labiality of
the output segments was already present in the input segments as roundness;
(ii) the backness of the input segments was exchanged for the reinforcement
of the labiality in the output segments; (iii) the output in (11b), i.e. the fact
that we have a stop, can be argued for on account of pattern congruity (see (10)
above).

There is a problem associated with this hypothesis, however, in that it
claims that the MSC proposed in (7) for (Gen), Fon, Aja and Phla-Phera
dialects would not apply to Proto-Gbe, since it clearly reconstructs *s¥ii 'open’,
“x"’ﬁ 'swim', *y¥o 'beat' and *-¥3 'door' for items 5-8 in (4) above, as
opposed to *-xd 'hut', *66 'uproot', *-¢x6 ‘'history', *-8i 'mystery' and *ax’
'navel' for items 5-9 in (5) above. That is the only way to arrive at the Vhe
reflexes.

4. Additional Evidence for the Third Hypothesis

The above-mentioned problem is not an insurmontable one. In fact, our
preferred hypothesis is that the Vhe f, v indeed developed from Proto-Gbe
*/x¥, 8¥/, and we present below additional evidence to support this stand and
clear up possible objections.

The first set of evidence comes from the fact that in a few Vhe words
where one would have expected f and v, we have x and ¥ instead; it seems
reasonable to view these items as relics to which the Vhe-specific diachronic
rules failed to apply. Some of these items are presented in (12) below.
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(12) Failure to obtain f and v in a few words in some Vhe dialects:

Awlan  Peci Kpiando Waci loss Fon
L votrd Botrd Botrd vatrd door B3
2. avatfo asatfo  amatSo - liar -
3. aféli aféll aféli “axvell a deity axWveéli

(see also Nutsugan 1975 where more compounds are found)

The second set of evidence comes from the fact that in all present-day Gbe
lects, there is a coalescence rule that gives rise to labialized consonants,
including labialized velar/uvular consonants. There is every reason to
believe that such a coalescence rule was already present in Proto-Gbe, and
therefore x¥ and ¥ could be synchronically derived in Proto-Gbe as phonetic
entities; if this is accepted, the fact that they became phonemicised would not
be unexpected. Examples of such synchronic labialized consonants are
presented in (13) from different dialects.

(13) Derivation of labialized consonants in all Gbe lects:
(a) Wacf as an example:
1 /I +i/ = [xoe] ~ [xwe]l ~ [xVel ‘take it'
2. /tu +i/ - [tui] ~ [twi] ~ [t¥i] ‘grind it’
3. /ekdo +a/ — [ekoa] ~ [ekwa] ~ [ekWa] ‘the neck'

(b) Agbéme as another example:
4 /mu+i/ -  [su] ~ [ewi] ~ [BVi] kill it
5. /gbo +i/ —  [gboe] ~ [gbwe] ~ [gbWVel] ‘cut it'
6. /di+5/ — (5l ~ [owd] ~ V3]  ‘the thing'

(c) Awlan as yet another example:
7. [xox6 +i/ - [xoxiil ~ [xoxwil ~ [xoxWil ‘old’
8. /kdko+i/ —  [kokoe] ~ [kokwe] ~ [kokVe] ‘saint’
9. Mfi+go+i/ — [tfigai]l ~ [tfigwi] ~ [tfig¥1] ‘tube’

The third set of evidence, and by far the strongest, comes from the curious
status of /x¥/ in Gen dialects. Synchronically, although there is a /x%¥/
phoneme in Gen dialects, /x¥/ occurs in only two stems and would be at best
treated as a marginal phoneme. Within the hypothesis adopted, we expect
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the Gen lects to evolve Proto-Gbe *x¥ to /p/. This is exactly what happens, as
illustrated in (4) above. There is, however, a very common word, the one for
'home', that is rendered in Gen by /ax¥é/ and not by /apé/ as expected; what

makes the situation interesting is that we do have the expected /apé/ in some
compounds, as illustrated in (14) below, together with a near synonym /ax6/
which corresponds to /ax¥é/ in Fon dialects, for example.

(14) The curious status of /x¥/ in Gen:

Fon Vhe Gen loss
L axve afé axve house/home
2. xvétd afétd axvéts landlord
3. (medayb) X afétd X apétd X Mr. X
4 (& aféts apét boss
5. ayve afée axo home/residence
6. xvie (flé) xvie offer in sacrifice

The near synonymity of /ax¥é/ and /ax6/ in Gen is illustrated in (15), where
Gen utterances are compared with Fon and Vhe utterances of the same mean-
" ings.

(15) Gen utterances compared with Fon and Vhe

Gen: la: @éyiaxvé 'he went home, i.e. to his home town'
Ib: é&yiaxdome 'he went home, i.e. to his residence’
lc. @& yiKofi bé ayxé me 'he went to Kofi's house'

Fon:2a: éyixVeé 'he went home, i.e. to his home town'
2b: @éyixVé gbhe 'he went home, i.e. to his residence’
2c: € yiKofi sin xVé gbe 'he went to Kofi's house'

Vhe: 3a: éyvyiafé 'he went home, i.e. to his home town'
3b. éyiaféme 'he went home, i.e. to his residence'
3c. évyiKofi fé afé me 'he went to Kofi's house’

What can we make out of (14) and (15)? First, it seems reasonable to argue
that in Gen /axy¥é/ 'home' is a relic of the Proto-Gbe form /ax¥é/ because
whereas the Gen-specific diachronic rule failed to apply, the Vhe-specific
diachronic rule did apply. Secondly, the very fact that in most other Gbe lects
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we have the same phonological form to cover both Gen /ax6/ and /axWé/ is
an indication that our intuition of near synonymity is a valid one. In fact, it
leads us to believe that if the two items are not the same, they are nonetheless
definitely related. Now, let us assume that items 1 and 5 in (14) were two
different lexical items in early Proto-Gbe, yet related such that 1 was derived
from 5 through an *{-i}- suffix (discussed in Capo 1983), i.e. */ax6/ and
* fax6i/, the latter realized as *[ay0é] ~ *[axwé] ~ *[axVé] (just like in (13)
above); this would explain the situations in the various lects in two ways. (i)
Gen dialects would typically reflect the situation in Proto-Gbe, and hence the
basically same meaning of the two forms but used in different contexts; (ii) in
other lects, only the form with the {-i} suffix would have survived and the
morphological derivation been consequently blurred so that the [x¥] would
have been seen as a unit phoneme instead of a sequence of /x+o/ followed by
another vowel. Our assumption is borne out by independent evidence in Aja
dialects, where a similar, if not identical form, /-x¥é/ used as a suffix (or
better still a second element of a compound) in Fon and even Gen dialects, is
rendered as /xd/ in Aja dialects in place-names, as evidenced in (Aji) Akplaxi
: (Fon) AkplaxVé : (Waci) Akplafé 'name of a settlement founded by Akpla.’
Note that current thinking (e.g. Heine and Reh 1984) claims that the locative
suffix -xWe/-fe is a bleached noun axWe/afe, i.e. item 1 in (14) above.
However, based on our knowledge of the, synchronic phonology and
morphology of the Aja dialects, we can only postulate the underlying form of
[akplaxi] as /akpla+ax6+i/; this is because, not only is the {-i} suffix realized as
[-i] after /o/, it also closes /o/ (and /e/) to [u] (resp. [i]), and in most cases, the
{-i} suffix itself gets deleted, its presence being recoverable through the vowel
closing rule (see also Capo 1985). Note, in this regard, that Aja dialects also
have the [ax0] ~ [axVé] pairing in the lexicon (see Tchitchi 1984 for a similar,
but partly different account).

The three sets of evidence confirm that we cannot but reconstruct *x% and
*s¥ in Proto-Gbe, and therefore treat the Vhe bilabial fricatives as
innovations. In addition, we have seen how [x¥] and [sV] themselves
emerged as coalesced forms of X and ¥ plus back rounded vowels when
followed by another vowel, and there was an indication of how the
biphonemic complex became reinterpreted as monophonemic.  The
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monophonemic re-interpretation is crucial to the evolution into f and v in
the Vhe dialects.

5. Related Issues

This account seems compatible with the feature geometry being worked out
by Clements (see references). In particular it supports the idea that the same
feature [labial] can occur at the C-place tier as well as the V-place tier.
Clements (1989) has specifically proposed a tier promotion rule of the form
reproduced in (16).

(16) Tier promotion (Clements 1989):
(labial]: V > C
Complex Segment Simplification: yes (unmarked).

This rule claims that the labiality occurring at the V-place tier on a consonant
can be promoted to the C-place tier, i.e. a secondary labial articulation may
evolve to a primary labial articulation; in other words a "labialized
consonant" can become a true labial consonant. That is exactly how one
would derive diachronically the Vhe bilabilal fricatives and, with a
strengthening process motivated by pattern congruity, the Gen voiceless
bilabial stop within the framework of the hypothesis we argued for above.
Such a scenario can be be better understood from the feature matrices
outlined in (17).

(17) Sound shifts illustrated with the voiceless series

X ¥ fp
*V>f>p C-place
*EW > labial - -+ 4+
dorsal + + - -
V-place
labial +

One immediate implication of the tier promotion concept is that Gen /p/
would not be a direct reflex of *x¥, but would necessarily transit via *f. Does
that also imply that there is a common ancestor of Gen and Vhe dialects
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below the Proto-Gbe node? And if that is the case, would the *» of that
ancestor (from Proto-Gbe *gW) revert to /8¥/ in Gen dialects? It would be
difficult to answer those questions in the affirmative, given the fact that Gen
dialects share other important characteristics with Aji, and even Fon and
Phla-Pherd dialects, as can be observed in (1) above. The other alternative
would be to claim that f and v were not innovated at the same time.

In addition, if the MSC postulated in (7) for (Gen), Fon, Aja and Phla-
Phera dialects is to be maintained, it must be properly understood as the
result of a diachronic P-rule (similar to my initial synchronic P-rule), viz (18):

R PO R S P

Otherwise it may have two interpretations, being the source of two potential
rules in case a sequence of XV, ¥ plus a rounded vowel would be expected; in
other words one of the following repair strategies will apply:

(19) Two ways of correcting the violation of the MSC:
(a) either XV, 8¥ surface, but the vowels change to their corresponding
nonback nonrounded counterparts; or
(b) x¥, ¥ change to X, ¥ and the back rounded vowels surface.

Another related issue concerns the attestation of the bilabial fricatives in
other Gbe lects. Our initial fieldwork reported in Capo (1981) showed that
these sounds were noticed in Alada and Ayizo (Phla-Pherd dialects) and in
Dogb6 (an Aja dialect), but only before the high front vowels /i, 1/ and the yod
/y/; in such a context they are in free variation with /f, v/, and we have
derived them from the latter, even though we were wondering what could be
the motivation for such a rule occurring in a typical "palatalization
environment." More recently, Anago (in prep.) has reported that in Tofin (a
Phla-Phera dialect) the bilabial fricatives have indeed phonemic status and
that the language does not have underlying labio-dental fricatives (because
the latter occur only in the speech of the bilingual town dwellers but not with
the rural monolingual speakers). On comparative basis, however, it is clear
that hese Tafin bilabial fricatives do not have the same sources as those of the
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Vhe dialects, because they correspond to f,v in all other Gbe lects (including
Vhe dialects), as illustrated in (20).

(20) f and v in a few other Gbe dialects (Tofin and Ayiz)),
based on Anago (in prep.) and Capo (1981)

P4

Waci Ayizd Tafin Agbéme gloss

L afo afo afa af> foot

2. fa fa fa fa be cool
3. 5 5 fé f5 wake up
4. efe of EfE fg nail

5. efi ofil ofil fii hair

6. afi afi afi afi ash

7. Vo vo V0 vo be free
8. Vo \o) V0 \0) finish

9. vé vE vE \(3 be bitter
10. evi ovi ovi vi child

1L afé ox¥é  oxveé xvé home
2. ava asVa asVa asva war

In my previous works, I have reconstructed the correspondence sets
illustrated in (20) as *f, *v in Proto-Gbe. From that point of view, Tofin
would have the diachronic rule informally stated as (21):

(21) Emergence of /f, v/ in Tofin:
*,*v > f,v

How natural is (21), especially as it is a context-free rule? Note that if one
adopts such a rule, it would be nice to argue that it is shared by Alada, Ayizo
and Dogbé also, except that in those dialects, it would only apply before /i 1 y/.

Although I would like to continue with this view, perhaps one can also
speculate that f and v were widely attested in the Gbe chain as a whole and
might be reconstructed in Proto-Gbe. With this second alternative, Tofin (and
Alada, Ayizo and Dogbé) would be conservative whereas most of the present-
day Gbe dialects would have applied the diachronic rule informally stated in
(22).
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(22) Emergence of /f,v/ in most present-day Gbe lects:
*f,* > f, v

This alternative seems attractive because typologically many languages have
the labio-dental fricatives and not the bilabial fricatives, which means that if a
language (such as Proto-Gbe) had the bilabial fricatives but not the labio-
dental fricatives, chances are that the bilabials would evolve into the labio-
dentals (on cross-language analogical grounds). Should this be the correct
prediction, the theory of phonology should incorporate it into its formal
apparatus. This is, however, difficult as at now, because in the stop series it is
the bilabials that are the most widely attested, and the geometry proposed in
Clements (1990) assumes, I believe, that the default value for [labial] is
bilabial, since labio-dentals need to be so specified explicitly. We reproduce in
(23) the relevant portion of the feature geometry proposed by Clements (1990).

(23) Feature geometry (Clements 1990):

oral cavity

[icontinuﬁ\

[place]

[labial]
[tlabio-dental]
[coronal]
/\ [dorsal]
[tdistributed]
[+posterior]

6. Conclusions

We would like to suggest here that perhaps late Pre-Gbe/early Proto-Gbe had
both *f, *v and *XV¥, *s¥, but not *f, *v. This suggestion implies the following
scenarios outlined in (24).
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(24) Some sound changes in the history of Gbe:

a) Middle Proto-Gbe had innovated *f, *v > f, v (perhaps on the basis
of snobism/language contact); by the time of this change, the Tafin
speakers were already in the process of migration, hence they
maintained the earlier state (without f,v but with f,v) !

b) Proto-Vhe (one of the daughter languages of Proto-Gbe) had
innovated *x¥, *s¥ > f, v; apart from its naturalness as argued
earlier, this change was facilitated by the fact that Proto-Gbe *f, *v
had already shifted to f, v (as in (a)), and so there was no merger,
nor confusion.

¢ Probably independently, Fon, Aja and Phla-Phera dialects have
innovated *xV, *sV >y, 6 / __ [+round] vowel.

d) Assuming the wave theory model, the Proto-Vhe innovation
spread to Gen only for the voiceless fricative where it was taken a
step further, hence *x¥ >f > p, while the "delabialization rule" also
spread to Gen from the other end in respect of the voiced fricative.

The discussion in this paper has raised at least two interesting issues.
First, if indeed the unmarked value for [labial] is [-labio-dental], i.e. bilabial as
implied in (23), why is it that /f, v/ are rare in the languages of the world,
whereas /p, b/ are quite common (with due recognition that stops are more
widely attested than fricatives)? Or is it the case that, as borne out by the
typological patternings observed, the unmarked value for [labial] should be
correlated with the value of [continuant]? Notice however, that since [labial]
is dominated by [place] which is a coordinate branch of [continuant], this
formal correlation is difficult to express. Obviously, more research is needed
in this area. The second issue raised has to do with data (20), especially with
the f, v shown by Ayizd. If one adopts my earlier analysis postulating a
synchronic rule /f v/— fv /__i,y, the question would be: what is the feature
shared by both [f, v] and [i, y]? If one adopts the alternative considered in (22),
that is a diachronic rule *f, *v > f, v (except before i, y in some dialects), the
question would be: what in /i, y/ is responsible for the non-application of the
sound shift? Thus in both alternatives, there is a "hidden principle" yet to be
uncovered with regard to the theory of distinctive features.
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On the Representation of Clicks
Ann R. Bradlow

0. Introduction

At the level of phonetic description, click consonants involve a double articulation, and
a timing of articulatory gestures which results in an ingressive, velaric airstream
mechanism. Phonological analyses regarding the linguistic representation of clicks vary in
the status - major or minor - they afford each of the two place of articulation specifications.
These segments are typologically unusual in that they occur only in certain language
families of southern and eastern Africa. This paper combines information about the
phonetic description and phonological patterning of clicks, with typological universals of
doubly articulated segments, to argue that clicks are back consonants with a secondary
front closure. |

The most complex and extensive inventory of click consonants described in the
literature is found in !X66, a Bushman language spoken in Botswana and Namibia. This
language has a total of 80 distinctive clicks, being almost double the number of clicks in
Zu/?hodsi (also known as !Xu), the next most extensive click language. Due to this
complexity, X460 is a particularly interesting language to study, and owing to the extensive
fieldwork of Dr. Anthony Traill, data on this language is readily available. For these
reasons, this paper will focus primarily on data from !X66.

The remainder of this paper is structured as follows. In section 1, I provide a brief
phonetic description of clicks. Section 2 reviews the main points of the various
phonological feature analyses of clicks. Section 3 discusses the notion of primary and
secondary articulations and how it bears on the representation of clicks. This section also
proposes an analysis of clicks in which they are represented as back consonants with a
secondary front articulation. Section 4 discusses the clicks of the Khoisan language, !X66,
and their relationship to the non-click consonants of the language. The comparison of the
click and non-click systems of this language will be shown to provide further support for
the analysis proposed in section 3. Finally, section 5 provides a summary and conclusions
of the discussion.

1. Phonetic description of clicks.
In the articulation of clicks, there are two points of closure: one towards the front of the

oral cavity and one farther back. The familiar and well described (Beach 1938, Ladefoged
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1975, Traill 1985) mechanism by which a click is produced involves the influx of air into
the oral cavity upon the release of the front closure. This occurs as a result of the decrease
in air pressure in the space between the lowered middle part of the tongue and the roof of
the mouth. The lowering of the tongue is a suction movement which causes the rarefaction
of the air between the two closures. The release of the back closure is achieved with the
efflux of a pulmonic or glottalic airstream. A requirement for the articulation of clicks is
that both closures are in place before the lowering of the tongue body, and that the front
closure is released prior to the release of the back closure. It is precisely this ordering of
events, in conjunction with the suction movement in the oral cavity, which produces the
influx of air which we hear as a "click."

Palatographic studies of the clicks of !X66 presented in Traill (1985) show the five
influx places of articulation. These can be described as bilabial, dental, post-
dental/alveolar, palatal and lateral. Traill avoids the term "alveolar" since a cormmon
physiological feature of the San population is the absence of a conventional alveolar ridge;
in this population the palate tends to slope back smoothly. Examples of each of the five
places of articulation for the front closure of the clicks in !X66 are given below, along with
their IPA symbols.

Table 1. E I f the 5 infl in 1X65 (Traill p 124
bilabial o ©00 'dream’
dental | laa 'move off’
post-dental $ $ad 'knock'
palatal ! aa 'wait'
lateral | llaa 'poison’

An articulatory distinction between the dental and post-dental clicks on the one hand
and the palatal and lateral clicks on the other, is that the former are laminal whereas the
latter are apical. Another phonetic detail which sets the labial, dental and lateral clicks apart
from the post-dental and palatal clicks is that the former are released with friction whereas
the latter are released instantaneously. These phonetic distinctions are summarized in table
2 below. Traill observes 16 distinctions along the place and manner dimensions for the
articulation of the back closure in the clicks of !X60. There is a contrast between a velar
and uvular place of articulation and the efflux may be achieved with varying degrees of
closure, oral or nasal voicing, pulmonic or glottalic airstreams and various degrees of
aspiration, which can precede, follow or be simultaneous with the release. Combined with
the five possible influxes this yields a total of 5x16=80 clicks in this language.
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al Taminal =  rel
labial
dental
post-dental
palatal :
lateral

ll++l
+' '+ +

++lll

A crucial phonetic detail in the production of clicks is the relative timing of the closures
and releases of the front and back articulations. Maddieson and Ladefoged (1989) discuss
the possible timing relations of multiply articulated segments such that both articulations are
audible and neither is subsumed by the other. Figure 1 below provides a schematic
diagram of the possible timing relations.

(1) (a) dorsal |--=~==---- | (b) dorsal | |
coronal I —— | coronal O |

In the case of non-click, multiply articulated segments the relative timing of the two
gestures is necessarily as shown in figure (1a), where the solid lines indicate the duration
of the coronal and dorsal closures respectively, in undefined units of time. This timing is
required in order for there to be robust cues to the existence of two separate, articulatory
gestures. In the case of clicks, the timing of the two gestures is as shown in (1b). The
back closure must be in effect throughout the articulation of the front closure in order to
facilitate the characteristic velaric airstream mechanism. It is the click sound which results
from the velaric airstreams which provides the phonetic cue to the presence of a multiple
articulation. In the simplest case, the release of the back closure will take place immediately
after the release of the front closure. In this case the onset of the following vowel occurs
immediately after the front release. This is the case of the "basic" click with the
unaspirated, voiceless velar stop accompaniment. Similarly, the nasal and voiced clicks,
display an essentially immediate onset of the following vowel. The rest of the click
accompaniments involve the production of phonetic material which is audible between the
suction, clicking sound and the onset of the following vowel.

2. The phonological feature analysis of clicks.
In "Preliminaries to Speech Analysis," Jakobson, Fant and Halle (1963) provide very
brief comments on the feature specifications for clicks. In their system, clicks, and other
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doubly articulated consonants are "...but special forms of consonant clusters. They are
extreme cases of co-articulation" (page 23). Thus in this system there is no need for a
special feature [suction] for it is the timing of the releases and their extreme contraction in
time which produces the influx. Similarly, the issue of primary and secondary
articulations is not relevant in this feature system since clicks are treated as consonant
clusters.

Trubetzkoy (1969) treats clicks as a correlation that arises as a result of a secondary
series of localization entering into an opposition with its corresponding basic series. The
click correlation is distinct from the correlations of palatalization, velarization and
labialization in that the latter are all correlations of timbre with specific, vocalic-like
"colorings," whereas the suction property of clicks is accounted for as a phonetic detail.
The supplemental velar closure which is present in all click consonants is the feature which
is of phonological importance, however it is distinct from the correlation of velarization in
that the closure is consonantal, rather than vocalic, in nature. Trubetzkoy points out that a
velar closure is present in the gutturalized and labiovelarized consonants of other
languages, "though perhaps not in quite as energetic a form." (p. 138) This view of clicks
as consonants with a special type of secondary articulation is the precursor to the view
taken by Chomsky and Halle in S.P.E. And, the observation that a parallel can be drawn
between the inventory of click and non-click consonants within a language is echoed in
Traill's (1985) study of !X60.

In SPE, Chomsky and Halle introduce the feature [suction]. They characterize clicks as
".. noncontinuants with extreme velarization" (p. 319). Thus in this feature system, clicks
are treated as consonants with secondary velarization. The feature [suction] is classified as
a manner of articulation feature which involves a supplementary movement. A
specification of [+suction] is the mark of a movement within the vocal tract which results in
a decrease in pressure at the time when both closures have been achieved. It is in
opposition to the feature specification [+pressure] which indicates a movement in the vocal
tract which results in an increase in supraglottal pressure. The introduction of this feature
into the SPE system provides a means of distinguishing click consonants from other
multiply articulated consonants. For example, they note that the Guang languages have
consonants which, according to Ladefoged, combine a labial and velar articulation with no
suction. The Yoruba labio-velars are intermediates between the Guang type of doubly
articulated consonants and the true clicks in that they involve a movement of the back
articulator which decreases the oral cavity pressure and results in a suction feature of the
front closure. However, this is achieved while there is still an outward flow of air from the
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lungs. In other words these doubly-articulated segments are produced with a combination
of ingressive and egressive airflow. The sequencing of closures and releases for the true
clicks is such that the suction is achieved while the back closure is still in effect and the
flow of air upon release of the front closure is ingressive. Thus in this system the feature
[suction] distinguishes different types of multiple articulations, and clicks are treated as
[+suction] consonants with secondary velarization.

In his study of the !X66 language, Traill (1985) also adopts the feature [suction] as a
means for distinguishing the click consonants from the non-click consonants. He
concludes his study with the proposal that clicks be considered as clusters of independent
consonants. His primary argument in favor of the cluster analysis is that all of the click
effluxes exist in the language as independent consonants, some of which combine with
other consonants to form non-click clusters. By analyzing clicks as clusters of consonants,
the consonant inventory of !X66 is dramatically reduced in size, bringing it more in line
with the majority of the world's languages. Note however, that the feature specification
[+suction] is still necessary under the cluster analysis in order to distinguish the voiceless
unaspirated, voiced and nasal clicks, that is the clicks which are articulated without any
distinctive markings on the efflux, from their homologous non-click counterparts. In the
examples in (2) the feature [suction] distinguishes the first segments of each pair.

(2) (a) voiceless, unaspirated: laa 'move off' taa 'person’
(b) voiced: Igaa 'work’ dam 'hunger’
(c) nasalized: naa 'see you' n 'T

Although Traill is correct in his claim that the consonant inventory of !X40 is drastically
reduced under the cluster analysis, this analysis is not without shortcomings. Firstly, a
result of this analysis is that this language has extremely complex clusters which is a
typological rarity in itself. Furthermore, in this analysis, as it is presented by Traill, the
back articulation of clicks is treated either as a phonetic detail, as in the case of the voiceless
unaspirated, voiced and nasal clicks, or as an independent consonant which follows the
click. However below I present evidence from the phonological patterning of clicks with
other back consonants, that the back articulation for all clicks is phonologically relevant.

In this language there is a constraint which applies to vowels following back
consonants. The underlying vowel inventory of !X66 consists of five basic vowel
contrasts, namely /i, e, a, o, u/, however following a back consonant all vowels will appear
on the surface as [a, o, or u]. This "Back Vowel Constraint” can be formulated as in (3).



88

With few exceptions all the click consonants exert this effect on following vowels,
indicating that clicks and back consonants form a natural class which can be characterized
by the feature specification [+back].

(3) Back Vowel Constraint
If Ci Vi
[+back]
then Ci Vi
[+back] [+back] (Traill '85, p90)

In Traill's analysis of clicks as consonant clusters, he draws a distinction between the
"basic” clicks, that is the voiceless unaspirated, voiced and nasal clicks, and all other
clicks. Basic clicks are those which lack prominent features on the release of the back
closure and which are thus not analyzed as clusters of independent consonants. All other
clicks have audible release features on the back closure which, under the cluster analysis,
are considered to be independent consonants which follow the "basic"” click. This analysis
fails to capture the linguistic significance of the back closure of the basic clicks with respect
to a phonological process in the language, the Back Vowel Constraint, since it treats the
closure at the velum for these clicks as a phonetic detail which is required for the
production of the influx. Thus, contrary to the phonological feature specifications we
expect from Traill's analysis, the specification [+back] must be added to the feature
characterization of the simple clicks if we still wish to maintain a cluster analysis of clicks
and their accompaniments. In other words, we have demonstrated the necessity of
specifying a double articulation for even the basic clicks. However the status of the back
articulation as a primary or secondary articulation still remains to be resolved.

In the analysis proposed by Sagey (1986), clicks are complex segments which have the
back closure as the major articulator and the front closure as the minor articulator. In
Sagey's representation, the distinguishing mark of a click is a velar closure as the major
articulation in the complex segment. The mechanism by which the major and minor
articulations in a complex segment are specified is directly related to the phonological
degree of closure features of the segment. The major articulation will receive the degree of
closure associated with the segment and therefore is able to enter into oppositions based on
these features. The minor articulation, on the other hand, will have predictable stricture
features associated with it. So, for example in !Xu, Sagey distinguishes clicks from all
other corono-dorsals by having the dorsal articulation as major. For [tx] the dorsal
articulation has predictable (i.e., always fricated) degree of closure, whereas for clicks, the



89

coronal articulation has predictable degree of closure. (As in !X, the degree of closure of
the front articulation is predictable from the place specification, as shown in table 2). Thus
we have the representations shown in (4) to distinguish [+] from [tx] in !Xu. The crucial
difference is in the articulation being pointed to by the pointer which identifies the major
articulator. In the case of [tx] the coronal node is pointed to, whereas for the click, [#], the
feature dorsal is the major place of articulation. This representational system uniquely
specifies clicks within the language by having the dorsal articulation as the major
articulator. Furthermore, in this way the feature [suction] is rendered redundant.

4) [x] [#]
[ [-cont] [-cont]
| |
root root
I I
supra supra
I |
place place
/\ /\
S cor dors cor dors €

An important characteristic of Sagey's theory is that she draws a distinction between
major and minor articulations, and avoids the terms "primary" and "secondary". In her
feature system a major articulator is defined as "... an articulator to which the phonological
degree of closure features of the segment apply"” (p. 203). A minor articulator will always
have a degree of closure which is predictable within the particular language. This
characterization of major and minor articulators allows for the possibility that minor
articulators are of an equal, or even greater, degree of closure. Indeed, there are cases of
multiply-articulated segments for which the articulator with distinctive degree of closure
shows a lesser degree of closure than the other, minor articulator. For example, Sagey
cites the co<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>