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We introduce and investigate a new type of decision problem related to multiclass fluid
networks. Optimization problems arising from fluid networks with known parameters
have been studied extensively in the queueing, scheduling, and optimization litera-
ture. In this article, we explore the makespan problem in fluid networks, with the
assumption that the parameters are known only through a probability distribution.
Thus, the decision maker does not have complete knowledge of the parameters in
advance. This problem can be formulated as a stochastic nonlinear program. We pro-
vide necessary and sufficient feasibility conditions for this class of problems. We also
derive a number of other structural results that can be used in developing effective
computational procedures for solving stochastic fluid makespan problems.

1. INTRODUCTION

In this article, we analyze the structural properties of a stochastic fluid model. Our
model is an extension of the classical multiclass fluid model that has been studied in a
number of articles over the last 20 years (see [10,11] for background on such models).
In a multiclass fluid model, fluids of various types enter a network at given, constant
rates. Fluid is then processed at a station at a given rate and then routed to another
station for processing or it might leave the network. A standard optimization problem
in such networks is to drain the network of fluid in the least amount of time, given
an initial fluid inventory. This is sometimes called the fluid makespan problem or the
clearing time problem. A related problem, known as the fluid holding cost problem,
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is to drain the network with the lowest cost, where the cost is some function of the
fluid levels in the network. The former problem is a relatively simple optimization
problem, and computing its solution only requires inversion of the fluid routing matrix.
The latter problem is much more difficult in general and falls into the class of separated
continuous linear programs (see, e.g., [1]). These problems have received attention in
a number of studies, a short list of which includes [4,7,10,28,29,34,35].

Our model is an extension of the fluid model described earlier in that we allow
some of the parameters, specifically the fluid arrival and processing rates, and the
initial inventory to be random vectors. Such a network is referred to as a stochastic
fluid model. We formally describe the model in Section 3, but we also give an informal
description here in order to contrast our model with others that have been analyzed
in the literature. Our problem is a stochastic optimization problem with a relatively
simple decision structure. Before time 0, the decision maker must choose a set of
“allocation percentages” vk , which determine what percentage of a server’s capacity
will be devoted to class k fluid (assuming there is a sufficient amount of fluid to be
worked on). These percentages are then fixed once and for all. At time 0, when the
system begins operation, a realization of the stochastic parameters is revealed, and
the system then operates under that realization and the allocation percentages vk that
were chosen. The controller’s goal is to choose the allocations vk in a manner that will
minimize the expected draining time of the system. Hence, our problem is a stochastic
version of the fluid makespan problem. We focus on the makespan objective due to its
relative simplicity, although some of our results also apply to more general objective
functions.

We view this model as a useful approximation of reality in systems where at
least the following characteristics are present: (1) the dynamical aspects of the system
are well approximated by a multiclass fluid model, in particular the possible discrete
nature of the system and small time scale stochastic fluctuations are well represented
by a deterministic, continuous model; (2) the stochastic behavior of some structural
parameters of the system are dominant in terms of system behavior; and, (3) the
decision maker is constrained in the sense that some irreversible training or allocation
decisions must be made before the stochastic structural parameters can be measured.
Systems in a number of different application areas do have these characteristics and we
mention just a few. In a recent article, Harrison and Zeevi [20] presented a compelling
argument for using a model of a similar nature in call center applications. In particular,
in their model, incoming calls are approximated on a local time scale by a deterministic
fluid process. However, over longer time scales, they assume that the incoming call
rates have some stochastic variability that is the dominant random factor. Finally, they
posit that call center staffing decisions must be made before the incoming call rates are
known. Thus, their modeling framework for call centers coincides with our modeling
regime.

In semiconductor wafer manufacturing, the dynamics of the manufacturing pro-
cess can often be well approximated by a multiclass fluid model when there is a high
production volume in the wafer fab. The dominant uncertainties in a wafer fab are
usually in terms of demand rates (i.e., lot arrival rates) and the availability of critical
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equipment, due to unscheduled downtimes. In some cases, machine purchases, reticle
availability, and setups constrain the local time scale decisions of machines allocated
to different products. Hence, this application domain provides another motivation for
our model.

A number of different stochastic fluid models have been introduced in the
literature. There is a large body of work on models related to the classical Anick–
Mitra–Sondhi [2] stochastic fluid model. In those models, generally speaking, service
rates are deterministic and arrival rates vary according to an underlying Markov chain
(i.e., the arrival process is Markov modulated). The controller’s job is usually to deter-
mine which fluid classes to serve at any given time and how much of each fluid type
to admit to the system in order to minimize a cost function. For modeling of man-
ufacturing systems, both the incoming fluid rate and the processing rates at a server
might be allowed to vary according to some stochastic process. Again, in those mod-
els the controller might be allowed to control both admissions to the system and the
servers’ time allocations. For different approaches to these problems, see, for exam-
ple, [5,6,19,32]. Overviews of stochastic fluid models used in the manufacturing and
telecommunications application appear in [25,30]. A recent book by Meyn [27] pro-
vides a comprehensive overview of the relation between the control of fluid models
and scheduling complex stochastic networks.

The models mentioned earlier differ from ours in terms of the decision structure
in an important way. In the models of previous work, one usually has the freedom to
modify allocation or admission decisions as soon as a change in the system parameters
is observed, and in this sense, the decision structure is that of real-time control. We
do not have the luxury of being able to quickly adapt to changes in the system’s
parameters. Rather, the controller must commit to a decision ahead of time and then live
with the consequences of that decision regardless of the realization of the stochastic
parameters (i.e., the decision structure of our model is that of a time-static stochastic
program). This structure is reasonable when the controller must make a decision
concerning the design of the system. For example, the number of dedicated servers
(e.g., the number of trained personnel) to accomplish certain tasks should be decided
before the system starts running and it might be too costly, or logistically impossible,
to change this decision after the system parameters are observed. Another example,
where it is not possible to modify the decision after realizing the parameters, is signal
control for heavy traffic in urban areas. The controller must decide ahead of time on the
duration of red and green lights at each intersection without observing the actual flow
in the system. In this case, induction sensors at intersections do not provide sufficient
real-time information on the flow at every intersection.

Perhaps the model closest to ours in spirit is in the aforementioned article [20].
Using the motivation for parameter uncertainty in [20], we study the makespan prob-
lem for fluid networks that has been studied in Weiss [34] and Dai and Weiss [12].
Harrison and Zeevi [20] studied a more general server structure than ours, as their
network has flexible servers; that is, a fluid class can be served by more than one
station in the network. However, their network structure is simpler, since they only
consider “one pass” networks in which fluid visits only one server and then departs the
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network. Also in contrast to [20], we focus on the structural aspects of the stochastic
programming problem that arises. As in [20], Atlason, Epelman, and Henderson [3]
optimized staffing levels at a call center but they also addressed the combinatorial
problem of constructing employee shifts while using a simulation model to estimate
the center’s performance. Gürkan [18] selected constrained buffer sizes to optimize
throughput in a fluid tandem queueing network with random machine failures, again
using simulation to estimate steady-state throughput. The recent articles of Iyengar
and Zeevi [22] and Whitt [36] also examined queueing models with decision structures
that closely resemble ours.

In this article, our main objective is to analyze the fundamental properties of
the stochastic fluid makespan problem. In particular, we view the major contribu-
tions of this work as follows: (1) We determine necessary and sufficient conditions
for such problems to be “well posed” (i.e., to have a finite optimal solution); (2) We
give examples of specialized problem structures that are analytically tractable; (3) We
provide bounds using convexity results for makespan as a function of the allocation
decision and of the stochastic parameters; and, (4) We formulate the makespan prob-
lem as a numerically tractable stochastic nonlinear program. In general, stochastic
optimization models optimize a performance measure that might be represented by
any number of means (e.g., a mathematical program, an analytic queueing model, or
a simulation model). A primary contribution of this article is to structurally charac-
terize a performance measure captured by a stochastic fluid model in a way that can
then be exploited in solving the associated stochastic program. We hope this leads
to further investigation of solution techniques for the problem we pose. Moreover,
many systems allow for decision structures that lie between our time-static structure
and a real-time control structure. So, we believe that this work provides a stepping
stone to the development of related models with more complex, multistage decision
structures.

2. MODELING AND NOTATION

In this article, we consider a fluid model in which multiple classes of fluid, indexed
by k ∈ K , flow through a system consisting of stations indexed by j ∈ J . We envision
each class of fluid being stored in a buffer, which we refer to as buffer k. We assume
|J| ≤ |K| and that each class k is served by a unique station σk ∈ J . On the other hand,
station j drains a set of buffers denoted by Cj, where Cj = {k | σk = j}. The system
starts with an initial inventory ak in each buffer k. Fluid arrives to buffer k from outside
the system at rate αk . If station σk allocates all of its effort to buffer k, it takes mk units
of time to drain one unit of fluid from buffer k. When subscripts are omitted, a, α,
and m denote the vector forms of the above parameters. All vectors are assumed to be
column vectors. After the fluid leaves buffer k, some portion of the fluid is routed to
the buffers in the system and the remaining portion leaves the system. The proportion
of fluid that is routed to buffer l from buffer k is denoted pkl. The |K| × |K| matrix
P, with elements pkl, is called the routing matrix. In this work, matrices are denoted
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by uppercase letters; to denote the kth row of a matrix, the superscript k notation is
used. To avoid confusion, when a superscript is used as a power operator, the matrix
is written in parentheses. We use I to denote an appropriately dimensioned identity
matrix and e to denote the vector of all 1s.

The system described earlier is called a multiclass fluid network. An example of
a multiclass fluid network with two stations and four buffers is given in Figure 1. A
multiclass fluid process is given by (Z(t), T(t)) for t ≥ 0. In this notation, Z(t) and
T(t) are |K| dimensional. Tk(t) is the total amount of effort (in units of time) spent to
drain buffer k up to time t, and Zk(t) gives the amount of fluid in buffer k at time t. In
the above notation, Z(0) = a. We also define the service-time matrix, M = diag(m).
Then the dynamical equations governing the fluid process are, for all t ≥ 0,

Z(t) = a + αt − (I − P′)M−1T(t), (1a)∑
k∈Cj

Tk(t) ≤ t, j ∈ J , (1b)

Z(t) ≥ 0, (1c)

Tk(·) nondecreasing, Tk(0) = 0 for each k ∈ K . (1d)

A control policy is defined by a set of functions {Tk(t), k ∈ K} on [0, ∞). Once a
policy T(·) is specified, then Z(·) is determined by (1a). If the resulting Z(·) satisfies
(1c) and T(·) satisfies (1b) and (1d), then the solution is a feasible fluid solution.

Now, suppose we define vk(t) = Ṫk(t) for all k and all t ≥ 0 for which the deriva-
tive exists. It can be shown that T(·) is absolutely continuous and so its derivatives
exist a.e. Then the functions vk(·) provide an equivalent way to specify the control.
One can interpret vk(t) as the instantaneous percentage of effort at station σk devoted
to draining buffer k. In the stochastic setting we will find it easier to specify a control
policy via v(·) ≡ (vk(·)).

FIGURE 1. Multiclass network with two stations and four buffers.
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A policy is said to be stationary if these percentage allocations are not functions
of time when there is fluid in a buffer. In particular, if buffer k has fluid, vk percentage
of time is dedicated to draining that fluid. When the buffer is empty, we dedicate no
more than vk percentage of time to keep it empty. Clearly, we must then have∑

k∈Cj

vk ≤ 1, ∀j ∈ J . (2)

The makespan of a fluid network is the time that the network is actually drained
[i.e., the minimum t such that Z(t) = 0]. In this work, we analyze the problem of
minimizing the makespan of a given fluid network by deciding on the allocation
of effort at each station. Studying the makespan of fluid networks only makes sense if
the networks are open; that is, all fluid in the system will eventually leave the system.
This notion makes more intuitive sense for queueing networks with discrete customers,
but it turns out that it is necessary to adopt the same notion for fluid networks. To
simplify the notation throughout the article we define

Q = I + P′ + (P′)2 + · · · .

An open fluid network is one for which the sum above converges. In that case, Q is
well defined and its expression reduces to Q = (I − P′)−1. We refer the reader to [11]
for a detailed analysis of open fluid networks.

To ensure that the network can be drained, we need to enforce further conditions
on the network parameters. The effective arrival rate of class k is Qkα, and so the
amount of work that arrives to the system in unit time, destined for buffer k, is given
by Qkαmk . To be able to eventually drain the system, each station j must have enough
capacity to process the total work that arrives to the system and is destined for the
buffers in Cj; that is, the following inequalities must hold:∑

k∈Cj

Qkαmk ≤ 1, ∀j ∈ J . (3)

The conditions given in (3) are called the usual traffic conditions in the literature.
When the inequality holds strictly, we say that the strict usual traffic conditions hold.

In [34], the makespan problem is examined for reentrant lines in a deterministic
setting; that is, the parameters of the system are known deterministically at the time
of decision-making. A reentrant line is a special type of multiclass queueing network,
where only the first buffer receives exogenous input and proportional routing is not
allowed in the system. In [34] it is shown that, if the strict usual traffic conditions
hold, there exists a policy that drains a reentrant line in finite time. A similar result
holds for multiclass fluid networks, as shown in [10].

The main focus of this work is how to minimize the expected makespan of a
multiclass fluid system over stationary policies, when the parameters a, α, and m are
not known deterministically at the time of decision-making. The stationarity assump-
tion is restrictive, since it can be shown that, in some cases, all stationary policies are
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suboptimal when we allow inclusion of time-varying policies. It would certainly be of
interest in subsequent research to explore the more complex case with this restriction
removed. We denote the sample space of the random variables by � and denote a
sample point in the sample space by ω ∈ �. A random variable x is generally denoted
by x̃, and a realization of this random variable under ω ∈ � is denoted by xω.

3. THE MAKESPAN PROBLEM

Under a given policy, the makespan of a fluid network is defined as the time that the
system reaches the empty state. We seek a policy that drains the system in minimal
time. In the deterministic version of the problem, we assume that the parameters of the
system (i.e., a, α, and m) are known deterministically at the time of decision-making.
This problem can be formulated as follows:

t∗ = min
∫ ∞

0
1{e′Z(t)>0} dt s.t. (1a)–(1d).

Here, 1{e′Z(t)>0} is the indicator function, which takes value 1 if there is fluid in
the network at time t and value 0 otherwise. Taking the integral over time, we obtain
the total time that there is fluid in the system. Under a stationary policy, the system
stays empty after it is drained; hence, the value of the integral is the makespan of our
system.

The solution to the deterministic problem of minimizing makespan for general
multiclass fluid networks is given in [10, Chap. 12] (a solution for the special case of a
fluid reentrant line is given in [34]). To better understand this result and our subsequent
developments, we start by calculating the total workload in the buffers.

The amount that should be emptied from the buffers until all buffers are drained
can be written in two parts. The first part is the amount of fluid that flows from the
buffers due to the initial fluid inventory and is given by

a + P′a + (P′)2a + (P′)3a + · · · = Qa.

The second part is the amount of fluid that arrives to the system exogenously up to
time t and is given by

αt + P′αt + (P′)2αt + · · · = Qαt, ∀t ∈ [0, ∞).

Using the above calculations, we can compute the total cumulative workload for
buffer k up to time t as

(Qka + Qkαt)mk . (4)

We are now prepared to present the solution to the deterministic makespan problem.
From the above calculations one can see that for each j the numerator on the right-
hand side of Eq. (5) below is the total workload due to initial fluid inventory and the
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denominator represents the percentage of time available for processing initial fluid,
assuming the workload due to incoming fluid is processed immediately.

Theorem 3.1: If the usual traffic conditions for a multiclass fluid network hold, then
a lower bound for the makespan is

t∗ ≥ tLB = max
j∈J

{ ∑
k∈Cj

Qkamk

1 − ∑
k∈Cj

Qkαmk

}
, (5)

and this value can be attained. Conversely, if the usual traffic conditions are violated,
then the makespan is infinite for every policy.

Proof: See Chen and Yao [10, p. 384]. �

If a numerator in (5) is zero (i.e., there is no initial fluid to be processed at j), then
the associated ratio is zero, regardless of the value of the denominator. Otherwise, if
the usual traffic conditions hold but they do not hold strictly, then the lower bound
(5) is infinite. In this case, we regard the lower bound as being attained, as stated in
Theorem 3.1, since the makespan is also infinite.

So far, we have assumed that we know the parameters of the system determin-
istically at the time we select our control. In this case, Theorem 3.1 as given in [10]
provides a simple closed-form expression for an optimal policy. Furthermore, that
policy, for the deterministic problem, is a stationary policy. However, in this work our
main focus is on the makespan problem where the parameters a, α, and m are only
known via a probability distribution, and in this case we restrict the control a priori to
stationary policies for the reasons described in Section 1.

For the stochastic makespan problem, the time at which the system drains is
a random variable, so a natural objective is to minimize the expected value of the
makespan. Perhaps the simplest approach to the stochastic makespan problem is to
attempt to solve the problem as in the deterministic case, using the expected values of
the stochastic parameters; that is, we use the solution for the deterministic makespan
problem, where a, α, and m are replaced by their population means. This solution
is called the expected value solution. Despite being commonly used in practice, the
expected value solution can be drastically suboptimal when one of the parameter
vectors a, α, or m is random. We now show that the expected value solution may
lead to an infinite expected makespan, even if there are feasible solutions where the
expected makespan is finite.

Consider the network with one station and two buffers shown in Figure 2. Let
a = (0, 6), m = (1, 1), and α be random with P(α̃ = (0, 0)) = P(α̃ = (1/4, 1/4)) =
1/2. As a result, vEV = (1/8, 7/8) is the expected value solution; that is, the effort
allocated for buffer 1 is just enough to serve the expected inflow and the rest is devoted
to drain buffer 2. It is easy to see that with probability 1/2, this solution does not
drain the system (i.e., when the scenario α̃ = (1/4, 1/4) occurs). Hence, the expected
makespan is infinite if vEV is employed. However, the solution v∗ = (1/4, 3/4) yields
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FIGURE 2. Network with one station and two buffers.

an expected makespan of 10. It is possible to find a similar example when only m
is random. For the case in which a is random, the expected value solution yields a
finite makespan with probability 1 if there is a feasible solution with finite expected
makespan. Nevertheless, even in this case it is possible to find examples in which the
expected value solution is suboptimal. For a detailed discussion on the suboptimality
of the expected value solution, we refer the reader to [9].

In general, the stochastic makespan problem cannot be solved using expected
values, so we instead attack the problem using stochastic programming techniques.
We have already introduced one set of structural constraints for our problem, namely
(2). The next step in formulating the problem is to mathematically represent the
makespan in terms of v and the random parameters (ã, α̃, m̃). To do so, we use the
fact that if the total workload of buffer k is to be drained at time tk , the associated
effort expended must equal the amount of work that has arrived to buffer k up to time
tk; that is,

vktk = Qkãm̃k + Qkα̃m̃ktk , ∀k ∈ K .

Solving this equation for tk we obtain

tk = Qkãm̃k

vk − Qkα̃m̃k
, ∀k ∈ K . (6)

To interpret the expression given in (6), observe that the denominator gives the
remaining percentage of effort available, if all the work for buffer k due to exogenous
arrivals is removed from the system as soon as it arrives. The tk given in (6) is the time
at which buffer k has processed all of the work initially present in the system, assuming
it drains the workload due to exogenous arrivals as soon as it arrives. Therefore, the
makespan of the system under allocation v is the time when all buffers empty their
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initial amounts from the system, and it is given by

MS(v, ã, α̃, m̃) =
⎧⎨
⎩max

k∈K

{
Qkãm̃k

vk − Qkα̃m̃k

}
, vk > Qkα̃m̃k , ∀k ∈ K

∞, otherwise.
(7)

A necessary condition to have a finite expected makespan under a stationary
policy is

vk ≥ Qkα̃m̃k , ∀k ∈ K , w.p.1. (8)

The inclusive inequality in constraint (8) allows for the possibility of infinite makespan,
but we minimize with respect to decision vector v and so the expected makespan
will be finite whenever possible in the optimization model. Additionally, note that
nonnegativity of the allocation decisions, v ≥ 0, is ensured by (8).

Summarizing the development in (2), (7), and (8), we obtain the following
formulation for the stochastic makespan problem:

min
v

E

(
max
k∈K

{
Qkãm̃k

vk − Qkα̃m̃k

})
(9a)

s.t.
∑
k∈Cj

vk ≤ 1, ∀j ∈ J (9b)

vk ≥ Qkα̃m̃k , ∀k ∈ K , w.p.1. (9c)

The above formulation yields insight to the deterministic makespan problem; that is,

min
v

max
k∈K

{
Qkamk

vk − Qkαmk

}
(10a)

s.t.
∑
k∈Cj

vk ≤ 1, ∀j ∈ J (10b)

vk ≥ Qkαmk , ∀k ∈ K . (10c)

Specifically, we now show that the deterministic makespan problem is separable by
station.

Theorem 3.2: If the strict usual traffic conditions hold, then the deterministic
makespan problem (10) can be solved by solving the station makespan problems
separately. Specifically, let

v̄ j ∈ arg min
Vj

max
k∈Cj

{
Qkamk

vk − Qkαmk

}
, j ∈ J , (11)

where V j = {[vk]k∈Cj :
∑

k∈Cj
vk ≤ 1, vk ≥ Qkαmk , k ∈ Cj}. Then, v∗ = [v̄ j]j∈J

solves (10).
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Proof: Constraints (10b) and (10c) are equivalent to [v j]j∈J ∈ ×j∈JV j. The usual
traffic conditions (3) ensure V j 
= ∅, ∀j ∈ J and, hence, that (10) is feasible. Strictness
of these conditions ensures a finite makespan. Formulation (10) can be written as

min
[v j∈Vj]j∈J

max
k∈K

{
Qkamk

vk − Qkαmk

}
= min

[v j∈Vj]j∈J

max
j∈J

max
k∈Cj

{
Qkamk

vk − Qkαmk

}

= max
j∈J

min
v j∈Vj

max
k∈Cj

{
Qkamk

vk − Qkαmk

}
. (12)

The inner minimization in (12) is equivalent to that in (11), and the proof is
complete. �

Theorem 3.2 shows that even if the output of one station provides input to another
station, the optimal allocations of effort can be determined separately. Theorem 3.2
does not extend in general to the stochastic makespan problem. For stochastic prob-
lems, the following example shows that this separation result fails to hold even when
there is no fluid flow between the stations.

Consider the two-station three-buffer network in Figure 3, where there is no
input, only the initial inventory is random, and there is no flow between buffers. The
service times are as given in Figure 3, and let P(ã = (5, 1, 100)) = P(ã = (1, 5, 0)) =
1/2. Obviously, for the second station, we allocate v3 = 1. If we solve the stochastic
problem for station 1 without considering the second station, we obtain v1 = v2 =
1/2, which leads to an expected network makespan of 55. However, setting v =
(1/6, 5/6, 1) yields an expected makespan of 53.

In the above example, the suboptimality of the allocation based on optimizing the
stations separately arises as a result of dependence in the random vector governing the
initial inventory. Next, suppose that P(ã = (10, 0, 14)) = P(ã = (0, 4, 14)) = 1/2. In
this problem, a3 is deterministic and therefore independent of (a1, a2). When the
problem is solved for the stations separately, we obtain the optimal allocation as
v = (0.613, 0.387, 1), which yields an expected makespan of 15.15. However, when
the problem is solved taking both stations into account, the optimal allocation is

FIGURE 3. Nonseparable stochastic network.
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v∗ = (0.714, 0.286, 1), yielding a makespan of 14. Therefore, the separability property
does not necessarily hold, even when the stations are completely independent.

Equation (12) in the proof of Theorem 3.2 follows from exchanging the order of
minimization and maximization. However, when we have stochastic parameters, the
analog of (12) is

min
[v j∈Vj]j∈J

E

(
max
k∈K

{
Qkamk

vk − Qkαmk

})
= min

[v j∈Vj]j∈J

E

(
max

j∈J
max
k∈Cj

{
Qkamk

vk − Qkαmk

})
.

With the presence of the expectation operator, it is no longer possible to interchange the
optimization operations.As a result, Theorem 3.2 does not hold for the stochastic case.

4. EXISTENCE OF A FINITE OPTIMAL SOLUTION

For the deterministic makespan problem, Theorem 3.1 implies that if the usual traf-
fic conditions are strictly satisfied, a solution that yields a finite makespan exists.
The natural question that then arises in the stochastic problem is whether there
is a solution that yields a finite expected makespan if the usual traffic conditions
hold with probability 1. Unfortunately, it turns out that the almost sure usual traffic
conditions do not, in general, guarantee a finite expected makespan in the stochas-
tic makespan problem. As an example consider the network in Figure 2 when α

is random. Suppose a and m are deterministic with a = (0, 0) and m = (1, 1), and
let P(α̃ = (2/3, 0)) = P(α̃ = (0, 2/3)) = 1/2. The traffic intensity,

∑
k α̃kmk , is 2/3

under both scenarios. So, the usual traffic conditions are satisfied in both scenarios.
However, since α̃1 takes value 2/3 in the first scenario, it is necessary to have v1 ≥ 2/3
for a finite expected makespan. By a symmetric argument, we also need v2 ≥ 2/3 for
the second scenario. These conditions on (v1, v2) are inconsistent with (9b); that is,
there is no effort allocation that yields a finite expected makespan, even though the
usual traffic conditions are satisfied for each of the scenarios.

Motivated by the above example, we now derive necessary and sufficient condi-
tions that guarantee the existence of an allocation with finite expected makespan. To
do so, we need the notion of the essential supremum of a random variable X̃:

ess sup{X̃} ≡ inf{x : P(X̃ > x) = 0}.
Theorem 4.1: Consider a fluid makespan problem with stochastic parameters, and
let Sk ≡ ess sup{Qkα̃m̃k}. The necessary and sufficient conditions for a solution with
a finite expected makespan to exist are as follows:

(a)
∑

k∈Cj
Sk ≤ 1, ∀j ∈ J.

(b)

E

⎛
⎝ Qkãm̃k

Sk +
(

1 − ∑
l∈Cσk

Sl

)
/|Cσk | − Qkα̃m̃k

⎞
⎠ < ∞, ∀k ∈ K .
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Proof: If conditions (a) and (b) hold, then allocation vector v, where

vk = Sk +
1 − ∑

l∈Cσk
Sl

|Cσk |
for all k ∈ K , satisfies (9b) and (9c). From condition (b) we know that

E

(
Qkãm̃k

vk − Qkα̃m̃k

)
< ∞, ∀k ∈ K .

The buffer index set K is finite and hence so is the objective function (9a) evaluated
at this v. This proves the sufficiency of conditions (a) and (b) for the existence of a
solution with a finite expected makespan.

Now, suppose that (a) does not hold; that is, there is a station j∗ ∈ J with∑
k∈Cj∗ Sk > 1. Constraint (9c) is equivalent to vk ≥ Sk , for all k ∈ K . Thus, (9b)

for j = j∗ and (9c) for k ∈ Cj∗ are inconsistent; that is, (9) is infeasible and hence has
no solution with finite expected makespan.

Finally, suppose that (b) does not hold; that is,

E

(
Qk∗

ãm̃k∗

Sk∗ + (1 − ∑
l∈Cσk∗ Sl)/|Cσk∗ | − Qk∗

α̃m̃k∗

)
= ∞ (13)

for some k∗ ∈ K . If the system defined by (9b) and (9c) is infeasible, then the proof
is complete, so we restrict attention to the case when

∑
l∈Cσk∗ Sl ≤ 1 and, in turn,

consider the cases when this inequality holds with equality and is strict.

Case 1:
∑

l∈Cσk∗ Sl = 1. In this case, in all feasible allocations, vk∗ = Sk∗ . By (13),

E

(
Qk∗

ãm̃k∗

Sk∗ − Qk∗
α̃m̃k∗

)
= ∞,

and hence the objective function (9a) is also infinite for any feasible v.

Case 2:
∑

l∈Cσk∗ Sl < 1. So, there exists an ε > 0 such that
∑

l∈Cσk∗ Sl + ε = 1. Thus,

E

(
Qk∗

ãm̃k∗

Sk∗ + ε/|Cσk∗ | − Qk∗
α̃m̃k∗

)
≤ |Cσk∗ |E

(
Qk∗

ãm̃k∗
)

ε
,

which implies E
(
Qk∗

ãm̃k∗
) = ∞. For any feasible allocation v,

E

(
Qk∗

ãm̃k∗

vk∗ − Qk∗
α̃m̃k∗

)
≥ E

(
Qk∗

ãm̃k∗

1

)
= ∞.

�
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When conditions (a) and (b) of Theorem 4.1 hold, the proof of the theorem
specifies a feasible solution that yields a finite expected makespan. We assume the
existence of a finite optimal solution for the remainder of this article.

5. SPECIAL CASES

In Section 3, we discussed examples showing that the solution obtained by using
the expected values of the random parameters need not be optimal for the stochastic
makespan problem. In general, it is not possible to state the solution of the stochastic
problem analytically. That said, the purpose of this section is to describe special cases
in which it is possible to characterize the solution analytically. We explore the special
cases that arise when only one set of the parameters a, α, or m is random.

Although the expected value solution does not, in general, solve the stochastic
problem, we can ask: If we have a stochastic fluid system, in which one of the stations
is “deterministic,” is it possible to say anything about the solution? The following
theorem answers this question.

Theorem 5.1: Assume model (9) has a solution with finite expected makespan. If j∗ ∈
J satisfies Qkaω1 mω1

k = Qkaω2 mω2
k ≡ βk and Qkαω1 mω1

k = Qkαω2 mω2
k ≡ ρk, ∀ω1, ω2 ∈

� and ∀k ∈ Cj∗ , then there is an optimal solution, v∗, to the stochastic makespan
problem with

v∗
k = βk − βk

∑
l∈Cj∗ ρl + ∑

l∈Cj∗ βlρk∑
l∈Cj∗ βl

, ∀k ∈ Cj∗ . (14)

Proof: We first note that v∗
k , k ∈ Cj∗ , satisfies (9c) because the numerator of (14) is

positive by condition (a) of Theorem 4.1, and (9b) for j = j∗ holds since

∑
k∈Cj∗

v∗
k =

∑
k∈Cj∗ βk − ( ∑

k∈Cj∗ βk
)( ∑

l∈Cj∗ ρl
) + ( ∑

l∈Cj∗ βl
)( ∑

k∈Cj∗ ρk
)

∑
l∈Cj∗ βl

= 1.

Let hk(vk) denote the draining time of buffer k ∈ Cj∗ [i.e., the right-hand side of
(6)]. The draining time of the last buffer at station j∗ is maxk∈Cj∗ hk(vk). Note that hk is a
decreasing function over feasible allocations and hk(v∗

k ) = ∑
l∈Cj∗ βl/(1 − ∑

l∈Cj∗ ρl);
that is, the draining time is equal for all buffers k ∈ Cj∗ . This coupled with

∑
k∈Cj∗ v∗

k =
1 implies

max
k∈Cj∗

{
hk(v

∗
k )

} ≤ max
k∈Cj∗

{hk(vk)} (15)

for all feasible allocations vk , k ∈ Cj∗ . Suppose v∗∗ solves the stochastic makespan
problem and extend v∗

k from (14) to v∗
k = v∗∗

k , k ∈ K \ Cj∗ . From (15), we have

max
k∈Cj∗

{
Qkaωmω

k

v∗
k − Qkαωmω

k

}
≤ max

k∈Cj∗

{
Qkaωmω

k

v∗∗
k − Qkαωmω

k

}
, ∀ω ∈ �. (16)
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We know that v∗ and v∗∗ drain all other buffers at the same time; hence,

max
k∈K

{
Qkaωmω

k

v∗
k − Qkαωmω

k

}
≤ max

k∈K

{
Qkaωmω

k

v∗∗
k − Qkαωmω

k

}
, ∀ω ∈ �.

Taking expectations,

E

(
max
k∈K

{
Qkãm̃k

v∗
k − Qkα̃m̃k

})
≤ E

(
max
k∈K

{
Qkãm̃k

v∗∗
k − Qkα̃m̃k

})
.

Hence, v∗ also solves the stochastic makespan problem. �

Theorem 5.1 implies that if the random parameters defining our stochastic
makespan problem have a certain structure, then the expected value solution solves
the stochastic problem. In the next three subsections, we clarify this implication by
examining three special, intuitive cases.

5.1. Random Incoming Rates

In this subsection, we assume that only the incoming rate vector α is random and
that it has a special probabilistic structure. Specifically, we assume that random-
ness is observed proportionally for all buffers; that is, there is a deterministic base
rate vector α0, and for any scenario, ω ∈ �, the rate vector can be represented as
Nωα0. Here, Nω is a scalar determined by scenario ω. This is equivalent to assum-
ing that fluid arrives to the system from a single source with an unknown rate,
but it is distributed to the stations in the system according to fixed proportions.
Note that since fluid reentrant lines have exogenous arrivals to only one buffer,
this structural assumption always holds for stochastic makespan problems in such
networks.

With the above assumption, we can construct the following special case.

Theorem 5.2: Assume model (9) has a solution with finite expected makespan. If α̃ =
Ñα0 and j∗ ∈ J satisfies Qkα0/Qka = Qlα0/Qla, ∀k, l ∈ Cj∗ , then there is an optimal
solution, v∗, to the stochastic makespan problem with

v∗
k =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Qkα0mk∑
l∈Cj∗ Qlα0ml

if
∑

l∈Cj∗ Qlα0ml > 0

Qkamk∑
l∈Cj∗ Qlaml

if
∑

l∈Cj∗ Qlα0ml = 0

, ∀k ∈ Cj∗ . (17)

Proof: We first show that all the buffers in station j∗ are drained at the same time for
each scenario. If

∑
l∈Cj∗ Qlα0ml = 0, then j∗ satisfies the conditions of Theorem 5.1.

Moreover, v∗
k from (17) is identical to that of (14), and hence, from the proof of

Theorem 5.1 all of the buffers at j∗ are drained at the same time. If
∑

l∈Cj∗ Qlα0ml > 0,
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then
∑

k∈Cj∗ v∗
k = 1 and, as earlier, (9c) holds by condition (a) of Theorem 4.1. Then,

for any k, l ∈ Cj∗ and ω ∈ �,

Qkamk

Qkα0mk/
∑

i∈Cj∗ Qiα0mi − NωQkα0mk
= Qkamk

Qkα0mk

(
1/

∑
i∈Cj∗ Qiα0mi − Nω

)

= Qlaml

Qlα0ml

(
1/

∑
i∈Cj∗ Qiα0mi − Nω

)

= Qlaml

Qlα0ml/
∑

i∈Cj∗ Qiα0mi − NωQlα0ml
.

Hence, in each scenario, the proposed solution drains all of the buffers at j∗ at the
same time.

Next, we show that (v∗
k )k∈Cj∗ leads to a finite expected draining time for all buffers

at j∗. By hypothesis, conditions (a) and (b) of Theorem 4.1 are satisfied. Using (a),
we know that

∑
k∈Cj∗ ess sup{Ñ}Qkα0mk ≤ 1. Hence,

ess sup{Ñ} ≤ 1/
∑

k∈Cj∗

Qkα0mk . (18)

If the inequality holds strictly, there exists an ε > 0 such that

E

(
Qkamk

v∗
k − ÑQkα0mk

)
<

Qkamk

ε
, ∀k ∈ Cj∗ .

On the other hand, if the inequality holds as an equality, then v∗
k = Sk , ∀k ∈ Cj∗ . Using

condition (b) of Theorem 4.1, we conclude that v∗ leads to a finite expected draining
time for all buffers at j∗.

Suppose v∗∗ solves the stochastic makespan problem and extend the definition
of v∗

k from (17) to v∗
k = v∗∗

k , k ∈ K \ Cj∗ . The proof can now be completed using the
same argument as in the proof of Theorem 5.1. �

Note that Theorem 5.2 holds even if there is a j∗, such that Qkα0/Qka =
Qlα0/Qla = ∞ ∀k, l ∈ Cj∗ , (i.e., Qka = Qla = 0). Since the necessary and suffi-
ciency conditions are satisfied, (18) implies Qkα0mk/

∑
i∈Cj∗ Qiα0mi − NωQkα0mk ≥

0, ∀ω ∈ �. Hence, the station stays empty for all scenarios and all the buffers are still
drained at the same time, so the result follows.

5.2. Random Service Rates

In the previous subsection, the arrival rates for all buffers in the system were per-
fectly correlated. Since the arrival rates might be determined by the same causes in
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the exogenous environment and there are systems like reentrant lines, such a depen-
dence assumption could naturally arise. However, assuming a similar structure for
the system’s service rates might be overly restrictive. Fortunately, in the case where
service rates are random, similar results hold with a relaxed version of the dependence
assumption. In particular, we need only assume that service rates for buffers within
the same station are proportional for all scenarios ω ∈ �; that is, there is a base service
time m0, and for any scenario ω, mω

k = Nω
j m0

k . Here, Nω
j is determined by station j and

scenario ω and can differ by station under the same scenario. This probabilistic struc-
ture could arise as follows. Suppose that there are several identical machines at each
station with deterministically known service times but that the number of machines
in working condition is unknown when the allocation policy must be specified. In
this case, a fluid model with the above random service rate structure can serve as a
reasonable approximation.

The next theorem allows us to present a result useful for systems in which a and
α are not random, and the service rates are correlated in the manner just discussed
earlier.

Theorem 5.3: Assume model (9) has a solution with finite expected makespan.
If j∗ ∈ J satisfies m̃k = Ñj∗m0

k , k ∈ Cj∗ and Qkα/Qka = Qlα/Qla, where k, l ∈ Cj∗ ,
then there is an optimal solution, v∗, to the stochastic makespan problem with

v∗
k =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Qkαm0
k∑

l∈Cj∗ Qlαm0
l

if
∑

l∈Cj∗ Qlαm0
l > 0

Qkam0
k∑

l∈Cj∗ Qlam0
l

if
∑

l∈Cj∗ Qlαm0
l = 0

, ∀k ∈ Cj∗ . (19)

Proof: Using the same approach as in Theorem 5.2, it can be shown that all buffers
at station j∗ are drained at the same time for each scenario. Then the result follows
from the argument used in the proofs of Theorems 5.1 and 5.2. �

5.3. Random Initial Inventory

As a final special case, we consider a system in which α and m are deterministic but
the initial inventory vector ã is random with perfectly correlated components.

Theorem 5.4: Assume model (9) has a solution with finite expected makespan.
If ã = Ña0, then

v∗
k =

βk − βk
∑

l∈Cσk
ρl + ∑

l∈Cσk
βlρk∑

l∈Cσk
βl

, ∀k ∈ K , (20)

where βk = Qka0mk and ρk = Qkαmk, solves both the expected value and stochastic
makespan problems.
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Proof: Notice that,

E

(
max
k∈K

{
QkÑa0mk

vk − Qkαmk

})
= E(Ñ) max

k∈K

{
Qka0mk

vk − Qkαmk

}
.

Hence, minimizing maxk∈K
{
Qka0mk/(vk − Qkαmk)

}
subject to (9b) and (9c) yields

an allocation that solves both the stochastic and expected value versions of the
makespan problem. The form of v∗ given in (20) then follows by applying
Theorem 5.1. �

6. SOLUTION METHODS

In Section 5 we presented a number of cases in which the stochastic makespan prob-
lem can be solved analytically, specifically by using the so-called expected value
solution. However, these special cases are of somewhat limited scope. So, in this
section we outline methods for solving, or approximately solving, the stochastic
makespan problem (9), that are more generally applicable. Our goal here is to give an
overview of available solution approaches, depending on the nature of the distribution
of ξ̃ = (ã, α̃, m̃), not to carry out a detailed computational study. However, we do
provide results that suggest that our optimization model (9) is numerically tractable
on moderate- to large-sized networks. (Our test problems have up to 75 buffers and
15 stations.)

Let hk(vk , ξ) denote the draining time of buffer k with allocation vk and
parameter realization ξ = (a, α, m). First, we note that for fixed ξ , hk(vk , ξ) =
Qkamk/(vk − Qkαmk) is convex in feasible vk , and hence, so are MS(v, ξ) =
maxk∈K hk(vk , ξ) and E(MS(v, ξ̃ )). This, coupled with the fact that (9c) can be replaced
by vk ≥ Sk ≡ ess sup{Qkα̃m̃k}, ∀k ∈ K , means that (9) is a convex optimization prob-
lem. If � is finite with a modest number of sample points and with probability mass
function pω = P(ξ̃ = ξω), ω ∈ �, then we can solve (9) using a convex nonlinear
programming algorithm. One such algorithm is a variant of Kelley’s cutting-plane
method [24] that handles the nondifferentiability of our objective function that arises
from the “maxk∈K .” In stochastic programming, this algorithm is known as the
L-shaped method [33]. The algorithm iteratively solves a master program whose size
depends on the dimension of v and evaluates E(MS(v, ξ̃ )) and its (sub)gradient at
the master program solution. The algorithm scales well with |�| because these latter
computations separate for each ω ∈ � and, hence, can be done quickly.

If ξ̃ has too many (possibly an infinite number of) realizations, we cannot solve
(9) exactly, but approximation techniques can be employed. We discuss two approxi-
mations: one based on Monte Carlo sampling and the other on deterministically valid
bounds.

The Monte Carlo sampling approximation, in its simplest form, entails generat-
ing independent and identically distributed (i.i.d.) observations ξ̃ 1, . . . , ξ̃ n from the
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distribution of ξ̃ and solving

min
v

1

n

n∑
i=1

max
k∈K

hk(vk , ξ̃ i) (21a)

s.t.
∑
k∈Cj

vk ≤ 1, ∀j ∈ J (21b)

vk ≥ Sk , ∀k ∈ K . (21c)

Let v∗(n) denote the optimal solution and z∗(n) denote the optimal objective function
value of (21). Model (9) has a convex objective function and a compact (and convex)
feasible region. As a result, with probability 1, z∗(n) → z∗, where z∗ is the optimal
value of (9), and all limit points of {v∗(n)} solve (9). See the recent review in [31] for
these consistency results and other asymptotic properties of the Monte Carlo method.
Of course, from the perspective of numerically solving model (21), we can again
exploit its structure with application of the cutting-plane method described earlier.

Our second approximation method applies to the special cases of the stochastic
makespan problem, when only one set of the stochastic parameters (either a, α, or m)
is random or when these three random vectors are independent. This approach uses
deterministically valid bounds on the objective function that exploit the convexity of
MS(v, ·) with respect to the stochastic parameters.

Theorem 6.1: Let v satisfy (21b) and (21c). Then MS(v, ·, α, m), MS(v, a, ·, m), and
MS(v, a, α, ·) are convex functions on the convex hull of the stochastic parameters’
support.

Proof: It suffices to show hk(vk , ·, α, m), hk(vk , a, ·, m), and hk(vk , a, α, ·) are convex
because, in each case, MS is then the maximum of a finite collection of convex
functions and hence is convex.

Case 1: hk(vk , ·, α, m) is a linear function and thus convex.

Case 2: hk(vk , a, ·, m) is the composition of a convex, increasing function, f (x) =
Qkamk/(vk − x), with a linear function and is therefore convex.

Case 3: Let f (mk) = Qkamk/(vk − Qkαmk). The second derivative of f is

d2f (mk)

dm2
k

= QkaQkαvk

(vk − Qkαmk)3
.

Convexity of f and, hence, hk(vk , a, α, ·) again follow as vk is feasible. �

Let f : 
d → 
 be a convex function and ξ̃ be a random d-vector. Jensen’s
inequality provides a well-known lower bound on Ef (ξ̃ ) [i.e., Ef (ξ̃ ) ≥ f (Eξ̃ )].When ξ̃
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has bounded support, a class of upper bounds on Ef (ξ̃ ) is provided by the Edmundson–
Madansky (EM) inequality. Madansky [26] and Frauendorfer [15] developed this
bound in the respective cases when the components of ξ̃ are independent and depen-
dent, assuming that ξ̃ ’s support is (contained in) a hyperrectangle. These results have
been extended to simplicial and general polyhedral domains [13,17]. We represent an
EM bound via Ef (ξ̃ ) ≤ Ef (ξ̃EM), where ξ̃EM is a random vector taking values only at
the extreme points of ξ̃ ’s support. So, if the domain is a hyperrectangle, computing
Ef (ξ̃EM) requires 2d evaluations of f but that number is d + 1 for a simplicial domain.

Theorem 6.1 allows us to apply the bounds of Jensen and Edmundson–Madansky
to the following important special cases of the stochastic makespan problem.

Corollary 6.1: Let MS(v, ξ) denote the makespan function. If only one set of the
stochastic parameters (either a, α, or m) is random or if the subvectors ã, α̃, and m̃
of ξ̃ = (ã, α̃, m̃) are mutually independent, then

MS(v, Eξ̃ ) ≤ E

(
MS(v, ξ̃ )

)
≤ E

(
MS(v, ξ̃EM)

)
. (22)

Assuming ξ̃ satisfies the hypothesis of Corollary 6.1, we can solve the makespan
problem under the single scenario Eξ̃ to obtain allocation vEV and optimal value
z = MS(vEV , Eξ̃ ) ≤ z∗ ≡ minv E(MS(v, ξ̃ )). Carrying out this optimization over the
feasible region of (21b)–(21c) ensures vEV is feasible to the stochastic makespan
problem. Then, we compute z̄ = E(MS(vEV , ξ̃EM)) ≥ E(MS(vEV , ξ̃ )) ≥ z∗. If z̄ − z is
sufficiently small, then vEV is a high-quality approximate solution to the stochastic
makespan problem. Otherwise, the Jensen and Edmundson–Madansky bounds can
be tightened by applying them in conditional fashion to a partition of ξ̃ ’s support. In
this way, the lower and upper bounds of (22) allow us to employ a bounding-and-
approximation scheme to (approximately) solve the stochastic makespan problem.

We consider two sets of test problems, each with four networks using buffer–
station combinations of 10-5, 25-5, 50-10, and 75-15. Our first set of test problems
are reentrant lines. In the reentrant “10-5” test problem, fluid makes two left-to-right
passes through the five stations, and in the other three problems, the fluid makes five
such passes. In these reentrant problems, all incoming rates are zero except at the
first buffer of the first station, and α̃1 is assumed to be a continuous uniform random
variable on (0, αmax

1 ). The second set of test problems are identical to the reentrant lines,
except every buffer receives exogenous arrivals with each α̃k being an independent
uniform random variable on (0, αmax

k ). In all test problems, the parameters a and m
are deterministic.

We form the test problems by first randomly selecting values of m and a. Then,
each such selection forms a single instance of a test problem, where m and a are fixed
and only α is random. For example, in the 75-15 model, we form a test problem by
selecting 75 mk values uniformly from [0, 1] and we similarly select 75 ak values from
the discrete uniform on {1, . . . , 10}. The value of αmax

1 in the first set of (reentrant)
test problems and the vector αmax in the second set of problems are then selected
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so that the conditions presented in Theorem 4.1 hold.We note that our simpler reentrant
test problems satisfy the first, but not the second, hypothesis of Theorem 5.2. The
latter condition fails to hold because initial inventories at the buffers fail to have the
required form.

We apply the approximation procedure with deterministic bounds to the reentrant
lines in which the randomness is one dimensional, but for reasons alluded to earlier,
we do not apply that procedure to the problems with higher-dimensional randomness
in which all buffers receive exogenous inflow. The Monte Carlo approximation is
applied to both sets of test problems.

The Jensen and Edmundson–Madansky bounds are applied conditionally to a par-
tition of (0, αmax

1 ) with n = 10,000 equally sized cells for the reentrant test problems.
We compute the associated Jensen bound by solving the stochastic makespan problem
with 10,000 realizations (i.e., conditional expectations on the 10,000 cells) using the
cutting-plane method described earlier. Doing so yields z and a solution v∗(n). We
then evaluate the Edmundson–Madansky upper bound, z̄, at v∗(n), which requires
10, 001 function evaluations of MS(v∗(n), ·). For the four reentrant test problems, the
associated percentage gap, 100(z̄ − z)/z is listed in the second column of Table 1.
By increasing the number of cells n, we can ensure that the conditional Jensen and
EM bounds, as well as the solutions v∗(n), converge to their counterparts for prob-
lem (9). Development of this sequential approximation method using the Jensen and
EM bounds begins with Huang, Ziemba, and Ben-Tal [21], and adaptive schemes
for forming the cell-based partition of the support are described, for example, by
[8,14,16,23].

Table 1 also shows the computation time required to solve instances of model (21)
for n = 10, 000 i.i.d. observations of α̃1 to varying levels of precision, again using the
cutting-plane algorithm.All reported CPU times are on a 1.8 GHz, Pentium Xeon dual-
processor machine with 1 GB of memory. At each iteration, the algorithm produces
upper and lower bounds z̄∗(n) and z∗(n) on z∗(n), the optimal value of model (21). The
cutting-plane algorithm terminates when (z̄∗(n) − z∗(n))/z∗(n) ≤ ε. The coefficient
of variation of the sample mean objective function of the 75-15 reentrant test problem,
with v = v∗(n) and n = 10, 000, is roughly 10−5, meaning that there is little point in
solving model (21) for more precise values of ε. We note that the times to compute
the Jensen lower bound with 10,000 cells are essentially the same as those reported
in Table 1.

TABLE 1. Gap Between the EM and Jensen Bounds, and Computation Times (s)
for Reentrant Lines of Different Sizes for 10,000 Sample Points

Buffers–
Stations EM–J (%) ε = 10−1 ε = 10−2 ε = 10−3 ε = 10−4 ε = 10−5 ε = 10−6

10-5 0.0000 2 2 3 4 4 5
25-5 0.0420 22 30 60 213 411 518
50-10 0.0004 89 141 334 1,469 4,263 5,331
75-15 0.0046 208 861 1,877 3,210 6,967 11,212
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TABLE 2. Computation Times (s) for the Monte
Carlo Approximation with 10,000 Sample Points
Applied to the Test Problems Where Each Buffer
Receives Exogenous Arrivals

Buffers–Stations ε = 10−1 ε = 10−2 ε = 10−3

10-5 1 1 2
25-5 9 21 64
50-10 131 248 1,092
75-15 301 1,087 6,656

Table 2 shows the computation time for instances of model (21) in which each
buffer receives exogenous arrivals. The coefficient of variation of the sample mean
objective function for this version of the 75-15 test problem is about 10−4. We observe
that for our larger systems, having an increased number of random parameters
increases the computation time. Hence, in Table 2 we solve the test problems to a
precision of up to ε = 10−3. These computations indicate that it is possible to solve
the stochastic makespan problem for large networks with a desirable level of accuracy
in reasonable time.

7. FUTURE WORK

There are two clear-cut ways in which the model considered in this article can be
extended. In the current model, the percentage allocations are set before realizing the
stochastic parameters, and cannot be changed afterward. One can envision a number
of modifications to allow for a more flexible decision structure. One possible exten-
sion of this work is to consider the case in which a recourse action is possible; that is,
the decision maker is allowed to change the allocations after some fixed time T . A
more extensive modeling framework would allow recourse and stochastic changes
in the parameters at a set of time points T1, . . . , TN . Such a model is clearly a gen-
eralization of the model presented in this article, and Büke [9] explored this more
general model. Another way to modify the decision structure is to allow the controller
to select a proportional allocation vector, rather than a fixed allocation vector. When
a proportional allocation is chosen, a station works full time on all fluid types with
positive buffer levels.

It is also clear that for some applications, the makespan objective is not the
most appropriate. The deterministic fluid model with a linear holding cost objective
has been widely studied in the literature. One contribution of this article is to show
that even the basic properties of the makespan problem change when the parameters
are viewed as being random. Hence, the work herein raises the question of how
the optimization characteristics of fluid problems under various objective functions
change when random parameters are introduced.
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