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Exploring the Trade-offs Between Incentives for
Distributed Generation Developers and DNOs

Gareth. P. HarrisoMember, IEEE, Antonio Piccolo, Pierluigi Siano, A. Robin Waltac

Abstract—Regulators are aiming to incentivize developers
and Distribution Network Operators to connect distibuted
generation (DG) to improve network environmental peform-
ance and efficiency. A key question is whether thesncentives
will encourage both parties to connect DG. Here, niti-
objective optimal power flow is used to simulate he the par-
ties’ incentives affect their choice of DG capacitywithin the
limits of the existing network. Using current UK incentives as
a basis, this paper explores the costs, benefits catrade-offs
associated with DG in terms of connection, lossesd in a
simple fashion, network deferral.

Index Terms—incentives, distributed generation, losses, op-
timization methods, power generation planning.

|. INTRODUCTION

EDIUM and long term targets have been set by the

United Kingdom (UK) Government to lower the car-
bon intensity of energy supply. The Renewables gakitbn
requires 10% of electricity to be supplied from eemable
sources by 2010. A further 10 GW of ‘good qualitgm-
bined heat and power (CHP) is required by the gaenied.
In the decade up to 2010, these challenging targidtse-
quire the connection of up to 20 GW of distribugehera-
tion (DG), much within distribution networks.

Connection of DG is known to be technically chafjen
ing with a wide variety of well-documented impaictslud-
ing voltage rise, which tends to be the dominafeatfin
rural networks [1]. While the mitigation of advelisepacts
is well established, there have been concerns dbap-
connection charging models which oblige developers
fund, upfront, the full capital costs of connectiane acting
as a disincentive to DG [2]. Further concerns idell the
fact that the developers were not being rewardedvéme-
fits that DG could provide [2]. These include imped en-
vironmental performance, reduced losses and therapp
nity to defer network reinforcement arising froneii@asing
loads.
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One of the key ways of reducing barriers to DG is
through the use of Distribution Use of System (DWoS
charges that apply shallower connection chargegeftett
the costs and benefits associated with DG. Borrgwiiom
transmission methods, several approaches have freen
posed to allocate the costs of network developnaert
losses between demand and generation [3]-[5].

In the UK, Ofgem regulates DNOs through five-year
distribution price controls. It considered introthgs a full
DUoS system for the 2005 to 2010 period [6] bustead,
adopted an interim scheme that provided some iivent
for DNOs to connect DG and develop their systens ec
nomically. With this scheme in place for much oé the-
riod to 2010, it is important that it incentivizesth DNOs
and DG developers to maximise connections of DG.

This paper explores the current incentives avasldot
developers of DG and the DNOs in the UK and offers
brief international comparison (Section II). In Sew Il it
presents a multi-period multi-objective Optimal Row
Flow (OPF), as a means of examining whether curdét
incentives will facilitate the connection of great®lumes
of DG. Section IV and V present and discuss thelioap
tions of a case study.

II. INCENTIVESAND DISTRIBUTED GENERATION

This section takes a closer look at the incentfeeDNOs
and developers, the two main players in the DG etark

A. Network Connection and Use

Assuming rational economic behaviour, the objectife
DG developers will be to maximise returns from gieity
sales or, in the case of CHP, minimise the costrargy
imports. Broadly speaking, these will tend to be mith
increased installed capacity but they will be digantly
influenced by DNO policies on connection and useys:
tem charges.

Internationally, the incentives and practices fonmect-
ing DG are very diverse. Many countries use degpgihg
(e.g., Australia, Ireland) while others (e.g., WtaFrance,
Norway) apply shallower charges [7]-[8]. In the téxui
States, customers are liable to pay costs exceediagula-
tor-determined connection ‘allowance’ [7]. Most t&yas
do not currently apply DUoS charges to DG excepat faw
cases, including Sweden (DG>1.5 MW [3]) and the UK.

Before April 2005, DG connecting to UK distribution
networks was charged the full capital costs of eation,
and capitalised O&M costs instead of DUOS chardes.



part of the price control, DG connecting post-A005

pay the following DU0OS charges [6]:

1. a 15 year annuity charge based on 80% of the ¢a@st 0
inforcement works required to connect the DG, if.an

2. an annual capacity charge of £1.50/kW of DG capacit
installed in lieu of remaining reinforcement cost.

3. an annual operations and maintenance (O&M) chafrge o
£1/kW of DG capacity to recover appropriate costs.

The charges incentivize the DNO to connect DG lmyigF

ing a return in excess of the normal regulated sateturn,

provided there is a reasonable level of take up wme of

connected generation and the costs of connecti®meda-

tively low [8].

Ultimately, the cost of network connection and #s&y
primarily driven by the match between the capaoitghe
DG and the network to which it is connecting. WhaG
development is larger than can be accommodatedjisen
location, the traditional approach has been to aghgrthe
network to the detriment of scheme economics. Given
UK incentives for DNOs, there is benefit to DNOslate-
velopers in reducing the capital costs associatiétul nein-
forcement. While active network management [9] will
make a significant contribution, there remains adéo
identify and encourage DG connections at locatiand
capacities that make best use of the existing nétyi®d]-
[13]. With UK DNOs publishing network data in Long
Term Development Statements, such analyses areacr
ingly within reach of developers.

The current UK DUo0S appears to offer both develsper
and DNOs incentives that tend to encourage incsease
DG capacity. However, the picture is complicatedottyer
incentives, not least those relating to losses.

B. Losses

7% of electricity generated in Great Britain istlas dis-
tribution losses [14]. Marginal losses are higheat enay be
up to 30% at the extreme edges of the networksViBiile
losses are inevitable, they can be managed thrinugst-
ment in low loss equipment, more effective netwook-
figuration and energy efficiency [14]. Additionalliosses
can be significantly influenced by DG: injectionispmwer
at lower voltages tend to reduce losses but, whisese
greatly exceed demand, losses may increase ovédall.
though the DG impact on losses is site and timeifpe
losses tend to follow a U-shaped trajectory [15].

Until 2005 the only DNO incentives for reducingdes
were through loss adjustment factors (LAFs) [1&hvgite-
specific LAFs applied at 33 kV and above. The pioe-
trol incentivizes DNOs to manage losses by proygdie-
wards for loss reductions and penalties for in@eagla-
tive to a target level. Each DNO’s annual targeses by
Ofgem and values losses at £48/MWh (in 2004 values)
This is aimed at encouraging DNOs to undertakendees-
sary investment to reduce losses [6]. However,rgthe re-
lationship between losses and DG penetration, DN@yg
be exposed to DG-induced losses where larger vauhe
DG connect. As such, the ability of modest penietnat of
DG to reduce losses could incentivize DNOSs to liogh-
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nections within their networks. This potential ispiortant
given the larger relative loss incentive (£2.50/péf year
is equivalent to £48/MWh for a source operatingyosil
hours/year). The other major area of concern it dbsel-
opers are not fully incentivized for their impact losses.

Among the wide range of practices internationatigst
European countries require DNOs to purchase losgbs
the rest tending to specify standard loss levetkédd by
penalties for non-compliance [8]. Spain and Poithgae a
hybrid approach that rewards reductions below adstal
level whilst requiring increases to be purchasexunfthe
energy pool. As in the UK, the DNOs bear the rislDG
impacts on losses.

C. Deferral of Network Upgrades

A further major area where DG can have a significan
impact is through deferment of network reinforcetribat
would otherwise be required to meet load growthe Th
value of substituting DG for network capacity cas $ig-
nificant. A study of four US DNOs [17] suggesteccmge
marginal distribution capacity costs range from @&%$o
US$556/kW with individual area marginal costs of tap
US$1,795/kW. These are similar to the AUS$1500/IeA/ r
ported for parts of Sydney, Australia [18]. Whiletvalue
attributed to the deferral of network upgradesdauily de-
pendent on the reliance that can be placed on tAetd
produce power at times of peak load, rewarding b& t
defers network reinforcement would provide a valedb-
cational signal.

Although mechanisms for recognising network deferra
benefits of DG are being developed for the UK, ¢herno
formal mechanism within current network costing raisd
Primarily, this is due to the demand-oriented siéggtan-
dard, Engineering Recommendation (ER) P2/5 mangator
in DNO planning. Developed in the 1970s, ER P2fned
the network capacity required to meet demand feder
fined outage conditions and simply did not recogrise
potential for security contributions from newer DG. Al-
though a new standard ER P2/6 now provides a lfasis
quantifying contribution to system security [19]siill does
not provide a mechanism for recognising the benefit

D. Coherent Incentives?

The loss incentive for DNOs appears to contradiet t
connection incentives for developers and DNOs. With
more cost reflective distribution charging modeldevel-
opment it is also important to examine the incesgiof-
fered by network deferral and explore the impacthafse
on the desire to connect DG to distribution network

I1l. DEFINING OPTIMAL DG CAPACITY USING
MULTI-PERIOD MULTI-OBJECTIVEOPF

The basic assumption is that both developers an@®HN
will aim to maximise their benefits from connectiyfz
whilst minimising any costs. These objectives carsimu-
lated using techniques used to optimally locateda@acity
within the operational or planning constraints afséng
networks [10]. The constraints typically includeltage



limits, thermal limits of circuits, fault levelstability and
protection. By constraining the optimisation witlgkisting
technical limits the cost of network reinforcemémat oth-
erwise would be required to connect larger DG cen b
avoided by both developers and DNOs.

Here, a multi-period multi-objective optimal powfeaw
has been developed to determine optimal DG capdtity
derived from the OPF methods of [10] and [11] ahd t
e-constrained multi-objective OPF technique of [20he
major change here is the extension to a multi-peigomu-
lation. This is designed to capture the impact afying
demand levels on losses and other network factmisaé
lows a more realistic estimate of the value ofldss incen-
tive. To limit the computational burden, the loadthe is
discretized into appropriate loading bands. Fighaéws an
example with four load bands: maximum, normal work
hour, medium and minimum. A further extension hasrb
the representation of network deferral benefit.
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Fig. 1. Load duration curve

A. Multi-Objective Optimal Power Flow

A multi-objective optimal power flow (MO-OPF) prabh
simultaneously maximises several objective fundion
amongst a set of feasible solutiofs[20]:

max f (x) = [fl(x), fz(x),...fm(x)]T D)

such that
xdQ (2
cj(x) =0 j=12,..,n 3)
h(x)<0  k=12,..p (4)

The vectorx consists of a set of controllable quantities,
e.g., generator output, and dependent variaf(esis the
vector of objective functions angi(x), h(x) represent the
equality and non-equality constraints, respectivélere,
the objective functions are the developer’s and BINO

1) DG Representation and Capacity

It is assumed that the DG offers a firm supply nérgy
and operates continuously at rated capacity. Inimmakng
DG capacity the objective function is constructadhsthat
coefficients reflect the benefits and costs of Apaxity:
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fg =Cq(Py) (5)
Here, C, is the benefit derived from generatpwith a ca-

pacityPy (MW). The DG capacity at a location may be lim-
ited by the energy resource available:

min max
Py sPysPhy (6)
While distributed voltage control or active manageainal-
lows larger DG capacities [9], [21] by flexibly dmolling

reactive power @g), most DG currently operate in power
factor control mode. An appropriate constraint eesthis:

cos%:Pg/JF;%Q::const. (7

2) Network Constraints

To date, only the major network constraints on 3G ¢
pacity of voltage, thermal and fault level consitaihave
been incorporated within the OPF formulation. Rorgic-
ity, only the first two are considered here. WihHé might
limit its application in fault-level dominated umbanet-
works it is acceptable for voltage dominated rggetems.

Quality of supply standards require voltages tortzén-
tained close to nominal:

mein va vamax (8)

where ;"™ and V,"* are the lower and upper bounds of

the bus voltagd/,. The thermal capacityS™, of circuitt
also limits the maximum apparent power transfer,
S| < s™ (9)

3) Network Deferment

The deferment model assumes a very simple caseewher
specified network elements have been identifiedegsiir-
ing reinforcement to cope with demand increaseqolm
tantly, the benefit that arises from connecting BGnde-
pendent of the DG location within the network, a#.DG
capacity contributes equally. An example of thisuidobe
where transformers at grid supply sub-stations ape
proaching capacity and, without DG contributingpeak
load, would otherwise require early upgrading. Wiitle
DG units assumed to provide a firm supply, the Geap-
plies to the entire DG capacity.

4) Objective Functions

The incentives given to developers and DNOs to en-
courage DG connection will vary from system to egst
Here, the arrangements currently applicable toltKeare
used to illustrate the analysis, although othetesys could
be represented in a similar fashion.

Earlier versions of the OPF approach [10]-[11] uaed
objective dependent only on DG capacity connected a
giving a good approximation to the benefit (i.eet neve-
nue) earned by the developer. It has been extetodeater
for the DNO, offer a multi period approach, as vl ex-
plicitly representing current UK DU0S and the mgen-
eral case incorporating network deferment benefits.

The developer's annual objective function is coreput
from a weighted sum across all four load bai)séach of
h(B) hours duration:

foo =S h(B)Y (CP°(B)-CE° +Dye )P,  (10)



Here CgG represents the developer’'s net revenue per kW

of DG capacity connected (E/KWEG® is the combined

capacity and O&M charge per kW of DG capacity (E}kW
payable to the DNO anDpg is the portion of the benefit
arising from deferral of network upgrades that aesrto
the developer (E/kW). There is no cost associatittl met-
work reinforcement as the analysis constrains D@acity
within the network limits.

The DNO objectives are significantly different. ri-

ceives an annual paymem‘.;gc, from the developer for

every kW of DG connected. The loss incentive values
losses atC, (E/MWh) and rewards or penalizes losses rela-
tive to the target level. The DNO objective funatis also
computed from a weighted sum across all four loadds

according to:
C +D, P
fono = N(B) P 0ucl,
° +C(L;(B) —LA(B))
Here,LA(B) andL(B) are, respectively, the actual and tar-
get losses (kW) anBpyo is the portion of the benefit aris-
ing from deferral of network upgrades that is metdi by
the DNO (E/kW of DG installed).

As the DNO and developer incentives are differéeid i
likely that each will perceive different ‘optimalocations
and capacities for DG. By comparing the two outceme
and through the use of trade-off techniques, it m@yos-
sible to define a range of compromise solutioneraify a
potentially better arrangement for DG under theaenitrin-
centive scheme.

(11)

B. Trade-off analysis

With multi-objective problems an infinite number of
non-inferior solutions can be generated where imgmeent
in one objective would result in degradation in ttker.
The decision-maker must subjectively choose thal fin
compromise solution and different methods have lpgen
posed to assist with this task [22]-[24]. There &ve ap-
proaches: (1) a single criterion of choice autooczdity de-
fining the compromise, e.g., max-min [25]; and i(&grac-
tive procedures which allow the decision-maker dthofv
the decision process.

Here, an interactive approach based oretbenstrained
technique [20], [26] is adopted to obtain a sehof infe-
rior solutions from which the most satisfactoryutimn can
be subjectively chosen. In the technique, one tibec
function (N) is selected as the ‘master’ objective and the
other ‘slave’ objectives become new constraintse Tdr-
mulation becomes:

max fy(X) (12)
such that

fick)zg i=12,...mandi#N (13)
with constraints (2)-(4) applying as beforg. represents

the lower limit of theth objective, given bysi = g’; -Ag
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where 6‘? is the global non-inferior value of thth objec-

tive in (1)-(4) andAg, represents the trade-off preference

of the decision-maker.

The procedure then applies the concept of sigmifica
dominance to reduce the number of comparisons. &ne
ternative solution, X, significantly dominates amat, VY, if
at least one attribute of Y is ‘much worse’ thae ttorre-
sponding one of X and if no attribute of Y is ‘sifjrantly
better’ than X’s [27]. This definition is used tole-out sig-
nificantly dominated alternatives leaving a ‘kne#t’ £on-
taining those that are not. These would then bé/sed by
the decision-maker in making their final subjectafeice
or using a direct method like max-min [25].

C. Implementation

The method was implemented in Matfabsing some
features of the approach in the MATPOWER suite .[28]
use is illustrated in the following case study.

IV. CASE STuDY

The technique was applied to a 69-bus 11 kV ratisl
tribution system having two substations [29]. Thodtage
limits are taken to be +6% of nominal and the thadrtim-
its for lines are 1.5 MVA. The complete network alatre
given in [29] but the network diagram is shown iig.R2
along with seven potential DG locations. All DG @&
sumed to have fixed power factors of 0.9 lagging.

TABLE |
ORIGINAL AGGREGATENETWORK LOADING AND LOSSES
LoAD DURATION IADSQ/ZE REQSVTE'\F/{E LOSSES
BAND [H] [MW] [MVA] [MW]
Minimum 2920 1.788 1.224 0.034
Medium 2920 2.682 1.836 0.078
Normal 2847 3.576 2.448 0.142
Maximum 73 4.470 3.060 0.228

The loading at each bus is assumed to follow tlael lo
curve in Fig. 1, with four distinct loading levadensidered.
The mean aggregate network load is just under 2A7 and
the loading levels for each band are given in TablEhe
maximum load levels for each bus are given in [29ie
initial levels of losses in each band are alsomiveTable
I; the weighted average of 85 kW is 3.2% of constiomp

The DNO incentives from the UK are applied with the
DNO receiving £2.50/year for every kW of DG conreett

(C*°), and losses valued at £48/MW@,). For illustra-
9

tion, the target loss level has been taken to bdnikial loss
levels with no DG connected.

The developer receives the proceeds of energy and ¢
bon credit sales net of the fuel costs, annual gaysnto
the DNO, O&M, etc. The fixed cost of each DG isaako
be £1/hour and the linear net benefit function raffep/kwW
per hour at buses 13, 27, 35, 40 and 65 and 0.8p&kW
hour at buses 5 and 57.
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Fig. 2. 69-bus Network with DG unit locations

Three separate analyses have been conducted &sasse

the implications of these differing incentives fprefer-
ences for DG capacity. The first applies the bésednd
costs for the developer and DNO as specified fer W
and does not recognise any benefit arising fromvoet
deferral. The second recognises a network defemaéfit
for the DNO in addition to the initial incentiveghe third
examines the case where the network deferment ibésef
shared between the DNO and developer. In each tiase,
opportunities for compromise between the parties ext-
plored using trade-off analysis.

A. Optimal DG Capacities with Current UK Incentives

The OPF was run to capture the viewpoints of the de
veloper and the DNO using their respective objecfinc-
tions, (10) and (11). With network deferral berefdr both
parties Dpg andDpyo) set to zero, the DG capacities that
would be selected for each of the seven locatioagiwen
in the middle columns of Table II.

TABLE Il

OPTIMAL DG CAPACITIES (MW): NO DEFERRAL BENEFIT
L OCATION DNO DEVELOPER MAX-MIN
SOLUTION
5 0.413 1.353 0.784
13 0.165 0.307 0.277
27 0.459 1.049 0.751
35 0.477 1.307 0.762
40 0.465 0.623 0.945
57 0.531 1.188 1.270
65 0.399 0.696 0.492
Total 2.909 6.524 5.281

It is apparent that the total capacity that woutdaolded
by the DNO is only 45% of that deemed optimal bey tle-
veloper. Here, the developer’s desired capacityvefr 6.5
MW is limited only by network voltage constraintdieh
explains the larger spread of capacities. 6 of thBGs
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would be larger than 0.6 MW and the developer woeid!
to concentrate capacity in fewer DG: 3 DGs accdont
60% of the total. By contrast, the DNO would optctm-
nect roughly equal-sized DGs (0.4-0.5 MW).

If the loss incentive was not present, the DNO’sroal
connection would be broadly that of the develofiexould
be identical only if the developer had specifiedadene-
fits (i.e. no preference between locations); irs ttése the
value of the benefit is arbitrary [10]. As suchjsitthe in-
clusion of the loss incentive that alters the bigréfDG as
perceived by the DNO. It results in a far more espread
of capacity which is logical given the U-shapedslosjec-
tory: the loss incentive is tending to promote aenoodest
penetration of capacity to avoid the large losssoeiated
with the reverse power flows experienced with theyér
DG favoured by the developer.

The influence of plant capacity and siting on l@ssan
be clearly seen in Table lll. Relative to the targsses of
85 kW, the DNO'’s optimal arrangement sees lossaéisces
by 83% to an average of 15 kW. The developer snogiti
scheme results in losses that exceed target birda The
impact on losses across the load bands is more lesmp
the DNO would opt for losses at minimum load ofuard
half the original value with the changes for theldhé two
bands slightly higher than the average. For theeldger,
losses at minimum load would be 125% higher thagi-or
nal, the middle two bands showing modest increadeke
losses at peak would show a slight (8%) drop: ¢nmpha-
sises the benefit of DG operating during peak load.

TABLE Il
LOSSESMW): NO DEFERRAL BENEFIT
MAX -MIN
LoAD DNO DEVELOPER SOLUTION
Minimum 0.017 0.077 0.004
Medium 0.009 0.107 0.044
Normal 0.017 0.152 0.069
Maximum 0.042 0.210 0.108
Average 0.015 0.113 0.039
TABLE IV
DNO AND DEVELOPERREVENUE: NO DEFERRAL BENEFIT
MAX-MIN
DNO DEVELOPER SOLUTION
DEVELOPER
REVENUE [E/YEAR] 176,920 465,640 365,290
DNO REVENUE
[E/VEAR] 37,035 -13,405 18,120

The value attributed to losses has a significamiaioh on
the revenue accruing to the parties under thepessre,
optimal, schemes (Table IV). With the DNO scheme th
loss reduction provides cash inflows in excess3x,800.
The developer’s optimal set up results in an outffor the
DNO as losses significantly exceed the target;niteloss
to the DNO relative to its own optimal exceeds
£50,000/year. Imposition of the DNO optimal capasites
developer revenue fall by 62% or just under £290,00

Essentially, these two contrasting situations séeere
the developer or DNO benefiting at the expensehef t



other. As such, using trade-off analysis it maypbssible
to find suitable compromises.

B. Trade-off Analysis

Fig. 3 shows the large number of non-inferior sohs
found by varying the trade-off preference of theisien
maker Qg) for both developer and DNO objectives. The
smaller knee set was extracted by defining ‘muchse’cas
6.5% of the difference between the values of thesivand
best alternatives for the DNO objective, and defjnisig-
nificantly better’ as 6.5% as the equivalent foe tievel-
oper objective. These solutions are concentratedris
the centre of the Pareto front (Fig 3). The kneecsen-
promises imply relative reductions in both parties/enue:
for the developer the reductions are 20-25% (witB,B800
spread) while the DNO’s fall by 45-54% (£3,500 sute

- [N ) ~
i
4

o

= non-inferior solution
- O knee set solution
X max-min best solution

'
-

DNO Obj. Function f,,, [£/year x 10°]

1 L L )

5 2 25 3 35 4 45 5
Developer Obj. Function f, [£/year x 10%]

-

Fig. 3. Pareto solutions for DNO and developer abjes with no deferral
benefit.

To illustrate the changes in DG capacity and |lacati
implied within the knee set, details of one of Hwdutions
has been extracted and the detailed capacitiesedoand
revenues are given in the fourth column of Tablds IV.
This represents the max-min solution and was fdundp-
plying an adapted version of the max-min method6i.

In overall capacity terms, the knee set solutiomslawer
than developer’s optimal but much larger than tidCIs
optimal. For the max-min solution, the developeegenue

is 22% lower while the DNO’s revenue is 51% loweart

its optimal. For most of the locations the DG cafpeg lie
between the original optimal values. Losses follwimi-

lar pattern with losses raised by 1.8 times retatv the
DNO arrangement but down by one fifth from the deve
oper’s optimal. The changes in capacity and losse® a
significant impact on both parties’ revenues: thevel-
oper’s falls by £100,000 relative to its own optirbat up
£190,000 on the DNO arrangements. For the DNO the
magnitude of the revenue changes are smaller bue mo
significant in that the worst case under the dgwels ar-
rangements would turn a loss into a modest profit.

It appears that for this case the non-inferior tsohs of
the knee set offer compromises that tend to rdiseir-
stalled capacity without penalising either partgessively.

C. Impact of Network Deferral Benefit

The assessment was repeated for two cases to eaptur
situations where the benefits of deferring netwionkest-
ment are specifically recognised:

(&) £250/kW annual deferral benefit retained by the DNO

(b) £250/kW annual deferral benefit split between the
DNO and developer in the ratio of 60%:40%.

As necessitated by the simple model of network rdaifét

was assumed that these are associated with upgréun

sub-station transformers.

The results for case (a) are given in Table V ard V
Where the DNO retains the benefit the developerte-
tives and, consequently, the capacities, revennédosses
remain as before. However, the additional £250/KVIDG
has a major impact on the DNO as it effectivelgeaithe
connection incentive by two orders of magnitudee T
centive is now sufficiently large to relegate thsd incen-
tive with the DNO opting to connect almost as mxh as
the network technical constraints allow, i.e., fileetively
matches the developer's optimal arrangements. Trg v
slight differences in capacity between the two ipar(13
kW overall) can be attributed to the residual dffecthe
DNO loss incentive and the variation in benefitossrthe
developer’s sites. These factors are also refleatethe
slight differences in losses and revenue (Table Vhe
most significant change is in DNO benefit whichegsto
more than £1.6 million; this is clearly driving tiNO’s
change in behaviour. The DNO’s new optimal arrangem
has a minimal impact on the developer’s revenuesngihe
minimal differences.

With the parties now apparently incentivised toinaf-
fectively the same way, the trade-off is of mininvalue.
However, for completeness the max-min solutioniiemy
in the fourth column of Tables V and VI. The entimeee
set covers a range of DNO and developer objectalees
of £200 and £800, respectively.

TABLEV
OPTIMAL DG CAPACITIES (MW): £250KW DEFERRAL BENEFIT FOR DNO
MAX-MIN
LOCATION DNO DEVELOPER SOLUTION
5 1.367 1.353 1.353
13 0.293 0.307 0.307
27 1.049 1.049 1.049
35 0.977 1.307 1.125
40 0.943 0.623 0.798
57 1.231 1.188 1.188
65 0.651 0.696 0.696
Total 6.511 6.524 6.517

For case (b) where £250/kW is split in the ratio of
60%:40% between the DNO and developer there age rel
tively few differences with the DNO benefit casear Ehe
developer, as the value is equal for all DG unitd the ca-
pacity is constrained by the technical limits of tietwork,
there is no change in optimal arrangement. Howetver,
additional revenue boosts developer benefit by ABBDto
over £1.1 million. Although the deferral benefitr fthe
DNO is lower it is still sufficiently large to proote signifi-



cant connection (6.504 MW) of DG that essentiallgtch
the developer’s. Again, this implies similar levelslosses
(104 kW). The DNQ'’s optimal revenue stands at £980,
well above the original amount. Due to the similaof
both parties’ optimal arrangements, the knee setaspis
very narrow: £5,000 and £2,000 for the DNO and Heve
oper, respectively.

To check the validity of the deferral benefit casssyv-
eral other values for the deferral benefit weredriwhile
the revenues were significantly impacted the capamit-
comes were not significantly affected.

TABLE VI
REVENUE AND LOSSES £250KW DEFERRAL BENEFIT FOR DNO
MAX-MIN
DNO DEVELOPER SOLUTION
DEVELOPER 463,490 465,640 465,020
REVENUE [£/YEAR]
DNO REVENUE
[E/VEAR] 1,618,200 1,617,600 1,618,000
AVERAGE LOSSES
[MW] 0.105 0.113 0.108

V. DISCUSSION

It is clear from this analysis that the incentiygevided to
DG developers and DNOs have a major impact on éne p
ties’ opinion of optimal penetrations of DG. Undbke cur-
rent UK incentive schemes, which do not formallgag-
nise the potential benefits for network deferrllere are
significant differences in terms of the amount d& Bhat
the developer and DNO would optimally connect. pt a
pears that for the DNO, the more significant incentsso-
ciated with loss reduction outweighs the direct djigrof
connecting DG. The trade-off analysis applied iis tase
indicated that a series of compromises are availdfht

could promote lower losses and higher DG capacities

However, as long as developers are not exposedtlgite
their impact on losses they will seek to connecmash
capacity as possible and in the least number d¢$.uni

There is the issue of whether the DNO has thetgltdi
constrain generation at the planning stage fororeasther
than system security. The only lever the DNO haseoily
is the LAF which allows location-specific loss chiag at
33 kV and above. Should there be only minor diffiees
between locations it would be unlikely to fundanadigtal-
ter the developer’'s choices. As such, where a deeel
opts to connect a large generator that gives assgnifi-
cant losses, the DNO must look for alternative rseah
minimising losses.

A deliberately simple approach was taken in conside
the effect of recognising network deferral benelfibw-
ever, a clear result is that network deferral bignefffer a
potentially significant means of promoting appragei be-
haviour from the DNO and developer. This is linkedhe
relative size of the benefit compared to other DdtDsid-
erations. It is clear that while the simple apptoa@s ef-
fective in examining the impact on DNO incentivasni-
form benefit throughout the network is most unhkéd be
applicable in all cases. One extension would battidbute
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different deferral benefits to each DG where they evi-
dently contributing to separate deferral cases. él@n a
more sophisticated approach that automaticallyotetend
accounts for each deferral opportunity is requik&ith fur-
ther work an approach similar to [30] could be iepl
mented within the OPF framework.

Although this paper is based primarily on the cotrre
UK incentives, many of the outcomes should be apple
elsewhere. The objectives of DG developers wilbkzadly
similar, particularly in liberalised systems. Theentives
for DNOs are perhaps not too dissimilar as soméeBys
levy capacity charges which are similar to the kkérges
levied on UK DGs. Additionally, the aim of the inda/es
offered by standardised loss levels and loss psigbas to
reduce or at least control losses, which is theesamthe
UK. The inclusion of the deferral benefit shouldend the
applicability of the results further. Clearly apgltion of
the analysis to other countries would require ddjests to
the values of the costs and benefits recognisedefam-
ple, systems with time-dependent loss costs coelchbd-
elled using several loss values.

Overall, the work highlights the need for a progkstri-
bution pricing scheme for the UK. Such a pricinfpesoe
would provide economically efficient network pricasd
incentives arising from the marginal impact of easkr on
network costs [4]. It would need to be based oraadit-
able method that considers both marginal loss wiefits
and DG investment deferral benefits. While sevexrpd
proaches meeting these requirements are outlindukifit-
erature [31]-[32], a number of specific schemes are
rently being considered for the UK. These includmngd
Run Incremental Cost [3], Time of Use Location Sfec
[4], and Distribution Investment Cost Related Rwgci5].
These methods more fully reflect the costs and fitenaf
DG and should promote equitable connection.

VI. CONCLUSIONS

This paper examines the different incentives forettepers
and DNOs and how these influence the optimal caimec
of DG within existing networks. Despite the use WK
mechanisms, the approach should be broadly appdicab
elsewhere. Using a multi-objective OPF, it was shahat
developers and DNOs would tend to connect DG inifiig
cantly different locations and capacities. A mafactor
was the influence of a DNO loss reduction incentivel a
trade-off analysis identified several opportunities com-
promise between the parties. The incentive offdnedG
deferring network reinforcement was shown to haveaa
jor impact on the behaviour of the parties. Overtie
work highlights the need for a proper distributipricing
scheme that fully reflects the costs and bendfitsrder to
promote equitable connection for DG.
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