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Modeling of Wave Propagation in Inhomogeneous Media
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We present a methodology providing a new perspective on modeling and inversion of wave propagation
satisfying time-reversal invariance and reciprocity in generally inhomogeneous media. The approach
relies on a representation theorem of the wave equation to express the Green function between points in
the interior as an integral over the response in those points due to sources on a surface surrounding the
medium. Following a predictable initial computational effort, Green’s functions between arbitrary points
in the medium can be computed as needed using a simple cross-correlation algorithm.

DOI: 10.1103/PhysRevLett.94.164301 PACS numbers: 43.20.+g, 43.60.+d

Introduction.—Many applications in diverse fields such
as communications analysis, waveform inversion, imaging,
survey and experimental design, and industrial design
require a large number of modeled solutions of the wave
equation in different media. The most complete methods of
solution, such as finite differences (FD), which accurately
model all high-order interactions between scatterers in a
medium, typically become prohibitively expensive for
realistically complete descriptions of complex media and
the geometries of sources and receivers and hence for
solving realistic problems based on the wave equation.
Here we show that the key to breaking this apparent
paradigm lies in a basic reciprocity argument in combina-
tion with recent theoretical advances in the fields of time-
reversed acoustics [1] and seismic interferometry [2–5].

In time-reversed acoustics, invariance of the wave equa-
tion for time reversal can be exploited to focus a wave field
through a highly scattering medium on an original source
point [6]. Cassereau and Fink [7,8] realized that the acous-
tic representation theorem [9] can be used to time reverse
a wave field in a volume by creating secondary sources
(monopole and dipole) on a surface surrounding the me-
dium such that the boundary conditions correspond to the
time-reversed components of a wave field measured there.
These secondary sources give rise to the backpropagating,
time-reversed wave field inside the medium that collapses
onto itself at the original source location. Note that since
there is no source term absorbing the converging wave
field, the size of the focal spot is limited to half a (domi-
nant) wavelength in accordance with diffraction theory [7].
The diffraction limit was overcome experimentally by
de Rosny and Fink [10] by introducing the concept of an
‘‘acoustic sink.’’

In interferometry, waves recorded at two receiver loca-
tions are correlated to find the Green function between the
locations. Interferometry has been successfully applied to
helioseismology [11], ultrasonics [2], and exploration seis-
mics [3]. Recently it was shown that there exists a close

link between the time-reversed acoustics and interferom-
etry disciplines when Derode et al. [1] analyzed the emer-
gence of the Green function from field-field correlations in
an open scattering medium in terms of time-reversal sym-
metry. The Green function can be recovered as long as the
sources in the medium are distributed forming a perfect
time-reversal device. A rigorous proof for the general case
of an arbitrary inhomogeneous elastic medium was pre-
sented by Wapenaar [4].

Theory and method.—Our starting point is the acous-
tic wave equation in the space-frequency domain:
@i���1@ip� � �!2=��p � f, where p � p�x; !� denotes
the pressure field at location x and frequency !, ��x�,
and ��x� denote the mass density and incompressibility,
respectively, and f � f�x; !� is a source term, denoting the
change of volume injection rate density over time. Now
consider two states A and B that could occur in the same
medium independently: @i��

�1@ip
A� � �!2=��pA � fA

and @i��
�1@ip

B� � �!2=��pB � fB. The acoustic repre-
sentation theorem can be derived by multiplying the equa-
tion for the first state by pB�x; !� and the equation for the
second state by pA�x; !�, subtracting and integrating the
results over a volume V, applying Gauss’s theorem to
convert the volume integral to a surface integral and iden-
tifying state A with a mathematical state [i.e., a state
involving (analytic) Green’s functions rather than mea-
sured quantities [9]]: fA�x� � �x� x0� and pA�x� �
G�x; x0�, where �x� denotes the Dirac delta distribution
and G�x; x0� Green’s function due to a source at x0.
Following a reciprocity argument, interchanging the coor-
dinates x $ x0 and dropping the superscripts for state B,
this procedure yields

p�x� �
Z
V
G�x; x0�f�x0�dV0 �

Z
S

1

��x0�
�r0G�x; x0�p�x0�

�G�x; x0�r0p�x0�	 
 ndS0; (1)

where r0G�x; x0� denotes the gradient of the Green func-
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tion with respect to primed coordinates and n denotes the
normal to the boundary. Thus, the wave field can be
computed everywhere inside the volume V once the source
f�x0� inside the volume and both the wave field p�x0� and
its gradient r0p�x0� on the surrounding surface S are
known. To time reverse a wave field in a volume V, the
wave field p and its gradient r0p, measured at the surface S
in a first step have to be time reversed on the surface such
that the time-reversed pressure field ptr�x� radiated from
the boundary can be written

ptr�x� �
Z
S

1

��x0�
�r0G�x; x0�p��x0�

�G�x; x0�r0p��x0�	 
 ndS0; (2)

where an asterisk denotes complex conjugation, and we
have ignored the volume integral which corresponds to the
acoustic sink [10]. Note that Eq. (2) can be used to compute
the time-reversed wave field (including all high-order in-
teractions) at any location, not just at an original source
location. Now, assume that the wave field p�x0� was due to
a point source at location x1 and that we have p�x0� �
G�x0; x1�. By measuring the wave field in a second location
x2, the Green function and its time reverse between the
source point x1 and the second point x2 are observed [1,4]:

G��x2; x1� �G�x2; x1� �
Z
S

1

��x0�
�r0G�x2; x0�G��x0; x1�

�G�x2; x0�r0G��x0; x1�	 
 ndS0;

(3)

where the negative forward Green function �G�x2; x1�
arises from the missing acoustic sink [7,10]. Using reci-
procity, we can rewrite Eq. (3) so that it involves only
sources on the boundary enclosing the medium:

G��x2; x1� �G�x2; x1� �
Z
S

1

��x0�
�r0G�x2; x0�G��x1; x0�

�G�x2; x0�r0G��x1; x0�	 
 ndS0:

(4)

Thus, the Green function between two points x1 and x2 can
be calculated once the Green functions between the enclos-
ing boundary and these points are known.

A highly efficient two-stage modeling strategy follows
from Eq. (4): first, the Green function terms G and r0G are
calculated from boundary locations to internal points in a
conventional forward modeling phase; in a second inter-
correlation phase, the integral is calculated requiring only
cross correlations and numerical integration. Since the
computational cost of typical forward modeling algorithms
(e.g., FD) does not significantly depend on the number of
receiver locations but mainly on the number of source
locations, efficiency and flexibility are achieved by storing
the wave field modeled for each of the boundary sources in
as many points as possible throughout the medium. To

calculate the Green function between two points the re-
cordings in the first point due to the dipole sources on the
boundary are cross correlated with the recordings in the
second point due to the monopole sources, and vice versa.
The resulting cross correlations are subtracted and numeri-
cally integrated over the boundary of source locations.
Unprecedented flexibility follows from the fact that the
Green function can be calculated between all pairs of
points that were defined up front and stored in the initial
modeling phase. Thus, we calculate a partial modeling
solution that is common to all Green functions, then a
bespoke component for each Green function.

Results.—Our method is illustrated using a FD imple-
mentation of the two-dimensional acoustic wave equation
for a typical modeling scenario in an exploration seismic
setting. In Fig. 1 the compressional wave velocity in a
4:6� 4:6 km representative region of an Earth model often
used to benchmark marine seismic imaging algorithms
[12] is shown. Note the high velocity (4500 m=s) salt
body on the right. In black, two points of interest (offset
1 km) are shown. The dotted line denotes the boundary
with NS � 912 source locations distributed with a density
consistent with the local spatial Nyquist frequency.
Outgoing (i.e., radiation or absorbing) boundary conditions
[13] are applied right outside the surface enclosing the
points of interest to truncate the computational domain.

Forward simulations were carried out for each of the
912 source locations on the boundary and the waveforms
stored at 90 000 points distributed throughout the model.
Note that because of the cross symmetry of the terms in the
integrand in Eq. (4), no sources are required along inter-
faces with homogeneous boundary conditions (e.g., the
Earth’s free surface). Depending on the particular wave
equation (scalar or vector), several forward simulations
may have to be carried out for each source location. In
the acoustic example two data sets are required: with
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FIG. 1 (color). 2D acoustic marine seismic model (compres-
sional velocity) [12]. The color scale is clipped to display weak
velocity contrasts (velocity of salt is 4500 m=s).
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monopole and dipole sources, respectively. However, when
the surface surrounding the medium has outgoing bound-
ary conditions, the wave field and its gradient (traction) are
directly related [14]. Hence, the normal derivatives can be
calculated from the wave field itself without additional
modeling. Figure 2 shows the integrand of Eq. (4), in-
versely weighted by boundary source density, for each
source location x0 and for the two points x1 and x2 in
Fig. 1. In Fig. 3, the resulting Green function between
the points in Fig. 1 computed using Eq. (4), and a reference
trace computed by direct FD modeling, are shown in red
and blue, respectively. The signal at negative times corre-

sponds to the waves flowing back in time and the opposite
direction past the second point. The four insets show the
excellent match between the reference trace and the new
method in detail.

Interestingly, the time series in Fig. 2 bear little resem-
blance to the final Green function in Fig. 3. Equation (4)
sums these signals along the horizontal axis and hence
relies on the delicate constructive and destructive interfer-
ence of time-reversed waves backpropagating through the
medium, recombining and undoing the scattering at every
discontinuity to produce the Green function.

In Fig. 2, each column represents the set of all waves
traveling from point x1 to a single boundary source, corre-
lated with the Green function from that boundary source
to x2. Some of the waves traveling from x1 to this bound-
ary source may pass through x2 before being recorded and
therefore have the remainder of their path in common with
waves emitted from x2 in the same direction (or wave
number). The travel times associated with such identical
parts of the path are eliminated in the cross correlation and
the remaining part corresponds to an event in the Green
function from x1 to x2. Similarly, some waves emitted from
x2 may travel to the boundary source location via x1 and
have a common section of path between x1 and the bound-
ary source. Again travel time on the common section will
be eliminated and give rise to the same event in the Green
function from x1 to x2 at negative (acausal) times. Note
that the vector wave numbers involved for positive and
negative times are in general not parallel since they are
related to the background structure of the whole model
(one or the other may not exist for the same boundary
source). Hence, waves at positive and negative times are
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FIG. 2 (color). Green’s function intercorrelation gather
(weighted) for the two points shown in Fig. 1. The low corre-
lation amplitude for boundary sources 250–310 corresponds to
the shadow of the salt body.
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(b) Waveform computed after successive
subsampling of the intercorrelation
gather.
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reconstructed differently. All cross correlations involv-
ing energy that does not pass through x2 are eliminated
by destructive interference by the summation of the col-
umns [15].

The new method is particularly attractive in applications
where Green’s functions are desired between a large num-
ber of points interior to a medium, but where there are
few common sources or receiver points. No other exist-
ing method could offer full waveforms at comparable com-
putational cost. The method also offers great flexibility
where the exact interior points are not known in advance
since Green’s functions can be computed on an ‘‘as
needed’’ basis from Green’s functions between points on
the surrounding surface and its interior. We have shown
how the latter Green functions constitute a common com-
ponent of all Green’s functions in the medium through
Eq. (4). In the example above, this common component
is stored compressed by a factor of 50 compared to ex-
plicitly storing all desired Green’s functions between pairs
of interior points.

Whereas traditional approximate modeling methods
typically impose restrictions with respect to the degree of
heterogeneity in the medium of propagation or neglect
high-order scattering, the new time-reversal modeling
methodology allows us instead to compromise on the noise
level while maintaining high-order scattering and full het-
erogeneity in the medium. Recent experimental and theo-
retical work indicates that time-reversed imaging is robust
with respect to perturbations in the boundary conditions
[1,16]. For cases where the wave propagation is heavily
dominated by multiple scattering even a single source may
be sufficient to refocus the essential parts of a time-
reversed signal [17]. Also for more deterministic models,
such as the one in the example, it is possible to substan-
tially reduce the number of sources and still recover the
essential parts of the signal. In Fig. 3(b) we show the part of
the signal corresponding to the inset in the upper right
corner of Fig. 3(a) as we reduce the number of sources
around the boundary. Even for as few as 1

16 of the original
number of sources we are able to reproduce amplitude and
phase of an arrival of interest fairly accurately, but with an
increased noise level. Clearly, the required number of
sources will depend on the application. Our numerical
experiments thus confirm the robustness of the methodol-
ogy with respect to variations in parameters such as loca-
tion and discretization of integration surfaces.

We also experimented with exciting the boundary
sources simultaneously by encoding the source signals
using pseudonoise sequences [18] and with simultaneous
sources distributed randomly in the medium [1] as two
alternative ways to reduce the number of sources. There is
a well-known limit to the quality of separation of such
sequences of a given length when emitted simultaneously
[19]. Insufficient separation of sequences again is manifest

in an increased noise level in the final Green functions. In
all cases, the limits of separation caused relatively high
noise levels compared to the equivalent FD effort using the
method described above.

Thus, we have shown how recent insight into the rela-
tionship between Green’s theorem and time reversal can be
extended to the modeling of wave propagation by invoking
reciprocity. We expect that this may significantly change
the way we approach modeling and inversion of the wave
equation in future.

We would like to thank Roel Snieder for alerting us to
possible redundancy in the boundary sources, which was
tested using successive downsampling.
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