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Cann Functional vs. lexical: a cognitive dichotomy

Functional vs. lexical: a cognitive dichotomy
Ronnie Cann

University of Edinburgh
Abstract

This paper explores the nature of the distinctietween lexical and functional expressions within
natural languages. It discusses some of the litigypsoperties that have been said to distinguish
the two types and concludes that there are no sagesr sufficient linguistic conditions that iden-
tify an expression as being of one type or therteonclusion that indicates that the difference
between them is not categorial. A review of experital evidence concerning human processing
of language and observed behaviour in languagesitiqn and breakdown, however, supports the
idea that the distinction is categorial. This cadiction between the results of linguistic and psy-
cholinguistic reasoning is argued to reflect aatiéhce between properties of E-language and |-
language and that the functional/lexical distinctimlds of former but not necessarily of the latter
It is argued that E-linguistic concepts, such asalleyntactic distribution, are linguistically sifjn
cant and should be incorporated into theoreticalyses of natural language. A theory of categori-
sation at different levels of the grammar is pragbghat allows language specific, E-linguistic,
expressions to be related to universal (I-linga)stategories that can be manipulated by principles
of Universal Grammar. The hybrid syntactic framekvtrat results is shown to provide a basis for
the explanation of the psycholinguistic and lingjaigproperties of functional expressions and
brings into question whether the functional/lexid@tinction is significant at the level of I-lan-
guage/Universal Grammar.

1. Introduction!

There has been a persistent tendency within themedical tradition to divide grammatical cate-
gories and parts of speech into two superclasdesdistinction appears, for example, in the dif-
ferentiation made between ‘grammatical’ (or fungExpressions and ‘contentive’ ones (Bolinger
1975). The former consist of those expressionsdgvand bound morphemes, that serve a purely
grammatical function, while the latter provide thwncipal semantic information of the sentence.
In recent years within transformational syntax, thistinction has (re-)surfaced as a contrast
between ‘functional’ and ‘lexical’ categories (Seiw1981, Ouhalla 1991, Kayne 1994, Chomsky
1995, etc.). This distinction shares propertiehliat made between grammatical and contentive
expressions in that it applies to bound morphs @ as to independent words and reflects a pri-
mary semantic distinction between theta-assigningtentive) categories and non-theta-assigning
(functional) ones (Grimshaw 1990). It also refletis distinction made in the classical grammati-
cal tradition between ‘accidence’ and ‘substantée former refers primarily to the grammatical
(morphological) categories exhibited by a langudije, case, tense, etc., that are the parochial
characteristics of word formation of a particulanduage, while the substantives are the linguisti-
cally universal classes and properties. Hence tifumal elements may be associated with the acci-
dental morphological properties of a language andrgplicated in parametric variation. Lexical
expressions, on the other hand, provide the urdavessbstance of the sentence through their
semantic content.

The significance of this distinction has apparengigeived strong psycholinguistic support over
recent years with extensive evidence being provitlatithe processing of functional expressions
differs from that of contentive ones (see belowréderences). Evidence from aphasic breakdown,
language acquisition, priming experiments and salbindicate that a small subset of words are
processed differently from the majority of the lsaskpressions of a language. This difference in

1. This is a revised version of a paper delivered to the Iritenmaa Conference on syntactic Categories which is based amlkang
paper given in the Dept. of Linguistics at the University ohBdigh. | am grateful to Bob Borsley, Caroline Heycock, Dick ldnds
Jim Hurford, Jim Miller, Louise Kelly, Ruth Kempson, SimKirby, Richard Shillcock and an anonymous referee for helpful com-
ments and suggestions on earlier drafts of this paper. | @@t of the above would agree wholeheartedly with what falow
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processing may be argued to reflect the differgntagtic properties exhibited by the two macro-
classes of elements and hence provide a soundgisgatal underpinning to recent developments
in linguistic theory.

However, despite the centrality of functional catégs within current linguistic theory and the
robustness of the psycholinguistic evidence foir tsignificance in processing, there remains con-
siderable inclarity about what exactly the terrmitional’ picks out from the expressions of a lan-
guage, what constitutes a functional category ahdtvis the relationship between functional
expressions, broadly construed, and the functioaiggories identified for a language, either spe-
cifically or universally.

Typically within transformational grammar, the ftional categories include complementizer,
tense and agreement, and are distinguished fronmt#jer categories of noun, verb, adjective,
adverb and (to a certain degree) preposition. Withie psycholinguistic literature, however,
expressions, likghere here and so on, within the major classes, and diseomnarkers likehere-
fore, are often included in the set of functional elatagwhile certain expressions often consid-
ered to be members of functional classes (likeagerjuantifiers, e.gmany several,and the
numerals) are treated as non-functional. The mrabietween the experimental evidence and the
theoretical distinction is thus more problematiarthat first appears. In particular, the question
arises as to whether the functional distinctiocategorial, as has been suggested in certain studie
of first language acquisition (see Morgan, Shi Atapenna 1996). If it is, then the nature of this
categorial split and the way that it interacts vfitlther categorisation becomes an important ques-
tion. If it is not, then one must ask what is tetation between the set of functional expressions
and the functional categories that are recognisddmsyntactic theory.

In this paper, | explore these questions, beginmiitly a review of the general linguistic proper-
ties that have been said to be illustrative ofdiséinction and the psycholinguistic evidence for t
nature of the functional/lexical divide. The mairolplem is shown to centre around whether the
distinction should be made at the level of the egpion or at some more abstract level of categori-
sation. Noting that the evidence for a categorigtirtction to be made between functional and lex-
ical expressions comes principally from psycholistia studies, | argue that the distinction is best
viewed in terms of Chomsky (1986)’s differentiatio@tween I-language and E-language. The dis-
cussion then moves on to a discussion of the nafugelinguistic categorisation and its relation to
I-linguistic (universal) categories. The paper ehgsquestioning the need to set up the specific
functional categories independently of functioreddmes themselves and suggests a model of the
grammar that attempts to reconcile the psycholstguproperties of functional expressions and
their position within theoretical syntax.

2. Characterising Functional Expressions

Within general linguistic theory, the identificati@f functional expressions and, especially, func-
tional classes is controversial and problematiahiitransformational grammar, the syntactically
significant functional classes include complemettizieterminer and INFL, the latter of which is
now often decomposed into Tense and Agr(eemeritpwiimg Pollock 1988. Other functional
categories are regularly added to the list, mosguently verbal categories such as Neg(ation)
(Pollock 1989), Asp(ect) (Hendrick 1991), and Fo€tsimpli 1995 inter al.), but also nominal
categories such as Det(erminer) (Abney 1989), Nem(fRitter 1991), and K (case) (Bittner and
Hale 1996). In frameworks such as Kayne 1994 amdj@& 1998, functional categories are set up
independently of any morpho-phonological considerat leading to a proliferation of such cate-
gories which are empty of all content, syntact@nantic and phonological (their content coming
from contentive specifiers).

In this section, | am concerned with the generajdistic properties that have been proposed to
characterise functional categories (see also AM98% for some discussion). The ones that | am
interested in are defined over the functional exgians that instantiate the categories, rather than
over more abstract properties (such as the abdigssign theta roles). In the discussion that fol-

2. But see Chomsky 1995 for a rejection of Agr as an independetibhalcategory.
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lows, | shall be concerned only with the behaviolimorphs or the observable characteristics of
the classes they comprise. The syntactic propedigesissed below are thus intended to be predi-
cated of free and bound morphs such as articlespdstratives, quantifiers, pronouns, comple-

mentizers, agreement affixes, tense and reflexethef inflectional elements, and not of the more

abstract concepts with which they may be associdiiee abstract functional categories of Kayne

(op. cit.) are hence omitted from considerationttesy cannot directly provide evidence for a

macro-functional category.

2.1 Closed versus open

The distinction between functional and lexical flafa (and is often conflated with) that drawn
between ‘closed’ and ‘open’ classes of expressi@psirk et al. 1972:2.12-2.15). Functional
classes like pronoun, article, conjunction, etoryf classes whose membership is fixed, while
noun, verb and adjective are open classes whoséarship can be extended through borrowing
or by transparent derivational means. Typicallyctional classes are small and listable for any
language and the total number of all such elemeitkén a language is considerably smaller than
the numbers of open class expressions. Thus, theuof independent (wordlike) functional
expressions within English has been said to berakdis0 (Shillcock and Bard 1993) which only
increases slightly if bound morphemes are includdte total.

This criterion is not entirely straightforward, hever. In the first place, there are a number of
subgroups of the traditional open classes that fdased subclasses. For example, auxiliary verbs
form a closed subclass of verbs and days of théwaenths of the year, points of the compass,
etc., form closed subclasses of nouns that shawsydicratic syntactic behaviour (compare (1a)
with (1b-1c) and (1d) with (1e¥).

la I'll see you Tuesday/on Tuesday/the first Tuesaftgr Easter.
1b  I'll see you tomorrow/*on tomorrow/*on the firsimorrow after Easter.
1c Il see you *breakfast/at breakfast/at the flvetakfast after Lent.

1d  The exiles went North/to the North/to North Lonfidorth of Watford.
le The exiles went *London/to London/to London totlwehdon of Ontario.

While the class of auxiliary verbs is usually takercomprise a class of functional expressions, it
is not normal to so classify the nominal subclagedicated above, despite the fact that they
clearly define a closed class of expression. Hetheemnembership of some expression in a closed
class is not by itself sufficient to make that eegmion (or the class that contains it) a functional
one.

Conversely, being identified as a functional expi@s may not always imply that the class it
belongs to is closed. For example, the class oéididy generally construed as an open class, con-
tain the expressionsere andtherewhich are often classified with functional express, being
essentially ‘pro-adverbs’. Furthermore, there dwsad classes, such as the pronouns, whose func-
tional status is unclear and which are varioushssified as reflexes of either major or functional
categories (Noun, Agr or Det). Thus, while thera istrong correlation between functional status
and closed class, the property is neither necesgargufficient to distinguish functional classes
from lexical ones.

2.2 Phonology and M or phology

A number of phonological differences between thecfional and lexical expressions have been
noted. For example, evidence from English indictites non-affixal functional expressions typi-
cally lack metrical stress (see Cutler and Noréi88) and their vowels tend to be reduced and cen-
tralised (although this is unlikely to be true falf affixes in highly inflecting languages). For
English, this phonological difference can also éersin the general lack of initial strong syllables
for functional expressions (9.5% of the 188,000 dgoin the London-Lund corpus) while it is
common for lexical expressions (90%) (see Cutlaet @arter 1987). This reduced phonological
status of functional expressions is reflected girttmorphological structure. Functional expres-

3. I am grateful to R A Hudson for bringing these examples tatteyntion.
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sions tend to be less independent than lexicalesgpyns and are often encoded as bound morphs
or clitics, as illustrated in (2).

2a Il work it out. (< will)

2b  *I'll the kettle (< fill).

2c  We've arrived. (< have)

2d *We've on Sunday (< leave)

However, phonological reduction may also occur étkical expressions in certain contexts. For
example, itis likely to occur if a lexical expréssis repeated or strongly predictable from the di
course context. In certain cases some expressiageen lose their lexical integrity, ewganna

< want tg gonna< going tq the latter contraction occurring in real lexicahstructions (in British
English, at any rate) as Iim [gauns] London On the other hand, it is possible in certainuine
stances to accent functional expressions, e.gontrastive focust saw THE best book on Mini-
malism todayCinderella HAS gone to the ba#itc. Thus, while phonological and morphological
reduction is indicative of functional status, inist criterial.

Following the general tendency for functional exsiens to form closed classes, we find that
they do not generally undergo derivational or otlwerd formation processes like compounding
(unfair ~ *unmany verbify ~ *himify, owner~ *haver).lIt is certainly true that books about mor-
phology discuss only such processes as they apglgritent words and there are few uncontrover-
sial examples of derivation as applied to functiaamgressionsOn the other hand, the lack of
derivation is not a sufficient criterion for funotial status as many lexical expressions fail to
undergo expected or possible derivational proce@gsunhappy ~ *unsad ~ *unmahyHence,
again, we see that the lack of derivational morpgglassociated with functional expressions is
not a sufficient condition to distinguish functidepressions from lexical expressions.

2.3 Syntax

There are a number of syntactic differences thae hlseen said to distinguish lexical and func-
tional expressions. In the first place, the laftgpear in more restricted syntactic contexts than t
former. For example, functional expressions usuafipear in just a few syntactic contexts and
these are definitional of the class they belongtais, modals must appear in construction féth
bare V (or zero proverbX{m may gékim may*Kim may goingfKim may a doy articles all
appear in construction with a following noun anavhere elsethe goos&the ran etc.); quantifi-
ers appear independentlgnény/all) or in construction with a following nourm@ny geedall
sheep or with a followingof phrase hany of the sheep/all of the shgepd so on. For lexical
expressions, on the other hand, syntactic contaiés widely and is not definitional of the class
as a whole, or even of distinct subclasses. Fample lexical expressions may appear in various
syntactic environments: e.g. verbs may appear @ritlvithout direct objects or with sentential or
nominal complements or with NPs in various cases. (@artitive for accusative in Finnish etc.)
(believe @/the story/that Kim is mad/Kim to be inaduns may appear with or without determin-
ers (vater/ the water/ the water of Lejttadjectives may appear predicatively or attripelf, and

so on. Thus, the fact that an expression is a sayls nothing about the number and class of its
complements. However, identifying an expressiom ggroper) quantifier (in English) automati-
cally predicts that it may appear on its own, wattommon noun phrase or with a followiafy
phrase containing a definite NP.

Furthermore, if a functional expression can appétir an expression with a particular property
then it will appear with all expressions with ttere property. Thushe can appear with any com-
mon noun in Englisha can appear with any singular count ndomgcan appear with any transitive
verb that has aeanform, and so on. For lexical expressions, howeare is no guarantee that an
expression can appear with all relevant complemértiss, while transitive verbs all take NP
direct objects (by definition), it is not the cabat a particular transitive verb will appear with
every NP because of selectional restrictions {@clf.the footballkick many idegs It is also pos-
sible for lexical expressions to be so restrictetheir distribution that they will appear with gnl

4. In other words, ‘must be followed by a phrase headed by’.
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one or two items in the language (eaddledin English which can collocate only with the words
eggsandbraing). The possibility of restrictive collocation doast seem to hold of functional
expressions and may be attributed to the factsiinett expressions typically do not impose idiosyn-
cratic semantic selectional restrictions on themplements.

Another aspect of the syntactic restrictednessimétfonal expressions is that there are no proc-
esses that alter their selectional properties athre for lexical expressions. Thus, there are no
processes that apply to functional expres&dﬂmat alter the status of their semantic argum@gs
in passivisation, raising, etc.), whereas such ggses are common for lexical expressions and
ensure that they appear in a wider range of syintaohtexts. Furthermore, it is not normally the
case that long distance dependencies alter thextsnin which functional expressions may be
found. Question movement, topicalisation, extratasj etc., which may radically alter the envi-
ronments in which lexical expressions are foundndbgenerally apply to the complements of
functional expressions. This is necessarily trueaffikes, but also holds of more independent
expressions, hence the ungrammaticality of exppasdike*cats, Kim really liked theparallel to
The cats, Kim really liked

This is not always true of all classes of functiapressions, however. For example, both aux-
iliaries and prepositions in English permit theragtion of their following complements, e\yho
did Kim give the book tg®hat town did Kim send the cat ta&®u said he must go to town, and
S0 go to town, he mudtiowever, such extractions are not common andfiea subject to restric-
tions not apparent with lexical expressions. Thadg:nglish, the topicalisation of a VP after a
modal or auxiliary is strongly literary while exttéon from prepositional phrases is not completely
free. It does not, for example, apply to clausahpements (assuming that complementizers like
becauseare prepositions, see Emonds 1976) (ekgm*is mad, Jo is not happy beca)seor to
prepositional ones Phrough what did Kim go outParallel towhat did Kim go out through?It
is worth noting in this regard that auxiliaries g positions both have stronger semantic argu-
ment properties than many other functional expogssiand given the association often made
between argument structure and extra&dis possible that it is this property that ésponsible
for such exceptions to the general rule.

Conversely, there are processes that apply toibimadtexpressions that do not apply to lexical
ones. An obvious example are the auxiliary verb&nglish which may appear before the subject
(Will Hermione sing® Sings Hermiong? host the negative clitio’t (Hermione won't sing Her-
mione singn’t; and permit cliticisation to a preceding elem@déermione’ll sing soop While
there are some verbs that occupy an awkward mighwaifion between auxiliary and main verb in
allowing some of these processes (likeed dare see Pullum and Wilson 1977 inter al.), the
majority of verbs show none of them.

Groups of functional expressions also tend to eluigether around a particular major class
(e.g. determiners and quantifiers with nouns, teaspect and agreement with verbs) and these
groupings define syntactic domains of a partictipe (an extended projection in the terminology
of Grimshaw 1991). Thus, in English any expressippearing aftethe must be interpreted as
nominal, while any expression appearing with a nhoaast be verbal, e.g. (3a, 3b). Where func-
tional expressions from different domains are comadj the result is generally gibberish, e.g. (3c).

3a thekill (N) ~ may kill (V)
3b  the killing of the whale (N) ~ may Kkill the wha(&)
3¢  *the ran ~ *many bes ~ *may them

The same strict interpretation of syntactic dontias not hold of combinations of lexical expres-
sions, and apparently anomalous combinations afessjons (e.g. adjective plus verb) do not nec-
essarily lead to nonsense. Thus, the strisigsv ball or cat killer may be used in different
environments without being incomprehensible, cormgda) with (4b) and (4c) with (4c).

4a  Kim hit a slow ball (N).

5. This is true for the functional instantiations of expm@ssthat have both functional and lexical uses.
6. Witness the ECP of Chomsky 1981, etc., the Slash Teromnsietarule of Gazdar et al. 1985 and Kempson 1995's type-theoretic
analysis of gaps.
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4b  Kim slow balled it into the back of the net (V).
4c  Felix was a cat killer (A/N).
4d  Felix cat killered it round the garden (V).

Another important property of functional expressids that they can alter the categorial status
of lexical expressions, while the latter cannotela®’ functional expressions out of the domain
that they define. Thus, tense morphemes are alwarysl, articles are always nominal, whatever
lexical expression they appear with.ooked at extensionally, once an functional exgimas has
been assigned to a general domain (nominal, venbalhatever) then it always remains in that
domain (although certain ones may be underspecifleEnglishing forms which can appear in
nominal or verbal contexts, see Borsley and Kdrtfils volume). Lexical expressions, on the
other hand, are freer to appear in different sytitammains

Thus we have a situation where functional expressgenerally exhibit a more restricted syn-
tax, are more categorially determinate than lexécglressions and often also associated with syn-
tactic positions that cannot be occupied by lexiempressions. Furthermore, they cannot be
coerced out of their syntactic category in the samg as lexical expressions. These properties are
more robustly and generally applicable to functlagressions than those discussed in previous
sections. Again, however, they are neither fullgassary nor sufficient to guarantee that some
expression is functional, since there are lexicqgdressions with restricted syntax (eagldled
noted above) and that resist appearing as a meshbesre than one category, and there are func-
tional ones that appear in a wider range of coatartl as member of different categories (e.g. the
participle formsin English) and which do only appear in positionattcan be occupied by lexical
ones (e.g. pronouns).

24 Semantics

The most quoted semantic difference between thedasses of expression is that functional
expressions have a ‘logical’ interpretation, whégrical expressions have a denotative one. Thus,
we find that major word classes have been traditlpmlefined in terms of their supposed semantic
denotations. Nouns are notionally classed as esioresthat name persons, places or things, verbs
are classed as expressions that denote actiorcegses, states, and so on. Although structuralist
linguists have denied the utility of such notiodefinitions of the parts of speech, the concept was
defended in Lyons 1966 and has re-entered thatlitex in terms of semantic sorts. Thus, many
theoretical frameworks make use of Davidson’s atfiglal distinction between events and indi-
viduals (see Davidson 1967). Although the corredpage is not strictly parallel to the syntactic
classification of verb versus noun (phrase), itent appearance indicates a persistent tendency for
lexical expressions to be defined in terms of theimotation, i.e. through the ontological propertie
of the sorts of thing they typically identify. (Saéso Anderson 1997 for other a recent notional
theory of the parts of speech.)

Functional expressions, on the other hand, arersgtito denote in the same way: they do not
pick out sets of primitive elements and ontologicahsiderations do not have an effect on their
classification. Instead, functional expressionsdslly semantically constrain relations between
basic denotational classes or provide instructfonsvhere to look for the denotation specified by
an associated lexical expression. So, for exanyplantifiers relate cardinalities and proportions of
elements between nominal and verbal denotatiotistear provide information about the discourse
status of a referent; tense provides informatiauakthe relative time an event occurs; modals pro-
vide information about the status of an event oppsition (e.g. as possible, necessary, etc.).

However, such an approach begs many questionsis€lsegvhat it means to have a logical
interpretation is not easy to define and the attesm@ characterisation of the semantics of func-
tional expressions in the previous paragraph iseasy to sustain. For example, while it is often
true that functional expressions constrain relatioatween classes of primitive denotata, this does
not hold of anaphoric expressions such as pronqusadverbs, etc. which have a referential

7. Witness the current vogue for verbalising common nouns in Aaereknglish.

8. In languages exhibiting more inflection that English, thedfveeof content words to appear in different domains is limktedv-
ever, if one looks at roots, as opposed to stems or wordsit iseoften found that the same freedom in syntactic cagag@xhibited
(Sasse 1993:653).
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rather than a relational function. Furthermore, ynhaxical expressions denote relations which
may, as in the case of verbs taking intensionalptements likewant, be as complex in semantic

structure as more obviously functional expressid. is it possible to maintain a view of func-

tional expressions in which they typically convegd information (in some sense) than lexical
ones. The semi-copular verbs in English suckessnappearand so on, are typically treated as
lexical expressions despite the fact that the mfdion they convey bears comparison with that
conveyed by the modal auxiliaries likan may, which are treated as functional. Moreover, cartai

apparently functional expressions like quantifisueh asseveraland numerals again appear to
convey as much information as lexical houns suchuasber massand so on. It appears, there-

fore, that while there does intuitively seem tosleene content to the idea that the major lexical
classes denote ontologically basic elements, alypsemantic characterisation of the difference
between functional and lexical expressions is @hjikko be sustainable.

A more robust semantic property that differentidtes two classes, however, can be found in
the inter-relations that are found between memobgtdifferent subclasses of expressions. Lexical
expressions are linked in complex arrays of seakions and exhibit identifiable semantic rela-
tions with each other, in terms of synonymy, hypaogy selectional restrictions, and so on, (see
Cruse 1986 for an extended discussion). These grepeonstitute the subject matter of most
work on lexical semantics and provide interestimgights into the way our experience of the world
is structured. No such sense relations obtain mtWsubclasses of) functional expressions. While
classes of functional expressions do exhibit sintides in meaning, this always results from the
defining characteristics of the class itself. Thbheanda, might be described as ‘opposites’ (or co-
hyponyms) of definiteness, but the relation betwtbem is not one that is identifiable in groups of
lexical expressions, nor is there ever a corresipgngliperordinate expression (i.e. no general pur-
pose definite/indefinite marker) which can be tgarently related to other subclasses of func-
tional expression%.Quantifiers also form a class which exhibit a nemaf logical relations with
each other, but these result from the basic senmatithe class in determining relations between
sets and the common characteristics are constrangdoperties like permutation and conserva-
tivity, etc. (see van Benthem1986) which are hypsited to be universal, unlike the parochiality
exhibited by semantic fields in different languag@sother words, classes of functional expres-
sions are semantically isolated, while lexical eggions are linked in complex arrays of meaning
relations.

Another semantic property displayed by lexical esgions but not by functional ones involves
‘coercion’ or the modification of the denotation afie lexical expression by that of another. A
classic example of this involves the influence @banplement noun phrase on the aktionsart of a
sentence (see Verkuyl 1993, inter alia). Thus, anded NP object likehree dinnerswith an
essentially unbounded process verb k¢produces an interpretation of the event as bouridged
as an accomplishment, while a semantically unbodiiNf@ (mass or bare plural) induces a process
interpretation (5a - 5c¢). This does not happen \thctional expressions whose interpretation
remains constant whatever semantic characteriatiedisplayed by the expression with which
they combine. Notice further that combining a dlisttive quantifier with a mass term (or vice
versa), does not affect the basic interpretationhef quantifier which remains distributive (or
mass). Sahree winess distributive/count in (5d) anehuch sheepemains mass in (5e), despite
the normal denotation of the complement noun.

ba  Kim ate all day. Unbounded/Process

5b  Kim ate three ice creams. Bounded/Accomplishment
5¢c  Kim ate ice cream all day. Unbounded/Process

5d  Kim drank three wines. Count

5e  Much sheep was eaten by the infected cattle. Mass

The effects of semantic coercion go beyond aktidnsawever. Because of the existence of

9. Generic pronouns likenein English oiManin German are not counterexamples to this. Such elementsrthineiperson singular,
even when their interpretation may range over all personsamters. They could not be described as semantic superoscinate
pronouns.
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selectional restrictions, different combinationdexfical expressions may give rise to metaphorical
effects requiring inferencing to resolve appareasitadictions. In other words, attempts will be
made to accommodate apparently anomalous comhisatiblexical expressions, yielding meta-
phorical interpretations that may alter the bagietof object described by a phrase. Thus, in (6a)
the event described is a physical one, while i) é8babstract event is described (see Pittock 1992
for some discussion of this form of semantic camrti Contradictions generated by combinations
of functional expressions, on the other hand, teadcomprehension/ungrammaticalitglf some
bookscf. all the bookg. In other words, the meaning of a functionalhetat is not negotiable:
there is no ‘inferential space’ between a functiangression and the expressions with which it
combines.

6a  The river flowed to the sea Physical
6b  Kim’s thoughts flowed to Skye Abstract

A further semantic property of functional expressithat has been noted is that they may yield
no semantic effect in certain environments. ThisyfEcally said of case or agreement and in
Chomsky 1995 a distinction is made between intéapie and non-interpretable features from
which a number of theoretical consequences areatkrit is certainly the case that grammatical
properties which are determined by other elememtg not be semantically interpreted. Thus, the
prepositionto following a ditransitive verb likgjive is said not to have a semantic role but to act
like a case-marker, in distinction from its useldaling an intransitive verb of motion likgo.
However, it is unlikely that any grammatical distion that is not purely morphological (e.qg.
declensional class and the like) is entirely withimerpretative capability. For example, agree-
ment is often asserted (usually without discussiore an instance of a category without seman-
tics, its sole role being to encode dependencyioak But this is shown to be false when one
takes into account examples where agreement netatite broken (instances of grammatical disa-
greement). Where expected patterns are disrugtedjisagreeing feature signalled by the func-
tional expression (usually an affix) induces areliptetation based on the interpretation of that
feature. We find examples of this in many langudbashave a system of agreement, as illustrated
in the examples from Classical (Attic) Greek in 7@&b). In (7a), there is a disagreement in
number on the verb which emphasizes the individaalre of the withdrawal, and in (7b) there is
a disagreement in gender that signals the effemiagthe subject (see Cann 1984 ch. 6 for further
discussion of such phenomeﬁ’r&).

7a to stratopedon anekhorum Thucydides 5.60
the army[sg] withdraw[3pl]
‘The army are withdrawing (severally)’
7b  kle:sthEnE:s ‘ Esti sopho:tatE:
Kleisthenes[masc] is  wise[superlative,fem]
‘Kleisthenes is a most wise woman

However, while it does not appear to be true thacfional expressions always lack semantic

effect, it is true that this is often suppresseeéloninated in normal environments. Such is not the
case with lexical expressions, however. The meaiirgglexical expression is not fully suppressed

even in strongly idiomatic or metaphorical envira@mnts, as can be seen in the ways in which met-
aphors and idioms can be felicitously extended.egxample, (8a) makes a better extension of the
figurative sentence in (6b) than (8b), while (&aimore informative statement than (8d), showing
that the literal meaning of expressions is not detefy suppressed in coerced (metaphorical or
idiomatic) interpretations.

8a  and eddied around the poor cottage where heremibtkd.
8b  ??and exploded beside the poor cottage whemadther lived.
8c  Tabs were kept on the victim but they kept blayaf.
8d  ??Tabs were kept on the victim, but they werg wersy.
Although an absolute distinction between the semgmioperties of functional and lexical

10. For discussion of other ways that AGR might contributetmantic interpretation, see Adger 1994 and Cormack 1996.
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expressions cannot probably be made, semantiaeliifes between the two classes do thus exist.
Lexical expressions engage in rich semantic redatigith others of the same sort, but their inter-
pretation is subject to inferential manipulatiorcontext. The semantics of functional expressions,
on the other hand, may be suppressed in normatamaents, but their interpretation cannot be
coerced by other expressions with which they appear

25 Diachrony, polysemy and homonymy

If there were a strong categorial differentiaticgtvibeen functional and lexical expressions, this
would imply that the sets of expressions that maiehe two macro-classes are discrete. This
requires formally identical morphs that have batimctional and lexical manifestations to be
treated as homonyms rather than polysemes, whighaljy do not involve different categories.
Hence, the morplo in English in its grammatical usage as a case enarldght to be classed as
functional, whilst its manifestation as a prepasitof motion should be classed as a lexical homo-
nym. However, it is far from clear that the two sisé the preposition are as distinct as homonymy
implies. For example, as a case-markeonly marks noun phrases whose relation to theteven
described by the main verb is such as can be tesceds a goal. There are no examples of this
preposition marking patient, theme or source nolrages,ndicating that it isa semantically
reduced variant of Iexicaio.11 This observation has led to the view, advocatedldger and Rhys
1994, that case-marking prepositions (and othertfanal expressions in Chinese, see Rhys 1993)
mediate the thematic role assigned by a verb. Thh#e such prepositions, whose appearance is
determined by a verb, do not themselves assigrl dahfematic role to their complement noun
phrases, they provide bridges to help verbs ashigrorrect thematic roles to their arguments and
so must be of the right sort to identify that rdfewe accept this view, then we could hypothesize
that there is only a single preposititmjr2 in English which has functional and lexical masite
tions.

Other evidence against homonymy comes from diaéhrprocesses of Grammaticalization.
According to a recent theory (Hopper and Traug®®3), an expression develops into a grammat-
ical homonym through a period of polysemy involvprggmatic enrichment (9).

9 single item > polysemy (pragmatic enrichment) > baymy (‘bleaching’)

It is the middle phase that poses problems foidba that there is a discrete categorial difference
between functional and lexical. The notion of pelyy requires there to be a single lexeme used
in different contexts to give different but relateanings. If the dichotomy between functional
and lexical is analysed in terms of discrete categpthen it should be impossible for any expres-
sion to have polysemous uses that straddle thedaoyibetween them.

However, it is clear that this is precisely whaesidhvappen where a lexical expression is in the
process of developing grammatical uses. An exawiptieis sort of polysemy is given by the verb
havein certain dialects of Englist? The different constructions involvirgavedo not partition
neatly in terms of their syntactic properties adaay to whether they are contentive (i.e. semanti-
cally ‘full’) or functional (semantically bleached)Yhus, from a semantic point of view the
decrease of semantic effect goes from ProckEssdd a party)through Possessivdd has three
bookg, to CausativeJo had the cat crematgdModal Jo had to go homeand Perfect @ had
gone homg(10a). However, classic tests for auxiliaryhoadEnglish (see Pullum and Wilson
1977) show a different pattern that cuts acrosssttmaantic development, with the possessive
showing more auxiliary-like behaviour than the eive or modal uses (105

10a Process > Possessive > Causative/Modal > Perfect

11. Even the often cited prepositiaith in sentences lik&im credited Lou with more intelligencetains a reflex of its comitative uses
in that it identifies a property associated with (or preeidatf) the direct object by the subject.

12. lignore the infinitive marker, for convenience, but seeM1986 for an argument that this is a reflex of the sammeesie

13. In most dialects, the lexeme has either become frdlypigaticalised as a support verb, with its main verb possdasieton being
replaced by the periphrastiave gotor developed into a full homonym, with the possessive functidandaib display any auxiliary
properties at all.

14. The grammatical judgements here are my own and thoseeofspeakers of RP English in Scotland. That there is witkgioa in
the grammatical properties shown by the Veakein its different uses is not of significance here. What jgartant to note is that
expressions in the process of Grammaticalization may showraatth between their semantic and syntactic developmémas
tional expressions.
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10b Process/Causative > Modal > Possessive > Perfect

The mismatch between the auxiliary status of thé W each construction and its semantic con-
tent seems to deny any clear distinction betweerctimtentive and functional uses of this expres-
sion, thus undermining the idea that there is hgmon and leading to the conclusion thatveis

a single polysemous expression in this EnglistedialThe fact that one must recognise functional/
lexical polysemy, at least for certain stages m @rammaticalization of an expression, makes a
strong categorial distinction between functional &xical expressions problematic.

2.6 Discussion

From the above discussion it appears to be truectréain grammatical tendencies are related to
the functional/lexical distinction. Functional eggsions tend to form closed classes; to be phono-
logically and morphologically reduced; to appearirestricted range of often idiosyncratic syn-
tactic environments; to appear in general catedamains from which they cannot be shifted; to
have meanings which may be fully suppressed irmiteenvironments; and to allow the possibility
of syntactically and semantically coercing lexieapressions. Lexical expressions, on the other
hand, seem not to have these properties, but to égen classes, to be morphologically free, to
appear in a wide range of syntactic environmentd,ta be categorially and semantically coerci-
ble. However, none of these linguistic charactiessis individually sufficient or uniquely neces-
sary to determine whether a particular expressiorsdme language is functional or lexical.
Furthermore, the discussion in section 2.5 showas ihthe functional/lexical dichotomy is catego-
rial, it cannot be discretely so, since a singlpregsion may show behaviour that combines both
functional and lexical properties. This type oftpat, where grammatical properties cluster around
groups of expressions but do not fully define therd where there is not a discrete boundary sep-
arating one class of expressions from anotheypisal of a number of linguistic notions like sub-
ject, head, and so on. Such ‘cluster concepts’'aztiarise gradients from one type of expression to
another depending on the number of properties é@rbitbut seem to reflect linguistically signifi-
cant distinctions.

There are four ways to approach a cluster condefitisort. In the first place, one may deny
the utility of the concept in linguistic descriptiocSecondly, one may treat the concept as prototyp-
ical, allowing more or less determinable deviatifmosn a putative norm. Thirdly, one may restrict
the set of properties indicative of the categorg faotentially relevant subset in order to make the
concept absolute. Finally, one may assume thatdheept is essentially primitive and that varia-
bility in associated properties is explicable tighwther means.

With regard to a categorial distinction betweenctional and lexical expressions, the first posi-
tion is the one taken in Hudson (this volume, 198Bich accepts the importance of the notion of
functional expression (Hudson’s Function Word) tehies that Function Word Category has any
linguistic significance. The fact that categories anly as useful as the generalisations that ean b
made using them makes the lack of any defining,(#metefore, predictable) properties of func-
tional expressions strongly indicate that a catggfumctional, is not a linguistically useful one.
However, the fact that there are strong tenderfciegunctional expressions to exhibit certain
types of property supports the second position whiight be taken by proponents of Cognitive
Grammar (Langacker 1987, Taylor 1989). In sucheavythere would be a prototypical functional
category which would be, for example, phonologicediduced, affixal, syntactically restricted to a
single domain and semantically impoverished in seprese. Instantiations of this category would
more or less conform to this prototype and shatiethre prototypical lexical category.

The third approach that could be taken to the appasluster concept of functional category
appears to be the one often taken in the PrincgpidsParameters literature. Here an abstract view
of categorisation is assumed that maps only imp#yfento particular classes of (distributionally
defined) expressions within a particular langudgenctional categories, for example, may be
defined as ones that do not assign a theta-rotethiati select a particular (often unique) type of
syntactic complement (Grimshaw 1990). These thiadbt motivated properties abstract away
from the directly observable properties of functibaxpressions and allow the categorial distinc-
tion to be made uniformly at a more remote levedimdlysis.

The final view of the categorial divide is the leisswell supported by the linguistic data, but it
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is the one that will be pursued in this paper.tleeo words, | explore the idea that the functional/
lexical distinction is useful at some level of ddsiton, is not a prototypical concept, is not
abstract but is categorial. To provide evidence th& is the case, however, | do not intend to
explore further the linguistic properties of susprssions. Instead | will examine the psycholin-
guistic evidence in favour of there being a siguifit difference in the processing of the two
classes of expression. Although it is not commomesprt to experimental or pathological evi-
dence to support linguistic hypotheses, the growiody of psycholinguistic research into the dis-
tinction between lexical and functional expressiésmdoo extensive and important to ignore.
Although none of the evidence is uncontroverstad, picture that emerges is one where the psy-
chological treatment of functional expressionseat#fsignificantly from that of lexical ones, lend-
ing credence to the idea that they instantiatéragsy categorial distinction.

3. ThePsycholinguistic Evidence

Evidence for the significance of the functionalitet distinction from a psychological perspective
comes from three principal sources: language psingspatterns of aphasic breakdown; and lan-
guage acquisition. Exactly what the functional edats are within a language is not, however,
clearly defined in the psycholinguistic literatamed the distinction between functional and conten-
tive elements is often rather crudely drawn. Tylhycauch expressions are referred to as ‘closed
class’ items, even though, as pointed out in se@id, this is not a particularly good determinant
of functional status. Fairly uncontroversially, hewer, such a view leads to classes of expressions
such as determiners (especially articles, demdnatsaand certain quantifiers lilkeveryandall),
auxiliary and modal verbs, prepositions, (cert@imnplementizers and pronouns being treated as
functional. More controversially, also included kit this grouping are the ‘pro-adverbiere
andthere clausal connectives suchthgreforeand intensifiers such a®, very, etc. Other possi-
ble functional expressions, such as certain quartifike severa] manymay be excluded from
consideration as are expressions, such as the-opaakilsneed, dareetc., which behave syntacti-
cally partly like functional expressions and paiike contentive ones. In the discussion that fol-
lows, | shall be deliberately loose in my termirmfo reflecting the looseness apparent in the
psycholinguistic literature.

31 Processing

Experiments to test the psychological mechanisngelying language processing provide strong
support for there being a significant differenceha way certain functional elements behave. In
the first place, there is evidence that functicggressions are not affected by speech errors. For
example, spoonerisms only involve pairs of contengxpressions, and never involve functional
ones (Garrett 1976, 1980). Thus, one gets erreesTle student cased every pdak notEvery
student packed the caf@r The student packed every caseA student likes the lecturéor The
student likes a lectureProcessing models (e.g. Garrett 1980) have taaxkplain this effect by
assuming a level at which lexical expressions apFasented in the syntactic tree, prior to the
insertion of the functional elements. Erroneoudasgments and switches are then held to apply at
this prior level, giving the observed errors.

Secondly, normal adults show a frequency effedeiical decisions with contentive expres-
sions. In other words, normal adults respond quidketiming experiments to more frequent
words. This does not apply to functional expressiavhere response times for all expressions is
similar, even if on a straight count the items alifin absolute frequency (e.g. betwdka and
thosg (Bradley, Garrett and Zurif 1980). These resaits controversial and Bradley’s dual access
route to the lexicon has been challenged in e.gn&e1988, Gordon and Caramazza 1982, 1985,
amongst others, which report work that indicates there is a frequency effect with functional
expressions, as well as with lexical expressiansdy therefore be the case that both classes do
show frequency effects, but that there is a limithte effect with the most frequent expressions, a
group that is dominated by functional expressidtisi{ard Shillcock p.c.).

More robust evidence comes from experiments thatvsthat normal subjects take longer to
reject non-words based on lexical expressions tihase based on functional expressions,thig.
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nage vs. thanage(Bradley 1978, and replicated by others, see Matimd Kean 1989). This
implies that the linguistic processing mechanismolks’ that a word is a functional expression
and thus ‘knows’ that it will not undergo any dettiwnal processes. For lexical expressions, the
processor appears to make a wider search for matazindidates within the lexicon. Thus, it
appears that the linguistic processor is able ¢togeise instantly a derived form as based on a
functional expression and reject the form withaying to identify whether the form is well-
formed and/or attested.

Word priming experiments (see especially Shillcaokl Bard 1993) show that there is a differ-
ence in priming between certain functional expm@ssiand lexical expressions. Lexical expres-
sions prime lexical homophones (so, for example vérbarose primes the nounose and they
also prime semantically related expressions (ormge, wood also primegimben. Functional
expressions, however, do not prime homophones \{@gld does not primevood nor do they
appear to prime semantically related expressiogs ey does not primenustor mighf). Further
evidence for the distinction between functionalreggions and lexical expressions is afforded by
the informational encapsulation of lexical itemsidg processing. Priming effects are independ-
ent of the syntactic structure within which a letidem is embedded. Soyse primes both the
noun (and semantically associafemver) and the verb (see Tannenhaus et al. 1989). Funadti
expressions, however, are affected by syntactitestinwhere the syntax strongly favours a func-
tional expression, only the functional expressiali lae activated. Hence after an initial noun
phrase fvod] does not primavood (or timber), etc. This connection between syntax and closed
class items is further supported by evidence frdmduals where in code-switching situations the
functional expressions used tend to come fromahguage that supplies the syntax (Joshi 1985).

3.2 Acquisition and Breakdown

Evidence from first language acquisition and fraffedent types of language breakdown resulting
from brain trauma also show distinctions in thedwbur of functional and lexical expressions.
There have been numerous studies whose focus kasdoethe acquisition of grammatical ele-
ments (see, for example, Bloom 1970, Bowerman 1Ba&8ford 1990, and the papers in Morgan
and Demuth 1996, among many others). The data fhr@se studies are not uncontroversial, but
they indicate that functional expressions typicappear later in child language production than
lexical expressions, and that functional categoaiggear later than lexical ones. Crosslinguisti-
cally, however, this is probably not absolutelyetriror example, Demuth 1994 reports that Ses-
otho children produce a number of functional, arclion-like, elements from an early age (she
cites passive morphology as an example) and clafrtigs sort for English tend to ignore the affix
ing which is acquired and produced relatively early tilliers and de Villiers 1978). Furthermore,
studies like Gerken and Mcintosh 1993 indicate théidren who fail to produce function words
are nevertheless sensitive to their appearanewit and suggest that therefore children may have
representations of such expressions before theyhese. Morgan et al. 1996 further hypothesize
that the functional/lexical split is innate andttbhildren use the phonological differences to grou
expressions into the two classes. This, they suglgekps the identification of word-meaning map-
pings by cutting down the amount of utterance nitéinat the child must attend to. Thus, chil-
dren may indeed have some (possibly underdetermomttept of the functional expressions in
the language they are acquiring. This implies #rat relative lateness in the production of func-
tional expressions may be due to the communicatbesls of the learner, since lexical expressions
carry greater information than functional expressiand therefore are likely to be fully repre-
sented and so produced earlier. It also implies filmactional expressions which carry a lot of
semantic information or are otherwise salient ia $ipeech stream (e.g. because of regular mor-
phology or phonological prominence) may be acquieddtively early while less informative or
salient elements will be acquired latérWhatever the precise characterisation of firsylsye
acquisition, however, the importance and robustégbe functional/lexical divide is clear and
that the acquisition of syntax proper by first laage learners is co-incident with the production of

15. A theory of the acquisition of verbal morphology along these Wiasspresented in a talk by the author and M E Tait presemted t
the Linguistics Association of Great Britain and a numbenates in the UK in 1991.

Page 12



Cann Functional vs. lexical: a cognitive dichotomy

functional expressions is an accepted fact.

Because of the difficulties in interpreting whatldren are producing or comprehending and the
problems and controversies that surround the natiuchild language, patterns of aphasic break-
down are, in many ways, more interesting for ouppees, because we see in such cases what
happens when damage occurs that to a full aduihigiax. The evidence can thus be taken as
strongly indicative of the nature of the matureglaage faculty.

Aphasias can be characterized broadly as fluenhandluent. Fluent aphasias (Wernicke’s) are
characterised by the use of functional expressioosirol of syntactic operations (movement),
production of speech at a normal rate of speedagpdopriate intonational patterns; but compre-
hension is disrupted and access to informationcéestsal with lexical expressions is deficient, par-
ticularly with regard to predicate-argument struetand lexical semantics. Agrammatic aphasia
(Broca's), on the other hand, is characteriseditwy sr very slow speech, no control of sentence
intonation, impaired access to functional exprassioo control of syntactic operations; but com-
prehension, provided syntactically complex sentenaee avoided, is unimpaired and lexical
expressions are generally used appropriately, atidig full access to semantic information (see
Goodglass 1976). What is interesting here is thahgrammatic aphasia semantic processing
appears to be intact, while syntactic processediarepted.

Some representative examples of agrammatic spaakbn(from Tait and Shillcock 1993)
appear in (11a-11f). (11a) and (11b) illustratdiclitties with participle formation (and one exam-
ple of an omitted determiner); (11c) from Italigdmows difficulty with gender agreement in both
articles and verbs; in (11d) from Dutch there imiasing auxiliary; (11e) from German displays
wrong case assignment (accusative for dative); (4d@ from French indicates difficulty with
prepositions.

1la burglaris open the window
11b Little Red Hood was visit forest grandmother
11c il, la bambina sono, e andata

the.m, the.f girl have has gone
11d ik nou 21 jaar gewerkt

| now 21 years worked
1lle die Oma sperrtihn auf

the grandmother opens him.acc
11f j'ai pris chemin de d’orthophoniste en voiture

| have taken road from/of of speech-therapist in ca
Of course, the syntactic impairment shown by sugpHasics is not absolute, an all or nothing
affair affecting the whole of a subclass of funotibexpressions or all occasions of utterance (cf.
(11a) where there is one omitted determiner andomegt one). However, it is clear that there is
difficulty in productioriL6 and that this principally affects functional exgsi®ns, both words and
affixes.

There is also evidence that agrammatic aphasics daficulty in interpreting non-canonical
structures. For example, many agrammatics haviedif§ understanding passive sentences which
cannot be disambiguated through semantics alorexgariments it has been shown that perform-
ance in understanding passives where the thenudgis are easily assignable is significantly better
than comprehension of passives where no semani&s chre available (Saffran et al. 1980,
Schwartz et al. 1980).

12a The hunter shot the duck.
12b The duck was shot by the hunter.
12c The square shot the circle.
12d The square was shot by the circle.
Furthermore, it is reported in Bradley et al. 1988t agrammatic aphasics appear to show fre-

16. The data from comprehension are more difficult to assesBastiaanse 1995 for some discussion

Page 13



Cann Functional vs. lexical: a cognitive dichotomy

quency effects for functional expressions. Althouaghnoted above, the conclusion drawn by Bra-
dley that normals do not show such effects witlcfiomal expressions is controversial, the effect
of frequency on the recognition of words by aphagieakers is apparently more marked than for
normal ones. Again, the test for recognition of waords based on closed and open class items is
more robust and has been replicated. Broca's aghasiow no difference in reaction times
between the two types of non-words, indicating thatr recognition of functional expressions is
impaired.

3.3 Discussion

The psycholinguistic evidence points to a strorgfimiction in the processing of functional expres-
sions and contentive (lexical) ones. In particulbg evidence from word priming indicates that
functional expressions are not encapsulated framasgysince the syntactic context that surrounds
functional expressions affects lexical access wdgesyntactic context has no effect on the lexical
access of contentives. Furthermore, functional@sgions are recognised quickly by the processor
and do not appear to interact with the mechanisrasitentify contentive expressions. The data
from language acquisition and language breakdowo ahow that functional expressions are
closely linked with syntactic operations like passidative shift, etc., while lexical expressions
provide sufficient information for basic semantiogessing to occur, even in the absence of
coherent syntax. There is thus not only strong sapfor a significant distinction to be made
between functional and lexical elements but alsdHe hypothesis that functional expressions are
more closely associated with (local) syntactic pssing than lexical ones, which themselves are
more strongly implicated in semantic processing.

Evidence from neurobiology further supports thengigance of the distinction between func-
tional and lexical expressions and the associatidhe former with syntactic processing, as it sug-
gests that the two types may be stored in diffepants of the brain. For example, the loss of the
ability to manipulate syntactic operations in patsewho have damage in the anterior portion of
the left hemisphere, along the angular gyrus (Bsarea), indicates that the syntactically signifi-
cant functional expressions may be located in this area. Patterns that emerge from fluent aphasias
indicate that lexical expressions are less strongly localized, though a general tendency toward
localization within the posterior portion of the left hemisphere is attested. Following left hemi-
spherectomy, the right hemisphere may take over functions involving lexical expressions, with a
remapping of activity to that hemisphere, but it cannot take over the functions of functional ones.
Speech is possible, with normal comprehension and communication, but syntactic complexity is
absent. There is aso evidence from neurobiological studies that indicate differences in the storage
of lexical and function items. It appears that neuronal assemblies corresponding to function words
are restricted to the perisylvian language cortex, while those corresponding to content expressions
include neurons of the entire cortex (see Pulvermdiller and Preiss 1991 and the discussion of neu-
robiological implications for language acquisition in Pulvermiller and Schumann 1994).

Unfortunately, as was seen in section 2, the robust psychalinguistic evidence for the distinction
is not reflected in the linguistic properties exhibited by the two macro-classes of expression. If the
functional/lexical dichotomy is categorial, there should, as Hudson (this volume) notes, be ‘ gener-
alisations which would not otherwise be possible’ without the categorisation. In other words, the
identification of an expression as functional will predict some subset of its grammatical properties.
Furthermore, in a strict interpretation of the distinction between the two categories, there should be
no expressions that are morpho-syntactically attributable to both classes. If alexeme is identified
as a member of a contentive class by certain grammatical properties, then it should not exhibit
properties centrally associated with functional ones (and vice versa). An implication of thisis that
Grammaticalization processes, whereby contentive expressions become functional, should exhibit
an instantaneous shift from one class to the other at some point in the diachronic development.
This in turn implies that lexemes that appear to have both lexical and functional uses should
behave as homonyms and so should exhibit morpho-syntactic properties that are entirely independ-
ent of each other.

The fact that these properties do not appear to hold indicates that the important psycholinguistic
notion of the functional/lexical distinction does not constitute a linguistic category. On the other
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hand, the notion does mirror the conceptual distinchetween grammatical and contentive cate-
gories within linguistic theory and there are cleannections between the psycholinguistic con-
ception of functional expressions and their lingaisvehaviour. Thus, although there are no
necessary and sufficient conditions that identigressions as of one type or another, as noted in
section 2.6, functional expressions are generai$peated with restricted syntactic contexts and
are not amenable to syntactic or semantic coeiuife lexical ones appear in a wider range of
syntactic contexts and are syntactically and seicalht coercible. This is reminiscent of the asso-
ciation of functional expressions with semanticqessing and lexical ones with semantic process-
ing noted above. We appear to have a situatiomefihie, in which an important psycholinguistic
distinction is not fully reflected in linguistic pperties, but where there is a clear, but imprecise
relation between the processing properties assatiaith functional and lexical expressions and
their general syntactic and semantic behaviour.

34 E-language and |-language

The apparent contradiction between the categorélira of the functional/lexical distinction
implied by the psycholinguistic evidence and the-oategorial nature of the distinction implied
by the lack of definitional linguistic propertiearcbe usefully approached in terms of the distinc-
tion between E-language and I-language made in Chomsky 1986. The term ‘E-language’ in that
work is used to refer to the set of expressions that constitute the overt manifestation of alanguage
in terms of actual utterances and inscriptions. It is something that may be observed directly as the
output of linguistic behaviour, an extensional or ostensive view of language that may be equated
with the structuralist and mathematically formal notion of a language as a set of strings of basic
elements. Different from this is I-language which is characterised as an internal representation of
structures that gives rise to the external manifestation of a particular language. 1-language may be
construed as a metalanguage that generates (or otherwise characterises) E-language and is equated
in Chomsky 1986 with a parametrised state of Universa Grammar. |-language thus consists of
grammatical elements that are universally available to humans and which are manipulable by uni-
versal linguistic principles. E-language, on the other hand, necessarily consists of language partic-
ular elements (the expressions of the language) whose description at the level of the given
phenomena must also be parochia and not necessarily amenable to analysis that is crosslinguisti-
cally generalisable.

Considerations of this sort led Chomsky (1986) to argue that it is |-language which is the proper
object of inquiry for linguistics, because it is this that results from the operation of universal lin-
guistic principles and is thus directly relevant for the understanding of Universal Grammar. E-lan-
guage, on the other hand is, for Chomsky, relegated to the status of an epiphenomenon, a symptom
of language rather than its substance. Leaving aside the ideological battle that informs much of the
debate around this topic, we may question whether there are in fact no aspects of E-language that
are best described on their own terms: i.e. for which an I-language explanation misses the point and
failsto adequately characterise all the relevant properties. Indeed, it is precisely with respect to this
question about the nature of the functional/lexical dichotomy that the potential drawbacks of hav-
ing apurely I-linguistic characterisation of the language faculty are thrown into focus.

Psycholinguistic investigation into language processing is principally concerned with the inves-
tigation of human responses to E-language. Descriptions of aphasic behaviour or first language
acquisition relate to the linguistic expressions that are produced or, less frequently, comprehended
by the people being studied. Priming and other sorts of psycholinguistic experimentation record
reactions to written or spoken tokens of expressions that are (or are not) part of a particular E-lan-
guage. We may, therefore, hypothesize that the functional/lexical dichotomy indicated by psy-
cholinguistic evidence is an ostensibly E-language notion and we may assume that at the level of
E-language (the set of expressions, particularly basic expressions, that extensionally define a lan-
guage), the distinction is categorial, since it doesidentify a significant grouping of expressionsthat
show identifiable traits in parsing and production (functional expressions are not encapsulated in
processing, are accessed quickly, etc.). This hypothesisis supported by the fact that the set of func-
tional expressions within a particular language is always sui generisn the sense that different lan-
guages overtly manifest different types of functional expression. English, for example, has no
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overt manifestation of gender agreement, nominsg ca switch marking, whereas a language like
Diyari (Austin 1981) has morphemes that expressegheoncepts but no person agreement or
aspect marking. I-language relates principallytte heed to account for universal properties of
language whereas the ‘ accidence’ of grammar has traditionally been viewed as alanguage specific
phenomenon, but one that determines the properties of a specific language independently of its
‘substance’. Insofar as accidence and functional expressions coincide, we might expect the study

and analysis of this aspect of grammar to be language specific.

In current transformational grammar, of course, the variability associated with accidence is
attributed to universal parameters and, as such, is in the domain of I-language rather than E-lan-
guage. However, parameters are intended to determine variable properties of language that are
linked together in some way. Arbitrary variations in the grammar of a language (e.g. a language
has gjective consonants, fusional morphology, no overt WH-expressions, etc.) are relegated to the
lexicon. What is not addressed is how significant such language specific properties are and how
much they contribute to the linguistic structures of a language beyond an epiphenomenal haze of
arbitrary attributes. Thereisno apriori reason why external and non-universal properties cannot be
linguistically significant. Aspects of E-language may determine certain aspects of grammaticality
and interact with I-linguistic properties in interesting ways. In fact, the association of functional
expressions with local syntactic processing and their independence from semantic processing
impliesaradical differentiation in the ways that functional and lexical expressions are represented.

This hypothesis, that the functional/lexical distinction is an E-language phenomenon, will be
pursued in the remainder of this paper with a view to proposing a view of the grammar whereby
extensional/external properties of language interact with intensional/internal ones that marries
aspects of processing and theory in an interesting way.

4. Categorising functional expressions

At the end of the previous section, the hypothesis was promoted that the functional/lexical distinc-
tion is categorial at the level of E-language. We will refer to this E-language category (‘ E-cate-
gory’) as ‘functional’ and take it to apply to the set of expressions in any language which show the
psychological propertiesillustrated in the last section. In other words, the hypothesisisthat the cat-
egorisation of functional expressions is determined for an individual language through properties
of processing and frequency. It is possible that certain types of phonological cue may also help to
define this category’’. In other words, such a categorisation is determined by properties that
clearly belong to E-language and, hence, it must be language specific and not determined by uni-
versal factors. Thisis not to deny that expressions with certain inferential or semantic properties
(such as anaphors and tense) will tend to be encoded by functional expressions, but the categorisa
tion of the expressions of a language into functional and lexical is one that is determined by the
external manifestation of that |anguage, as discussed above.

This primary categorisation into the macro-classes, functional and lexical, induces a split in the
vocabulary that permits further (E-)categorisation to take place. In this section, | explore the nature
of this further categorisation and develop a view of the way a theory of syntax may developed
which utilises the different types of information associated with the two types of expression.

4.1 Defining E-categories

Although not much in vogue in many current approaches to syntax, the quintessential type of syn-
tactic categorisation has generally been determined though properties of distribution. This
approach to categorisation finds its most elaborated form in the writings of the European and
American structuralists (see, for example, Hockett 1954, Harris 1951, Hjelmslev 1953). Morpho-
syntactic classes are defined by the syntagmatic and paradigmatic properties of expressions, typi-
cally through the use of syntactic frames. expressions are grouped into classes according to their
ability to appear in a position determined by a particular frame. Clearly again, this type of categori-

17. See also Gerken 1996 and Gerken and McIntosh 1993 for a discussiomld-phonological properties that enable children to
acquire this distinction.

Page 16



Cann Functional vs. lexical: a cognitive dichotomy

sation is induced by properties of E-language @&pends solely on the appearance of expres-
sions with one another and not on more abstragtigtic properties. Hence, one might look for
further subcategorization of the lexical and fuocél categories to be determined by such a proc-
ess.

There is, however, a well-known methodological peab with this type of classification: how
to determine which distributional frames are siigifit and which are not. In the classical model,
categorisation is meant to be automatic and deberanivithout reference to semantics so that any
linguistic context can in principle be used to defa distributional frame (see particularly works
by Harris). In practice, of course, this ideal &t fand cannot be) met for all expressions in a lan
guage. The semantics of an expression is oftentosdetermine whether it should be identified as
a preposition or an adverb, a pronoun or a proparen a verb or an adjective, before any distribu-
tional analysis is carried out. More problematithis selection of significant distributional frames
For reasons to do with selectional restrictiongister, and other factors, if categorisation idet
mined by distributional frames that are allowedrention specific words, then most almost all
expressions in a language, including major clags owill define unique word classes, since they
will appear in a unique set of contexts. Clearfythis applies to lexical as well as functional
expressions, then this is problematic from the pofview of the grammar, since in the worst case
it requires the same number of distributional (Bt@gories as lexical expressions, preventing sig-
nificant generalisations to be made. To get ardhisdproblem, structural linguists have tended to
use broad, and sometimes arbitrary, syntagmatieesato define word classes.

This methodological problem is one that led to m@ve away from distributional theories of
categorisation to ones that rely on abstract oionat properties. In fact, however, the difficulty
disappears if categorisation is determined, nadb waspect t@ll basic expressions in a language,
but only with respect to the functional ones. Adedoin section 2.1, the number of functional
expressions is itself small, so that even if evienctional expression in a language appears in a
unique set of contexts, the number of differenegaties that need to be recognised will still be
small (no greater than the number of functionakeggions). Furthermore, since there are no oper-
ations that alter the syntactic environment of fiomal expressions in the same way as for lexical
ones, the number of significant contexts for amgk functional expression, abstracting away
from individual lexical expressions, will be smallloreover, since functional expressions can
appear with all members of an associated lexi@as;land coerce lexical expressions to be of the
appropriate class in context, we may further absaeavay from individual lexical expressions and
refer only to major class labels. Thus, insteadadsifying articles in English in terms of an ifide
inite number of frames [_dod, [ __ studen}, [ hamster in a cadeetc., they are classified in
terms of the single frame [__ N].

In order that the distributional definitions of fitional categories are not circularly re-applied to
the definition of the major parts of speech (eygtdking the framethe ] to identify particular
lexical expressions as nouns), labels like N amduét be taken to keepriori categories which the
class of functional expressions define extensignatus, in English, whatever expression appears
in construction witithe, someetc. is necessarily (headed by) a noun or midy, will etc. is nec-
essarily (headed by) a verb. In other words, E{ional categories are defined over the class of
functional expressions and a small set of majossclabels like N and V, the latter of which are
universally given and hence may be consideredrin fmart of the vocabulary of I-language.

A restricted vocabulary, of course, does not guaeathat the set of distributional frames that
needs to be considered will also be small or eirdtef However, it seems (again because of the
restricted syntactic distribution of functional e&psions) that significant distributional framed wi
be in the region of two to four words in length general, increasing the size of the context uged t
identify classes of functional expressions will &ao effect on the membership of those cla$%es.
For example, with respect to the illustrative deframes for part of the functional system in Eng-
lish below!®, frames like [ Ved theN], or [ __has beerv+ing], etc., will pick out exactly the

18. This may be significant for first language acquisitibassumptions about learning such as those made in E(t8a8) and Ell-
man et al. (1996) are valid.

19. Note further that the frames abstract away from altphy, i.e. affixes refer to morphemes, not morphs and so veestiar the
plural morpheme, etc. This is not necessary, but simplifieexpesition.
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same class of expressions as (13h); frames likeN[of theN], [ A N], [__ A A N], etc. will
pick out the same class as (13a), and so on.

13a [ __N]= the, a, every, much, no, my, ypyr
13b [ Nig ={the, some, many, few, all, no, those, my, ;jeur
13c [the__ N+s] = {many, feyy
13d [ of theN] = {all, many, few, some, nane
13e [__theN]={all}\
13f [ V+5] ={he, she, it, thigy
13g [ V]={you, they, I, we, those, these, many, severa},few
13h [ V+ed ={l, you, he, she, it, we, thigy
131 [N+__]={-s}y
13j [V __]={here therg aqy
13k [A+_1={ly}aav

One of the interesting things to note about fumaldE-categories is that they cut very finely.
For example, given the representative data abeufitfictional expressions in the nominal field in
(13a) to (13e) above, we find that the differerstritbutional classes are not fully generalisable to
all members of this subclass. Thus, while mosheféxpressions that satisfy the frame ¢f the
N] (abstracting here away from number) also safisfyN], at least one does not, irmne and
while most expressions that satisfy [ V] satigfy N] (and vice versa), not every relevant
expression satisfies both (the personal pronoutisfis¢he first but not the second while the arti-
clesa, theand possessive pronouns satisfy the second anthadirst). However, some of the
frames considered above do appear to be predigtiveof theN] predicts [ V] andthe __ N]
and [__the N] predict [ __ N] and [__ V] (when restricted torictional expressions, as we are
doing). The intersection of the classes defined byof theN] and [ __ N] yields a further class.
We can diagram these relations using the (subsomjdtttice in (14) where the nodes correspond
to sets of expressions that can appear in a pltiframe, to the intersection of classes defingd b
different frames, or to the complement of suchrsgetions with respect to the two original sets. In
this way, a complex array of distributional categeremerges.

14

{the, a, some, we, ...., few}

[ N]={the, a, many, all, ..., those} {we, yowgrae, many, all, ..., few} = #]

{we, you}

{the, a, my, your} {that, this}

{many, all, some, none, few}=[__ of the N]

{many, all, some, few, those} {none}

T

[the __ N] ={many, few} {all} =[__the N]
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As one goes down the lattice, the categories (sack® become smaller, witall andnone
defining categories of their own. Indeed, if onéscacross the lattice with further properties (like
syntactic number) then further differentiation as;with, for examplea andmuchbeing distin-
guished fronthe andno, and so on. Ultimately, the process leads to gemgll classes of expres-
sion, often containing only one member. This appio# the categorisation of functional
expressions thus yields a set of relations betirdimidual morphemes that essentially treat each
such morpheme as syncategorematic (or equivalaodyegorematic) whose syntactic interpreta-
tion is given by its position within a distributiahlattice like those shown above. It comes as no
surprise in such a view of functional categories there will be expressions which are entisaly
generisand appear not to relate directly to other fun@lexpressions (like perhaps the comple-
mentizerthat, see Hudson 1995).

If it is the case that basic syntactic environmelafine a (meet semi-)lattice in terms of the ele-
ments that appear in them, then one only has tavkhe point at which a particular element is
attached to the lattice to know its distributiomidlis, of course, equivalent to defining a set of
grammatical rules (of whatever sort) and assigmixiressions to particular labels introduced by
those rules, in the normal structuralist m88ét is not here important how the syntactic relasio
between the nodes on the lattice are determinedvahdvhat generality. What is important is that
a structuralist distributional approach directlguices the categorisation of functional expressions,
both at and below word level, and, because of yitastically restricted nature of such expres-
sions, such an approach can in principle providexraustive characterisation of the restricted
environments in which functional expressions cameap.

4.2 |-categories and E-projections

As noted above, distributional classes such aetebewn in (13) define E-categories, since they
are extensionally defined over the vocabulary oflEh. Clearly, in such a categorisation, the
principal categorial distinction must be betweencfional and lexical, since this provides the
restriction on the given data that makes distridnal categorisation possible. The functional
expressions essentially then define the E-categarfighe lexical expressions through the use of
universal major class Iabe%.AIthough such an approach is in principle capaiflgielding an
exhaustive characterisation of the strictly loogheindencies of the vocabulary of a language, as it
stands it determines only subclausal constituénisctional expressions do not provide sufficient
information to enable distributionally defined pbea to be combined. Something more is needed
that can induce the set of permitted combinations @esumably account for general, putatively
universal, linguistic processes like unbounded ddpacies and suchlike. Within transformational
grammar, universal syntactic processing is assumegerate only over I-language entities and so
the relation between E-categories and I-categbeesmes an important issue.

One of the features of classifying functional exgiens in terms of their distribution is that,
because of their strict association with particldamains (nominal, verbal), basic labelling of
phrases that are the output of the distributiomaihgnar discussed in the last section can be done
with respect to these domains, as indicated bytiscripts around the classes in (13). Thus, the
different classes labelled andV above are functional classes related to the us@ércategories
noun and verb, respective@.Note that the I-categorial label is not equivalenthe E-categorial
label used in the distribution frames themselvédmisT we cannot substitutiee (or the N or any
pronoun) for N in the frames (13a) to (13d). Intfage can usefully here distinguish between the

20. The latter is essentially the approach taken in GPSGewliféerent subcategorization environments for functionalesgons are
labelled uniquely using a number. The functional, lexicon therif@gmefor each functional expression the subcategorization niember
associated with it, as illustrated falt in (i - iv) (cf. Gazdar et al. 1985).

i N" - H, {SUBCAT: 21} (all boyg

i N" - H[DEF]", {SUBCAT:22} (all the boy}

i N" - H[DEF,of]", {SUBCAT:23} (all of the boy}
iv. N" - H[SUBCAT:24]} (all)

21. Note that such a categorisation of lexical categoriesépendent of semantic or notional considerations and does not joerasi
of greater or lesser prototypicality amongst members of #jermategories like noun and verb (see Newmeyer this vdiamnaecri-
tique of approaches to linguistic categorisation based on protdtypes

22. Hence, we follow Hudson (this volume) in claiming thatishee noun that appears with another noun, but it is so in a \iéeyedit
sense to the way in which father is a noun which appearsawitther noun. In the latter case, the transitivity restdta the fact that
student denotes a two-place relation, whilst the transitbfithe results from its distributional properties.
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E-category N (or V) and its I-category counterpaor V). If we take the position that these latter
labels are the ones that are visible to Universah@nar, then we may understand the combination
of functional expressions with a lexical expressigrrecursively defining the resulting (complex)
expression as being of the appropriate I-categeumnctional classes may thus be construed as
defining E-projections (to slightly modify the camt of extended projection of Grimshaw 1991)
of the major class label they contain. This issilfated in (15) below, where the complex expres-
sions are defined by the distributional grammaoeissed with the functional expressions and the
categorial label gives the resultant |-categoryteNthat it is not important exactly how (or
whether) the internal structure of such phrasespgeesented. What is important is that the phrases
are constructed from information provided by thedEegories of the functional expressions within
a given language and that they are labelled wighl4bategory associated with the major class of
the lexical expression they contain.

15a [cat+s]
15b [the cat+g]
15¢ [all the cat+g]

Through their associated I-category, E-projectiare visible to Universal Grammar (however
construed) and so may be combined through the aymtaperations that the grammar permits.
One of the universal aspects of syntactic comlnatissumed in all current theories of syntax is
the combination of lexical predicates and theiruangnts. Information about lexical argument
structure necessarily comes from the lexical exgioasin an E-projection, as in (16), and E-pro-
jections may be combined by some tree-forming operation (like ‘Merge’ in Chomsky 1995), as
illustrated in (17).23

16a <[kick+ed],, <AGENT,PATIENT>>
16b <[have kick+ed],, <AGENT,PATIENT>>
16c <[may have kick+ed],, <AGENT,PATIENT>>

17

<[may have kick+ed],, <AGENT,* PATIENT>>

<[may have kick+ed],, <AGENT,PATIENT>> <[all the cats]>

This view of the grammar, whereby combinations of a lexical expression and its associated
functional structure is defined by distributional grammar and further combination is done through
the manipulation of major I-categories and argument structure, provides a way to accommodate
properties of linguistic expressions that are indicated by the psycholinguistic evidence and pro-
vides a solution to a number of the problems of characterising functional categories discussed in
section 2.

From the processing point of view, the fact that functional expressions are associated with syn-
tactic framesin adifferent way from lexical ones and that they are strictly associated with syntactic
frames can be used as an explanation for: why only lexical expressions prime homonyms; why the
rejection of non-words based on functional expressions is faster than those based on lexical ones,
and why the processing of functional expressions is not encapsulated from syntax, but that of lexi-
cal ones is not. Furthermore, since the variables in distributional frames are associated with the

23. The information about argument structure shown in (16) elosvlis given in terms di-roles. The actual representation is clearly
not important and any of the means of representing this infammia different theories could be used (e.g. as types asrimpison,
Meyer-Viol and Gabbay (this volume) or as the ARG-S list ilSBPManning and Sag 1995. All that is important is that aegisn
become saturated as syntactic combination proceeds.
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major lexical classes, only these classes of exfmes will be affected by spoonerisms. In terms of
language breakdown, the association of functiomptessions with local syntax means that the
loss of such elements automatically entails the tdgheir associated syntactic properties. Hence,
in Broca's aphasiawhat is left intact is the ability to manipulate argument structure and so seman-
tically coherent expressions can be constructed using only lexical expressions. In addition, if the
representation of E-categories is essentially lexical, then particular functional expressions (and
their associated syntax) may be lost, while other such expressions may be retained, giving rise to
partial fluency. Hence, it is not necessary to assume, as Ouhalla 1993, that breakdown necessarily
involves a complete functional class.

The linguistic consequences of the approach also go some way to explaining the existence of
expressions that show non-functional properties and why certain of the properties discussed in sec-
tion 2 are not good indicators of functiona status. In the first place, the property of closed versus
open classes becomes mostly irrelevant. All functional classes are necessarily closed (and small),
given the natures of E-categorisation. However, all such classes are associated with some lexica
(I-)category and so the fact that certain functional expressions have the distribution of lexical
classes is non-problematic and expected, since the null environment (within an E-projection) is a
possible environment (e.g. [there] oo\, [She],, €tC.).

Secondly, nothing in the model prevents certain expressions which have similar semantic func-
tions to functional expressions from being treated as lexical. So perhaps certain quantifiers may
appear in the grammar aslexical nouns with argument structure (like perhaps severa) while others
(like every are only associated with the I-category noun through its position in an E-projection.
Provided that the semantic force of the two expressions can be expressed (which it must be able
to), the difference in syntactic status isimmaterial.

Furthermore, expressions that have both lexical and functional properties is not disallowed.
Such expressions can be assigned to a major E-category (through its semantic sort) but also be
associated with functional domains. So, havemay be a verb through its association with the sort
event but may also be associated with distributional frames like [__ V+ed],, and so on. This pre-
dicts that polysemous expressions that cross the functional divide are expected to show syntactic
behaviour that is not determined by whether the expression is being used as a lexical or a func-
tional element, hence the mixture of auxiliary and main verb uses of havewhether or not it is used
as a possessive verb or a causative marker.

The general syntactic properties of functional expressions noted in section 2.3 also follow from
this model. Since distribution is defined with respect to a major class label and not individual lexi-
cal items, a functional expression cannot differentiate between members of the class and so cannot
select any subset of them to appear with. This property also predicts that coercion will always be to
the class required by the functional expression, and not vice versa, and that functional expressions
cannot coerce each other. Furthermore, if long distance dependencies are determined by argument
structure, as noted in footnote 6., then the extraction of parts of an E-projection will be impossible,
predicting the ungrammaticality of *cats, Kim really thought Lou liked thé Fi nally, the differ-
ence in the syntactic operations that govern the construction of E-projections and their combination
into clauses allows, but does not require, functional expressions to appear in syntactic contextsin
which lexical expressions cannot.

The strong differentiation made between functional expressions and lexical ones may also form
the basis of an explanation for other properties noted above. For example, phonological and mor-
phological reduction may be expected for functional expressions given the close association
between expressions in an E-projection and their predictability, while lexical ones are not predicta
ble. The proposal made above, which utilises aspects of different syntactic theories in having the
grammar partly defined by distributional rules and partly by more abstract properties of Universal
Grammar, thus provides a potential basis of explanation for a whole range of phenomena that are
problematic when approached from the viewpoint of atheory that envisages just one type of syn-
tactic representation for all expressions in alanguage.

24. The fact that prepositions and auxiliaries in Englismjidong distance dependencies must result from their datiétes as both
functional and lexical.
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4.3 FUNCTIONALI-categories

The picture of the grammar presented above, inlwhinctional expressions define (distribution-
ally determined) local domains over which univeggammatical principles operate, leaves out the
relation between the E-categorial functional clasaed the functional categories familiar from
much recent syntactic theory. To relate the twaomst we might hypothesize the existence of an
I-language categoryuncTioNAL which would consist of the non-major categoriasifiar from
current transformational grammaiGr comp, DET, TNS €tc., i.e. a set of grammatical categories.
TheFruNncTIONAL categories are, however, independent of the lagegparticular morphs that some-
how encode them, since they are, by being objectdanguage, necessarily universal, whereas
functional classes are language particular anchdéfsolely through their distribution within the
language and not according to their relation toesaivstract linguistic property. The independence
of I-language and E-language categories presgmdstizular problem for functional elements that
is not apparent with lexical ones.

The E-categorisation of lexical expressions intanmg) verbs and so on is determined by their
co-occurrence with nominal and verbal functionanetnts (words or affixes). However, func-
tional expressions do not classify lexical exprassiinto those classes, since the distributional
definition of functional classes cannot, by hypaikerefer to individual lexical items nor, as we
have seen, can we classify lexical expressionsrditgpto distributional frames defined by the
functional ones without circularity. Major class migership must thus be determined in some
other way, presumably through basic ontologicapprties as suggested in notional definitions of
the major parts of speeéP The I-category associated with a lexical express@dhus determined
by the I-category associated with a particular fiomal expression (or directly in the lexicon, if
the expression can appear without any accompariyirional expression, such as adjectives and
proper names in English). Its association with azategory is, however, mediated by its semantic
properties (such as its so?‘f)Because of this, there is no particular problerariderstanding the
relation between the major E-language and I-languzgegories or relating lexical expressions
with particular I-categories.

However, this transparency of relatedness betweand E- categories and between expressions
and |-categories does not hold for the relationsiefsveen functional classes andicTioNAL cate-
gories. Individual functional expressions, for exden typically encode more than one traditional
grammatical category. Hence, while the artitle in English could be considered to instantiate
only the category of definiteness (18a), its inaigdi counterpart encodes both (in)definiteness and
number (being singular) (18b). The quantiémeryencodes number (singular) and the fact that it
is a quantifier (18c), while th@yencodes definiteness, agreement (pronominality)pmsdession
(18d). However, distributionally these expressitorsn a functional class. What then is the rela-
tionship between this class and thuicTionAL categories? Most obviously, the hypothesis should
be that the functional class relates to the unfaaleuncTionaL categories with its members (18e)
or to their intersection (18f). Unfortunately, et of these potential solutions tells us anything
useful, since not all the members of the classhaixall the properties indicated and there is ne on
property shared by every member of the class.

18a the: per]

18b a: per, NuM]|

18c every: fium, QNT]

18d my: peF,POSAGR]

18e {the, a, my, ..., every} DEF,POSAGRNUM,QNT]
18f {the,a my, .., every} =@

25. Alternatively, while expressions (roots or words) inléxécon may be associated a single major class (particulariyed expres-
sions, e.gprevaricationN, *Mary prevaricationedrersugprevaricateV *the prevaricate of the lecturers was very irritafinig may be
the case that this information is accidental in the samethat words like trousers are accidentally syntactigdllyal and not central
to their syntactic definition.

26. Such an approach allows for lexical expressionsto be ‘ coerced’ into different syntactic categories, since it will be the semantics that
mediates the assignment to an E-category, and thus to an |-category. Assuming that major |-categories are associated with semantic
sorts, where the semantics of an expression is consistent with being expressed by different sorts, the expression may be assigned to a
number of major E-categories.
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A further problem with the mapping between functibexpressions arebNcTIONAL categories
has to do with the fact that certain expressiomfopa different grammatical functions according
to their local syntactic context. For example, therph edin English is interpreted either as per-
fect or passive (or adjectival) depending on wheith@ppears with the veitmaveor the copulde
(or no verb at all). It is argued in Cann and T&8®5 (and re-iterated in Cann 1998) that this morph
is not homonymous between aspect and voice, bua lsisgle interpretation (as an unaccusative
state) whose other properties are determined bgldraents with which it combinég.If this is
correct, then the mapping from individual functibe&pressions tGuNncTIONAL categories is not
necessarily one-to-one and thus non-transparent.

It is not only the mapping from functional E-cateige toFuncTIONAL I-categories that is prob-
lematic, but so also is the reverse mapping fraratégory to E-category. Firstly following from
the observation above concerning the encodingnafaber of grammatical categories by a partic-
ular functional expression, it is clear that a jgaitir FUNCTIONAL Category may be instantiated by a
number of E-categories: agreement, for exampléjsigibuted across nominal and verbal func-
tional classes in many languages; definiteness Imeaglistributed across articles, possessive pro-
nouns and certain quantifiers; and so on. More mamdly, FUNCTIONAL categories may be realised
not only by functional expressions (affixes or sethound forms like the articles in English) but
also by lexical ones, which may or may not be mphocess of grammaticalization. For example,
Tensein English may be realised by affixeged--s), auxiliary verbswill) or fully lexical verbs go
as inbe going to)In Diyari, a number ofenseandaspecTdistinctions are encoded by what appear
to be full verbs followed by participles. For exdmghe habitual or intermediate past is indicated
by the use of the venvapa meaning ‘go’, while pada ‘lie’ indicates recent past, wara- ‘throw’
indicates immediate past and wanti- ‘search’ indicates distant past (Austin 1981:89). Thereis thus
no direct correspondence between FuNcTIONAL category and functional expression.

The Diyari example above also indicates a problem with FuncTioNALcategories and their relation
to functional classesthat is part of a common concern for all universalist theories of linguistic cat-
egorisation. As is well known, different languages often instantiate different values for a certain
category (e.g. different types of past tense in Diyari) and no language morpho-syntactically
encodes every possible grammatical category. The question that arises is whether all the different
values and all the different categories are to be considered universal. If so, then the theory of Uni-
versal Grammar reguires every possible variation of a grammatical category to be at least imma-
nently present in every human language, leading to further problems with regard to the
representation of the non-overt categories within I-language. The position that al values of gram-
matical categories (or indeed all grammatical categories) are universal is not likely to be tenable,
given the thousands of variationsin the number and type of distinctions made crosslinguisticaly in
all areas of the grammar. However, if categories like ‘distant past’ are not universal, they must be
represented as E-categories defined by morpho-syntax of the language concerned. Since |-catego-
ries and E-categories are defined independently of each other, this leads to the uncomfortable situ-
ation where some functional expressions within a language encode (universal) FUNCTIONAL
categories but others must contribute semantic information without the mediation of such an I-cat-
egory. Whether or not it is possible to identify any ‘significant’ universal grammatical categories
that must exist independently of any sets of associated functional classes, the fact that at |east some
functional expressions remain unassociated with any FUNCTIONALcategory raises the possibility that
the content of such expressionsis aways input into the grammar without this sort of mediation.

Considerations such as the one-to-many mapping between functional expressions and functional
categories, the failure of the latter to consistently map onto functional classes (or even functional
expressions) and the problem of apparently language specific functional categories leads to aview
of the grammar where the latter have no independent syntactic status. Indeed, one might hypothe-
size that if FUNCTIONAL categories are dissociated from distributional criteria (and thus any direct
connection with functional classes), then all that is left of their content are the semantic functions
they perform. Since such functions vary across functional expressions in a single language and
across different languages, it may be that the categories themselves are not independently signifi-

27. A similar story may be put forward for the progresaive gerundive interpretations of verbs with the suffix -ing.
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cant and the content of functional expressionsagepted directly into the semantic content of the
expression without augmenting the syntactic infdramaof the label of the expression (E-projec-
tion), as illustrated in (19).

19a <cat{inpiv(X), caT(X)}> 28

19b <[cat+s], { MORETHAN-1(X), INDIV(X), CAT(X)}>

19c <[the cat+g] { bEF(U)[U:MORETHAN-1(U), INDIV(U), CAT(U)]}>

19d <kick, {Procesée), kick(e,X,y)}, <AGENT,PATIENT>>

19e <[may kick], {PossiBLES)[SPROCESER), KICK(€,X,Y)]}, AGENT,PATIENT>>

The difficulties found in mapping between functibBacategories anduncTioNAL I-categories
thus point to the conclusion that there is no rteggbsit the existence ofrancTIONAL I-category
with its associated set of universal grammatictégaries, and thus lends support to Hudson (this
volume)’s contention that the Function Word Category is not linguistically significant. However,
the case against there being such a set cannot really be made on theory-independent grounds. It
may, therefore, be necessary in certain frameworks to posit a set of FUNCTIONAL |-categories in
order to account for putative universal relations between them. If such universals are part of the
grammar, and are not just emergent properties of grammatical systems in use as argued in Kirby
1998, then one could take the position that particular functional expressions do contribute informa-
tion about grammatical categories. However, the significant distinction made here between func-
tional expressions and grammatical categories still requires that such categories should not have
independent syntactic status. Instead, one would have to treat functional expressions as augment-
ing the labd of an E-projection with the labels of the FuncTIONAL categories with which it is associ-
ated, asillustrated in (20). Such labels would be manipulable by universal syntactic operations, but
it would still be the case that functional expressions would not head FUNCTIONAL projections and
these would therefore not be manipulable independently of mgjor class label. There can therefore
be no head movement (although there could still be movement to a* specifier’ position and features
(grammatical categories) could still be checked).??

20a [cat+s] {NAGR
20b [the Cat+S]{N,NUM,DET}
20c  [have kick+ed]y asp

5. Conclusion

In the above discussion, it is argued that there is a primary categoria division between functional
and lexical expressions, but that thisis defined at a language-specific, and not a universal, level of
linguistic description. A model is proposed in which functional classes (a notion of E-language)
are defined distributionally and themselves determine the local syntactic domains in which lexical
expressions are inserted. By defining the distribution of major lexica classes and giving rise to
extended projections, functional expressions help to define the map between E-language and I-1an-
guage. These domains (E-projections) are associated with a universal syntactic label (an I-cate-
gory) such asn, v, etc., which is manipulable by principles of Universal Grammar. The content of
functional expressions is mapped directly onto the semantic content of the projection (or onto a
restricted set of universal FuNcTIONAL categories which augment major class labels).

While the theory of grammatical structure presented here is not directly trandatable into any of
the current theories of syntax (except perhaps Word Grammar (Hudson 1990) and LDSy (Kemp-
son, Meyer-Viol and Gabbay this volume), it is not fundamentally inconsistent with any of them
and could be adapted to a minimalist transformational framework or HPSG. However, it does have
anumber of consequences which do require the re-thinking of a number of hypotheses concerning

28. The details of the semantic representations below aimmportant and are for illustrative purposes only. Whatgnsificant is that

the information provided by the functional expressions does not changgntlaetic status (categorial label or argument structaire)

the phrase.

29. The picture that emerges here is presaged in the discims€ioomsky 1995 Chapter 4 with regard to the lack of independent AGR
nodes.
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putative universal relations governing grammatazgkgories, since in the model proposed above,
any such relations cannot be directly stated irsthrgax.

In the first place, and most importantly, it follswhat because there are no universal morpho-
syntactic functional categories, it cannot be thgecthat basic functional structures are universall
determined. The E-projections which provide thecfional baggage of a lexical term will neces-
sarily vary from language to language, and so thengnatical categories associated with projec-
tions (if any) are also likely to vary. Followingn drom this is the consequence that there can be no
theory of linguistic parameters of the sort enveshn Ouhalla 1991 and other work. Even if there
is a set oFuncTIONAL categories, these cannot have a separate syrgaidtence, as argued in the
last section. Hence, the I-categoryT&NSEcannot itself select some other category suchGis
orV, since it can never appear independent of thetégodes that encode it and these are them-
selves not in the domain of I-linguistic principld®arametrisation can only therefore be defined
over the labels of E-projections, which, as alresiyed, are likely to vary from language to lan-
guage, depending on the functional expressionsdranguage and the set of grammatical catego-
ries that they encode.

A further consequence is that categorial distimgioot morphologically present in a particular
language cannot be used in the analysis of thgukge. Thus, use of independent agreement cate-
gories (either subject or object) are not liceneedlescriptions of English, since there is no way
that subject agreement can be differentiated frensé¢ and no object agreement is ever mani-
fested. Tait and Cann (1990) suggest that thisicien follows from a principle they refer to as
the PF-Licensing Principle which requires all nodes in a syntactic tree to have a phonological ‘sig-
nature’ of some sort3°. Such a principle follows automatically from the conclusions reached here
and implies avery strict constraint on the appearance of empty functional categories within syntax
which would exclude much of Kayne 1994's accounts of word order derived from a universal
underlying SV O order.

The ideas presented above thus clearly present certain difficulties for current transformational
syntax but they embody observations about processing behaviour not usually incorporated into lin-
guistic theory. The separation of 1-language from E-language, the recognition that properties of the
latter may be significant and the hypothesis that the functional/lexical dichotomy is linguistically
significant but separated from universal aspects of language enable the development of view of
grammar that may one day reconcile the apparently conflicting hypotheses about linguistic struc-
ture that result from experimental psycholinguistic investigation and from the arguments of theo-
retical syntacticians.

6. References:

Adger, D. (1994) Functional heads and interpretation. Unpublished PhD. dissertation, University
of Edinburgh.

Adger, D. and Rhys, C. S. (1994) ‘ Argument structure and the English Gerund'. In C. S. Rhys, D.
Adger and A. von Klopp (eds) Edinburgh Working Papers in Cognitive ScieM. 9 Func-
tional Categories, Argument Structure and Paraneetfariation University of Edinburgh,
Centre for Cognitive science: 27-48.

Austin, P (1981) A Grammar of Diyari, South Australi€ambridge, Cambridge University Press.

Bastiaanse, R. (1995) ‘Broca s aphasia: a syntactic and/or a morphological disorder? A case
study’. Brain and Languagé8:1-32.

van Benthem, J. (1986) Essays in Logical Semantid3ordrecht, D. Reiddl.

Besner, D. (1988) ‘Visual word recognition: specia purpose mechanisms for the identification of
open and closed class items? . Bulletin of the Psychonomic Sociey91-93.

Bittner, M and K Hale (1996) ‘ The structural determination of case and agreement’. Linguistic
Inquiry 27: 531-604.

Bloom, L. (1970) Language Development: Form and Function in Emer@mgmmars Cam-
bridge, Massachusetts, MIT Press.

30. See Tait 1991, Cann 1993 and Cann and Tait 1995 for furthersiiistaad see Speas 1995 for similar ideas.

Page 25



Cann Functional vs. lexical: a cognitive dichotomy

Bloomfield, L. (1933)Language New York.

Bolinger, D. (1975Aspects of Languadg@nd edition). New York, Harcourt Brace Janovich.

Bordley, R and Kornfilt, (this volume) ‘ Mixed extended projections'.

Bowerman, M. (1973) Early Syntactic Development: a Cross-linguisticdytwith Special Refer-
ence to FinnishCambridge, Cambridge University Press.

Bradley, D. (1978) Computational distinctions of vocabulary type. Cambridge, Massachusetts,
MIT Press.

Bradley, D., Garrett, M. F. and Zuriff, E. B. (1980) ‘ Syntactic deficitsin Broca's aphasia’. In D.
Caplan (ed.) Biological Studies of Mental Process€ambridge, Massachusetts, MIT Press.
Cann, R. (1984) Features and Morphology in GPSG; Unpublished doctoral dissertation, University

of Sussex.

Cann, R. (1993) ‘ Patterns of headedness'. In G. Corbett, N. M. Fraser and S. McGlashan (eds.)
Heads in Grammatical ThearZambridge, Cambridge University Press. 44-72.

Cann, R (1998) ‘ Specifiers as secondary heads'. In D. Adger, S. Pintzuk, B. Plunkett and G. Tsou-
las (eds.) Specifiers: Minimalist Approache®xford, Oxford University Press: 21-45.

Cann, Rand M E Tait (1994) ‘Raising morphology’. In C. S. Rhys, D. Adger and A. von Klopp
(eds) Edinburgh Working Papers in Cognitive Scieia#. 9 Functional Categories, Argument
Structure and Parametric Variationiversity of Edinburgh, Centre for Cognitive Science: 1-
23.

Chomsky, N. (1981) Lectures On Government And Bindimyprdrecht, Foris Publications.

Chomsky, N (1986) Knowledge of Languag®raeger Press, New Y ork.

Chomsky, N (1995) ‘ Categories and Transformations'. In The Minimali$ Program Cambridge,
Massachusetts, MIT Press.

Cinque, G (1998) Adverbs and Functional Heads:a crosslinguistic pexgive Oxford, Oxford
University Press.

Cormack, A. (1996) ‘Without specifiers’. To appear in D. Adger et al. (eds.) SpecifiersOxford,
Oxford University Press.

Cruse, D. (1986) Lexical SemanticsCambridge, Cambridge University Press.

Cutler, A. and Carter, D. M. (1987) ‘ The predominance of strong initial syllablesin the English
vocabulary’. Computer Speech and Languayj&33-142.

Cutler, A. and Norris, D. G. (1988) ‘ The role of strong syllables in segmentation for lexical
access' . Journal of Experimental Psychology: Human Percaptoad Performancé4: 113-
121.

Davidson, D. (1967) ‘Thelogical form of action sentence'. In N. Rescher (ed.) The Logic of Deci-
sion and ActionPittsburgh, University of Pittsburgh Press.

Demuth, K (1994) ‘ On the underspecification of functional categoriesin early grammars. In B.
Lust, M Suner, and J Whitman (eds.) Syntactic Theory and First Language Acquisitiono§y-
Linguistic PerspectivedNew Jersey, Lawrence Erlbaum.

Emonds, J (1976) A Transformational Approach to English SyntAgxademic Press, New Y ork.

Gabbay, D. and Kempson, R. (1992) ‘Natural language content: a proof-theoretic perspective'. In
Proceedings of the 8th Amsterdam Semantics Colloguimsterdam.

Garrett, M. (1976) ‘ Syntactic processesin sentence production’. In R. Wales and E. Walker (eds.)
New Approaches to Language MechanisAimasterdam, North Holland.

Garrett, M. (1980) ‘Levels of processing in sentence production’. In B. Butterworth (ed.) Lan-
guage ProductioWal. 1. London, Academic Press.

Gazdar, G., E. Klein, G. K. Pullumand I. A. Sag (1985) Generalized Phrase Structure Grammar
Oxford. Basil Blackwell.

Gerken, L (1996). ‘ Phonological and distributional information in syntax acquisition’. In Morgan
and Demuth (1996): 411-425.

Gerken, L. and Mclntosh, A. B. J. (1993) ‘The interplay of function morphemes and prosody in
early language’ . Developmental psychology :2818-457.

Goodglass, H. (1976) ‘ Agrammatism’. In H. Whittaker and H. A. Whittaker (eds.) Studies in Neu-
rolinguisticsVol. 1. New Y ork, Academic Press.

Gordon, B. and Camarazza, A. (1982) ‘Lexical decision for open- and closed-class words: failure

Page 26



Cann Functional vs. lexical: a cognitive dichotomy

to replicate differential frequency sensitivity.” Brain and Languagé5: 143-160.

Gordon, B. and Camarazza, A. (1985) ‘Lexical access and frequency sensitivity: frequency satura
tion and for open/closed class equivalence.” Cognition21:95-115.

Grimshaw, J. (1990) Argument StructureCambridge, Massachusetts, MIT Press.

Grimshaw, J. (1991) ‘ Extended projection’. Unpublished M S, Brandeis University.

Harris, Z. (1951) Methods In Structural Linguistic€hicago, Illinois. Chicago University Press.

Hendrick, R (1991) ‘ The morphosyntax of aspect’. Lingua85: 171-210.

Hjelmdlev, L. (1953) Prolegomena to a Theory of Languag¢oomington, indiana, Indiana uni-
versity press.

Hockett, C. F. (1954) ‘ Two models of grammatical description’. Word 10: 210-233.

Hopper, P. J. and E. C. Traugott (1993) GrammaticalizationCambridge, Cambridge University
Press.

Hudson, R A (1995) ‘ Competence without Comp?'. In B. Aartsand C. Meyer (eds.) The Verb in
Contemporary EnglisiCambridge, Cambridge University Press.40-53.

Hudson, R (this volume) ‘ Syntax without functional categories'.

Joshi, A. J. (1985) ‘ Processing of sentences with intrasentential code switching’. In D. R. Dowty,
L. Kartunnenand A. M. Zwicky (eds.) Natural Language ParsingCambridge, Cambridge uni-
versity Press.

Kayne, R (1994) The Antisymmetry of Synta@ambridge, Massachusetts, MIT Press.

Kempson, R (1995) ‘ Natural language interpretation as labelled natural deduction’. In F R Palmer
(ed.) Grammar and MeaningCambridge, Cambridge University Press.

Kempson, R. (1996) ‘ Crossover: adynamic perspective’. In Jensen, S. (ed.) SOAS Working Papers
6.

Kempson, R. and Meyer-Viol, (thisvolume) ‘

Kirby, S (1998) Function, Selection and innateness: the emergehlaguage universals
Oxford, Oxford University Press.

Langacker, R (1987) ‘Nouns and verbs' . Languages3:53-94.

Lyons, J. (1966) ‘ Towards a notional theory of the “parts of speech”’. Journal of Linguistics
2:209-236.

Manning, C D and | A Sag (1995) ‘ Dissociations between argument structure and grammatical
relations. Unpubl. M S., Carnegie Mellon University and Stanford University.

Matthei, E. H. and Kean, M.-L (1989) ‘ Postaccess processes in the open vs. closed class distinc-
tion’. Brain and Languag&6: 163-180.

Miller, J. E. (1986) Semantics and Synta@ambridge, Cambridge University Press.

Morgan, J. L. and Demuth, K. (eds.) (1996) Signal to SyntaXvMahwah, New jersey. Lawrence Erl-
baum.

Morgan, J. L., Shi, R. and Alopenna, P. (1996) ‘ Perceptual basis of rudimentary grammatical cate-
gories: toward a broader conceptualization of bootstrapping’. In Morgan and Demuth
1996:263-283.

Newmeyer, F. (this volume) ‘ The discrete nature of syntactic categories: against “ prototype the-
ory"™’.

Ouhalla, J(1991) Functional Categories and Parametric VariatidRoutledge, London.

Pittock, A. G. M. (1992) Knowledge €licitation, semantics and inference. Unpublished PhD. dis-
sertation, University of Edinburgh.

Pollock, JY (1989) 'Verb movement, universal grammar and the structure of IP'. Linguistic
Inquiry 20, 365-424.

Pollard, C and | A Sag (1994) Head-driven Phrase Structure Gramme@hicago, University of
Chicago Press.

Pullum, G K and D Wilson (1977) ‘ Autonomous syntax and the analysis of auxiliaries' . Language
53:741-788.

Pulvermiller, F. and Schumann, J. H. (1994) ‘ Neurobiol ogical mechanisms of language acquisi-
tion'. Language Learning4:681-734.

Pulvermiller, F. and Preisd, H. (1991) ‘A cell assembly model of language. Network2:455-468.

Quirk, R,

Page 27



Cann Functional vs. lexical: a cognitive dichotomy

Radford, A (1990Byntactic Theory and the Acquisition of Englisht&yrOxford, Basil Black-
well.

Rhys, C. S. (1993) Functional projections and themale assignment in Chinese. unpublished
PhD. dissertation, University of Edinburgh.

Saffran, E, M Schwartz and O Marin (1980) ‘ The word order problem in agrammatism: produc-
tion’. Brain and Languagé&0:263-280.

Sasse, H-J (1993) ‘ Syntactic Categories and Subcategories'. In J. Jacobs (ed.) Syntax an interna-
tional handbook of contemporary researBerlin, Walter de Gruyter:646-686.

Schwartz, N, E. Saffran and O Marin (1980) ‘ The word order problem in agrammatism: Compre-
hension’. Brain and Languagé0:249-262.

Shillcock, R C and E G Bard (1993) ‘ Modularity and the processing of closed-classwords'. In G.
Altman and R. Shillcock (eds.) Cognitive Models of Speech Processi@gmbridge, MA.: 163-
185.

Speas, M (1995) ‘ Economy, agreement and representation of null arguments’. Unpublished MS,
University of Massachusetts.

Stowell, T. (1981) Origins of Phrase Structure; unpublished doctoral dissertation, MIT.

Tait, M E (1991) The syntactic representation of morphological categories. Unpublished Doctoral
Dissertation, University of Edinburgh.

Tait, M E and R Cann (1990) ‘' On empty subjects’. In the Proceedings of the Workshop on Para-
metric Variation, Centre for Cognitive science, University of Edinburgh.

Tait, M. E. and R C Shillcock 1992 ‘ An annotated corpus of crosslinguistic non-fluent aphasic
speech’. ESRC report, Centre for Cognitive Science/Dept. of Linguistics, University of Edin-
burgh.

Tannenhaus, M K, JM Leiman and M S Seidenberg 1987 ‘ Context effectsin lexical processing'.
In U Frauenfelder and L Tyler eds. Spoken Word Recognition

Taylor, JR (1989) Linguistic Categorization: prototypes in linguistivzeory Oxford, Clarendon
Press.

Tsimpli, M | (1995) ‘Focusing in Modern Greek’. InK E Kiss (ed.) Discourse Configurational
LanguagesOxford, Oxford University Press: 176-206.

de Villiers, Jand P de Villiers (1978) Language AcquisitiarCambridge, Mass., Harvard Univer-
sity Press.

Verkuyl, H. J. (1993) A Theory of AspectualitCambridge, Cambridge University Press.

Page 28



