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A ,  Bundy 
6 .  Euger 
M, Stone 
R e  Welhm 

l MECHO ; YEliX ONE 

This is a progress report on the MEGHO project originally 
announced in D,A,I, Working Paper No, 8, Bundy, Luger and Stone, 
1975, The project is to write a computer program which can 
solve mechanics problems stated in English, This is motivated 
by a desire to understand how it is possible to form a mathe- 
matical model of a real world situation. A problem, typical 
of those solved by our program, is given and the natural lan- 
guage analysis, eqcration extraction and the solution of the 
problem discussed, 

0 MOTIVATION 

This work is motivated by a desire to understand how it is 
possible to change the representation of a problem in order to 
make its solution easier, In particular how it is possible 
to go from the natural language statement of a problem to a 
mathematical model from which the problem can be solved, 
Mechanics seems a suitable area to study this because it pro- 
vides a rich source of problems which are stated in English 
using a limited domain of discourse and which are hard enough 
to be interesting without being intractable, 

Secondary motives for studying mechanics problems are "chat 
they (a) provide an opportunity to study how semantic knowledge 
(of physics) can be used to guide the search for the solution 
to a problem in pure mathematics (equation solving) and (b) 
there may also be educational spinoff from our formalization 
of the intuitive physical knowledge required in problem solving, 
This knowledge is not normally stated in text books, but is 
essential for solving the problem, and is often overlooked by 
the unsuccessful problem solver, 

Our initial approach to solving mechanics problems has been to 

% As all 'che best projects seem to need a silly name 
( W C m R ,  D E m M L ,  PmRP ... j we have called ours PEGHO, short 
for mCHanics Oracle, - - 



divide the task into parts and to tackle each of the problems 
relatively independently, The reasons for this approach are 
explained in Bundy, Luger and Stone (19751, Accordingly we 
have written programs to 

(a) Translate the syntactic parse of a problem statement into 
a surface-level meaning representation, 

(b) Extract equations from a deep level meaning representat- 
ion, 

ic) Solve the resulting simultaneous equations, 

This preliminary work has enabled us to build up our de- 
scriptive theory, That is, we are developing an ontology for 
each of the meaning representations and are getting a better 
idea of the kind of inferences required to go from one repre- 
sentation to another, We also have a better understanding of 
how the inferencing should be controlled (i,e,, about the 
search strategy) , 

The second section is divided into three parts, These 
describe the natural language analysis (A), equation extract- 
ion using the "Marples Algorithm" (B) and the solving of the 
equations ( C ) ,  The third section discusses the merits of 
PROLOG in this project, 

2 A IWGHANICS PROBLEM ANE ITS SOLUTION 

The following mechanics problem is used throughout this paper 
to illustrate the action of our programst- 

The distance between two stations is 2000 yards, An 
electric train starts from rest at one station with a 

2 uniform acceleration of Al ft/sec ; it comes to rest 
a$ the other station with a uniform retardation of A2 

Z ft/sec . The speed for the intermediate portion of 
the journey is constant, Find the constant velocity if 
the journey is to be completed in three minutes, 

A, Natural Language Analysis 

The existing natural language program is written in POP-2 and 
consists mainly of a hierarchical (Bundy 8 Stone, 1975) data- 
base and a set of functions that make use of the database, 
The database is very important as it contains khe infomation 
used to guide the parse, At the moment the prograrn only 
partially perfoms the task outlined below, 

We depend on semantics to dis-mbiguate any parsing problems, 
and we presently concentrate on developing mechanisms to deal 
with semantics rather than syntax, The program as it stands 
accepts as input an embedded list structure that is similar to 
the output from a simple syntactic parser, 



Syntactic Parse Program Input 

(DISTANCE 

(YDS 2000) 

The basic seateglr is seaightforward, Each clause is ex- 
mined seventially, The key word in each phrase (noun for 
noun phrase, verb for verb phrase) is looked at first, These 
words, generally representing entities or relationships, will 
each have at least one major entry in the database, This 
entry contains infomation such as which entities can be ob- 
jects of relationships and which have certain attributes or 
entities associated with them, For example, acceleration is 
a quantity, and quantities are known to have a measure, a unit, 
and a direction, In the case of an entity, the words on the 
same phrase level are checked against the database to see how 
they can be used to expand the definition of the entity. For 
example, in the clause 

f (TRFIIN ELECTRIC) (STBRTS (REST) (STATION O W )  ) 
(ACCELERATION UNIFOm FT/SEC Al)), 

ACCELEMTIOM as a quantity is first recognized as an atwibute 
of a particle. UNIFOm is2defined as 'TONSTAPaT"",n attribute 
of a quantity; and FT/SEC A1 is recognized as a particular 
instance of a vantity, Fahen it was recognized that a part- 
icle (the TRAIN) had been put into motion, it was noted 'chat 
there should be a corresponding acceleration, If one assumes 
that Al is the appropriate accelerationfluthe following assert- 
ions can be made: 

JPERIODl refers to a period of t h e  at the start of which the 
motion of the train begins) 

FOP a relationship, any previously mentioned entities are 
exmined to see if they qualify as argvments, As the rest of 
the clause is parsed, new entities are also tested for suita- 
bility as argments, 



In the third clause: ((IT) (COMES-TO-REST (STATION OTHER) 
2 

(RETARDATION TJPdIFORY (FT/SEC A2f 1 ) , 
"IT" is recqnized as a pronoun referring to a solid object. 
""Corn-TO-mST" is a verb that indicates the completion of a 
period of motion of a solid object, This would allow the £01- 
lowing assertion: 

MOTION (IT,PERIOD2) , 

But before making this assertion, the data structure is search- 
ed for a referent for "IT'" The "TRAIN" is the only solid 
object presently described as being in motion, " "I'band 
"%RAINt'  can be equated, and. the following assertion made: 

510T16N (TRAIN, PERIOD2) 

After the first pass a focal point for the problem is estab- 
lished, in this case the journey of the train. Any isolated 
pieces of the data structure are examined in a second pass to 
see if they can be Linked to this overall structure- "' ,r;e 
first clause implied these assertions: 

PATH (D@,STATIONl,STATION2) 
mASURE (D@, 2@@) 
UNIT (B@ ,YDS) 

These assertions were not directly related to anything. On 
the second pass STRTIONI and STATION2 are seen as endpoints of 
PATH@, the pa+& taken by the train, and 

EQUAL (PATH@, I?@) can be asserted, 

The structure is carefully checked for contradic~ions, and 
eventually will be passed on to the equatioa extractor in the 
fam of PROLOG clauses: 

J O W E Y  (wIN,EPISODE,PATH@) 
SEGmNT (EPISODE,PERIOD~,PERIOD~~PERIOD~~NIL) 
INITIAL (PEXIODl , DEPARTLX 1 
INITIAL (PERIOD3, C W w  
INITIAL (PERIOD2, CHmGE2 ) 
FIzvaL (PERIOD% _XWIVAL) 

etc , 

B, The Marples Algorithm 

A l l  programs for solving applied mathematics problems employ 
some device far extracting equations from a semantic database, 
Oftec tkis is very sinaple as in CharniaX s sroqrm~ which ex- 
tracted all possible equations It is 2ossible to do better 
than C?is by avoiding irrelevant equations, The best explan- 
ation we have seen of how to do this is Marples' description 
(Marples 19741 of the behaviour of engineering students, Our 
algorithm is based oz his description, 

9 7 



Our algoritfun d i s t ingu i skes  between symbolic q u a n t i f i e r s  f o r  
which so lu t ions  a r e  required (sought unknowns such a s  t h e  '"on- 
s t a n t  ve loc i ty"  i n  the  example above) and those which can leg-  
i t i m a t e l y  appear i n  such so lu t ions  (givens such a s  accelera-  
t i o n s  Al and A 2 1 ,  The f i r s t  sought unknown i s  removed from the  
l i s t  of sought unknowns and an equation i s  formed which con- 
t a i n s  it, I n  genera l  t h i s  can be done i n  severa l  ways, We 
p r e f e r  equations which involve only sought unknowns o r  givens 
and do no t  i n t r d u c e  any f u r t h e r  intermediate unknowns, Un- 
fo r tuna te ly  we may be forced t o  introduce some intermediate un- 
knowns i n  which case these  a r e  added t o  the  end o f  the  l i s t  of  
sought unknowns, The socght unkncwn f o r  which we have j u s t  
solved i s  added t o  the  l i s t  of  givens and a record of the  
equation we have j u s t  Zomed is  remem5ere6, The process i s  
repeated recursrvely  u n t i l  t he re  a r e  no f u r t h e r  sought unknowns 
t o  be solved f a r ,  The equations a r e  then subjected t o  an "in- 
dependence" check, t o  make su re  the  same equation does no t  ap- 
pear twice and t h a t  only two (of a poss ib le  f i v e )  cons tant  ac- 
c e l e r a t i o n  equations a r e  used, 

Equations a r e  a c t u a l l y  formed by t h e  PROLOG procedure 
'I%Gi(EEQNu* each c lause  of which corresponds t o  a c e r t a i n  phys- 
i c a l  formula, For example, consider  the  c l ause  f o r  cons tant  
acce le ra t ion ,  v = u f a , t  (present  v e l o c i t y  equals  t h e  i n i t i a l  ve l -  
o c i t y  p lus  the  acce le ra t ion  anultiplied by the  t i m e ) ,  

+ ~ ~ E Q N  (*V = *U + :kA, "T, (CONSTACCEL,~) . ("2 ' "OBJ) ,"US) 
- ACCEL (*OBJ, *A, *PI - ~ W I I ' S E D  (CONSTACCEL, 1, 
*Po "OBJ,  "US) 

- I S V E W A i t  ("A) - DIFF ("A, "ZERO) 
- PERIOD (*PI - D W T J O N  (*P, *T) 
- INITVEL ("OBJ, *U, *PI - FINVEL ("OBJ, *V, "PI . 

'P%AKEEQNr' i s  the  name of tke  procedure, "V = *U . , *US 
is t3e  c a l l i n g  p a t t e r n  The r e s t  of the  c lause  i s  tile body, 
t7:4ere - ACCEL ("OBJ, *A, $ 9 1  e t c ,  a r e  sub-routine c a l l s .  
'CONSTAG@EL,1" is  the  name we give  t o  thhe r e s u l t i n g  equation,  
*US, t he  l i s t  of equations already produced, is  t h e  only input  
t o  the  procedure, These a r e  both used by the  independence 
checking procedure "WUSED"", 

The c lause  can be read a s  fo l lows,  
"We can aake an equazioc V = U+A T provided: A i s  rke ac- 

ce1erati.cn of some objec% 6B3, dur;ng some period of mme, P; 
CONSTACCEE,E i n  s i t u a t i o n  P,OBJ i s  independent of a l l  eguat- 
rons used so  f a r ;  vec tor  A 1s constant ;  A i s  d i f f e r e n t  from 
ZERO; P i s  a period;  T i s  t h e  dura t ion  c f  P; U is  t h e  i n i t -  
i a l  v e l o c i t y  cf Q B J  i n  2er iod  P a ~ d  V i s  the  f i n a l  v e l o c i t y + "  

These f a c t s  are usual ly  checked i n  the semantic database,  
akthough t k e  l a s t  two might involve sane t r i v i a l  i ~ f e r e n c e s ,  
The equations ext rac ted  from t h e  exazqle considered above a r e :  



EQUATIONS - EXTRACTED 
v = ZERO + agl,  TII 
Tl@ = T I 1  + (TI2 + (TI3 + @ ) )  & 
V . TI2 = D2 & 
ZERO = V + AQ3, T I 3  & 

= D l  -+ (D2 + (D3 + (8) 1 
D l  = ZERO . T I l  + 1 / 2 . A Q l .  T I 1  : 2 S! 
D3 = V  . TI3 4- I / 2 ,2443. TI3 : 2 & 
TRUE 
( ' : '  i s  exponentiat ion) 

The u n i t s  (of ve loc i ty ,  t ime, e t c , )  a r e  then standardized and 
the  equations a r e  s impl i f i ed .  The following PROLOG c lause ,  
including the  l i s t  of sought unknoms, i s  s e n t  t o  t h e  equation 
solver  : 

The s t r i n g  a t  the  end of t h e  seven equations i s  t h e  l i s t  of 
"sought unknowns" , 

C, The Equation Solver 

This program i s  capable of  synbo l i ca l ly  solving s e t s  of s i m -  
u l e n e o u s  a lgebra ic  equations f o r  a given l is t  of  unknowns, 
The f i r s t  s t e p  i s  t o  s e l e c t  one of the  equations and one of 
the  unknowns and t o  so lve  the  equation f o r  the  unknom, The 
so lu t ion  is  then s u b s t i t u t e d  i n  t h e  remai-ning equations and 
the  process repeated u n t i l  t h e  l a s t  equation i s  solved f o r  the  
l a s t  unknown, A t  t he  moment t h e  equation t o  be salved and the  
unknom t o  be solved f o r  a r e  s e l e c t e d  by stepping sequen t i a l ly  
through t h e  l i s ts  of each u n t i l  a p a i r  i s  found f o r  which the  
unknown i s  solvable by t h e  program, The order  i n  which t h e  
e m a t i o n s  were ex t rac ted  (previous s e c t i o n ) ,  de te rn ines  the  
order  wi th in  "the l is ts ,  Later  it i s  hoped t o  make t h i s  pro- 
cess  more i n t e l l i g e n t  by having the  program fo rnu la te  an over- 
a l l  p lan  o r  optimm order  f o r  the  s o l u t i o n  of these  eqtlations, 

The bulk of  t h e  p r o g r m  i s  concerned with solving one 
equation f o r  one unknown, The s t r a t e g y  c o n s i s t s  of  success- 
i v e l y  applying members of  a s e t  of r ewr i t e  r u l e s  t o  t h e  equat- 
ion ,  A t  p resen t  khere a r e  61 such r u l e s  i n  t h e  program, bu t  



s ince  the  program i s  wr i t t en  i n  PROLOG, an approximation t o  
predica te  log ic ,  add i t iona l  r ewr i t e  r u l e s  may be added a t  any 
time, The r u l e s  a r e  no t  applied a t  random and t h e  computation 
i s  guided by indexing them i n t o  s e t s  l a b e l l e d  a s  use fu l  f o r  a 
p a r t i c u l a r  s t r a t e g y ,  For example, a  s t r a t e g y  known a s  i s o l a -  
t i o n  i s  appl ied  t o  an equation a s  soon a s  the re  i s  j u s t  one 
occurrence of the  unknown i n  t h a t  equation,  The idea  behind 
t h i s  s t r a t e g y  i s  t o  change the  equation t o  one of the  form X=T 
where X i s  the  unknown and T i s  a  t e r n  no t  containing t h e  un- 
known, Only the  r ewr i t e  r u l e s  marked "useful  t o  i s o l a t i o n q p  
a r e  invoked by i s o l a t i o n ,  A t y p i c a l  r ewr i t e  r u l e  use fu l  f o r  
i s o l a t i o n  is  "Replace log(U)=V by U=e:VW, 

Other s t r a t e g i e s  used by a super-strategy c a l l e d  the  bas ic  
method a r e  known a s  c o l l e c t i o n  and a t t r a c t i o n ,  Col lec t ion  has 
the  job of c o l l e c t i n g  together  occurrences o f  the  unknown and 
thus  reducing the  number of occurrences of  t h e  unknown i n  the  
equation,  Thus a  t y p i c a l  r ewr i t e  r u l e  l abe l l ed  a s  use fu l  f o r  
c o l l e c t i o n  i s  "'replace 2 , s i n  U.cosU by s i n  2UW, 

AtWaction br ings  occurrences of  the  unknown ' k l o s e r  to-  
ge the r" ,  thus preparing the  way f o r  c o l l e c t i o n ,  Typical ly,  t o  
a t t r a c t  U and V i n  the  expression U,W+V,W we use the  r ewr i t e  
r u l e  " replace  U,W+V,W by (U+V) , W" , 

The bas ic  m e ~ o d  implemented i n  the  program t r i e s  t o  apply 
the  s t r a t e g i e s  of  i s o l a t i o n ,  c o l l e c t i o n  and a t t r a c t i o n ,  re-  
cu r s ive ly ,  I n  addi t ion  t o  the  bas ic  method, the  program has 
the  c a p a b i l i t y  t o  recognize c e r t a i n  s p e c i a l  c l a s s e s  of equations 
such a s  l i n e a r  o r  quadra t ic ,  and can a l s o  make a  change o f  un- 
known, Thus when solving the  equation a ( s i n  x ) : 2  + bsinx +c 
= 0 f o r  x  the  p r o g r m  f i r s t  s u b s t i t u t e s  y  f o r  s inx  and then 
recognizes t h a t  the  r e s u l t i n g  equation a0y:2+by+c = O i s  a  
quadra t ic  i n  y ,  

Technical f e a t u r e s  of  the  p r o g r m  include  a  p a t t e r n  matcher 
which knows about ~e  c o m u t a t i v i t y  of add i t ion  and mul t ip l i c -  
at ion,and a  package f o r  regarding t e r n s  dominated by add i t ion  
o r  mul t ip l i ca t ion  funct ion  symbols a s  "bags" 

4 EWERIENCE WITH PROLOG 

I n  most of our mechanics work -to d a t e  we have used t h e  experi-  
mental progr ing  language PROLOG, f i r s t  developed a t  
Marsei l le  (Roussel, 19751, and cur ren t ly  being improved a t  
Edinburgh (Warren; 1975, 19761, We have w r i t t e n  two p r o g r m s  
i n  PROLOG and a r e  i n  a  p o s i t i o n  to draw some conclusions based 
on our  experiences,  

bJe were very pleased with both t h e  expressive power and 
speed of  PROmG,  I t  o f fe red  a l l  the  normal f a c i l i t i e s  of  
func t iona l  l a n p a g e  l i k e  LISP o r  POP-2, with no s ign i f i cank  
l o s s  of speed, The provis ion  of p a t t e r n  d i r e c t e d  invocation 
and non-deteminism r e s u l t e d  i n  smaller ,  more t r ansparen t  sub- 



rout ines  i n  our progr ing and a consequent reduction i n  pro- 
ing e f f o r t ,  Th earch mechanism was f a s t e r  than any- 

thing we could have wr i t t en  i n  a  s h o r t  t ime, We found PROLOG 
very easy t o  l e a r n ,  

The b igges t  drawback was t h e  space requirements, A t  t he  
present  time PROLOG i s  ava i l ab le  a t  the  Universi ty of Edinburgh 
i n  two s i z e s ,  5OK and 75K, The 7 5 K  PROLOG can only be used i n  
unsocial  hours, E a r l i e r  vers ions  of our programs exhausted 
the  5OK PROLOG, The l a t e s t  vers ions  now exhaust 7 5 K ,  Because 
the  PROLOG d e f a u l t  i s  t o  be prepared t o  backtrack t o  every 
choice po in t  unless  s p e c i f i c a l l y  t o l d  n o t  t o ,  it uses a  l o t  of  
space a t  run time recording these  choice p o i n t s .  These choice 
po in t s  a r e  kepteven i f  PROLOG has been t o l d  no t  t o  backtrack t o  
them, Warren p lans  t o  c o r r e c t  t h i s  f a u l t  (Warren, 19761, 

The second major drawback is  t h a t  the  debugging a i d s  a r e  
p r imi t ive ,  e spec ia l ly  i n  the  e a r l y  vers ion  of PROLOG ( S V I )  
which we a r e  rising* Warren has now issued an improved ver-  
s ion  (SW) which, together  with some f u r t h e r  planned improve- 
ments (Warren, 1976) seems t o  meet most of our c r i t i c i s m s ,  I n  
genera l ,  we f e e l  t h a t  PROLOG is  an exc i t ing  new language, f u l l y  
j u s t i f y i n g  f u r t h e r  development t o  make it a v i a b l e  a l t e r n a t i v e  
t o  o t h e r  A,I, languages, 

Y AND CONCLUSIONS 

The achievements of  the  PIECHO p r o j e c t  so f a r  include th ree  
separa te  prograsns t h a t  r e spec t ive ly :  

l j  p a r t i a l l y  implement the  t a sk  ou t l ined  i n  the  n a t u r a l  
l a n p a g e  sec t ion ,  

2 )  implement the  Marples algorithm f o r  the  extpact ion  and 
independence checking of equations and the  conversion of 
these  i n t o  a uniform s e t  a f  u n i t s ,  and 

3)  implement the  "bas ic  method" (Bundy, 1975) f o r  success- 
f u l l y  solving sequences of simultaneous equations,  

The most important t a s k s  f o r  t h e  f u t u r e  a r e  concerned with 
providing i n t e l l i g e n t  l i n k s  between these  programs, The f i r s t  
des i rab le  l i n k  would be between a s y n t a c t i c  pa r se r  and the  
e x i s t i n g  n a t u r a l  l a n p a g e  programs, For ins tance ,  contextual  
i n f o m a t i a n  could be used i n t e l l i g e n t l y  t o  determine which of 
seve ra l  e n t r i e s  f o r  one word would be the  most a~spropr ia t e  i n  
the  pa r se ,  The f i n a l  goal  would be t o  have one p r o g r m  -that 
perfomed the  ' k syn tac t i c ' hnd  'kernantic" pars ing  simultaneously, 
exchanging infurnat ion  kecween the  t w o ,  

The gap between the  d a t a  s t r u c t u r e  obta inable  from the  
n a t u r a l  language inpu t  and the deep l e v e l  database necessary 
f o r  ex t rac t ing  equations w i l l  eventual ly  be bridged by in -  
ferences  invoked a t  t h i s  equation e x t r a c t i n g  s t age ,  This w i l l  



i nev i t ab ly  slow down the  Marples algori thm, This s i t u a t i o n  
could be improved by employing h e u r i s t i c s  designed t o  reduce 
the  time spent  forming i r r e l e v a n t  equations,  One poss ib le  
h e u r i s t i c  might be t o  d iv ide  problems i n t o  types corresponding 
t o  the  chapter  headings i n  appl ied  mathematics textbooks. 
Associated with each problem type would be an ordered l i s t  of 
equation names, I f  the  problem type could be i d e n t i f i e d  by 
contextual  cues the  associa ted  eguations would be fonned f i r s t ,  

Another l i n e  of improvement would be t o  search f o r  optimal- 
i t y  a s  well  a s  relevancy and irredundancy i n  the  equations ex- 
t r a c t e d ,  For ins tance ,  we could p r e f e r  equations which i n t r o -  
duced the  smal les t  number of intermediate unknowns, 

F i n a l l y ,  the re  a r e  f u r t h e r  ques t ions  concerning the  a b i l i t y  
of PROLOG i n  t h e  MECKO P r o j e c t  t h a t  can only be answered i n  
l i g h t  of the  f u r t h e r  development of the  s torage  and debugging 
fea tu res  of the  language (Warren, 19761, 
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