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Universal Rephasing Dynamics
after a Quantum Quench via Sudden Coupling of Two Initially Independent Condensates

Emanuele G. Dalla Torre,1 Eugene Demler,1 and Anatoli Polkovnikov2

1Department of Physics, Harvard University, Cambridge MA 02138
2Department of Physics, Boston University, Boston MA 02215

We consider a quantum quench in which two initially independent condensates are suddenly coupled, and
study the subsequent “rephasing” dynamics. For weak couplings, the time-evolution of physical observables is
predicted to follow universal scaling laws, connecting the short-time dynamics to the long-time non-perturbative
regime. We first present a two-mode model valid in two and three dimensions and then move to one dimension,
where the problem is described by a gapped Sine-Gordon theory. Combining analytical and numerical meth-
ods, we compute universal time-dependent expectation values, allowing a quantitative comparison with future
experiments.

PACS numbers: 03.75.Kk, 05.70.Jk, 37.25.+k, 74.40.Gh

Equilibrium systems near second-order phase transitions
are the best known examples of universal behavior in many-
body physics. For these systems, universality implies that all
macroscopic quantities are related to the distance from the
transition point through universal critical exponents. In re-
cent years, many efforts have been dedicated to the exten-
sion of these concepts to quantum systems out of thermal
equilibrium (see for example Refs. [1–3] for open systems
and Ref. [4] for a review on closed systems). In particu-
lar, some authors considered closed systems that are slowly
driven through a second-order phase transition and, extending
the Kibble-Zurek argument, found universal scaling laws of
static and dynamic quantities [5–8]. Others considered sud-
den quenches and predicted a universal scaling of physical
observables at long times after the quench [9–12]. Here we
extend these arguments by demonstrating a universal behav-
ior in the transient dynamics following a sudden quench, both
at short and long times.

In this paper we consider systems that are initially prepared
in the ground state of a gapless Hamiltonian, and that are
quenched by the sudden opening of an excitation gap ∆ (see
Fig. 1(a)). In the Renormalization Group (RG) language, this
corresponds to the sudden switching-on of a “relevant” per-
turbation. The resulting dynamics is described by a strongly
interacting theory and is intrinsically non-perturbative [13].
Experimentally, this can be realized for example by preparing
two independent Bose-Einstein condensates in their respective
ground states and then suddenly switching-on a finite tunnel-
ing coupling j⊥ (see Fig. 1(b)). This opens an excitation gap
for the relative-phase modes, given at a mean field level by the
plasma frequency ∆ = 2

√
µ j⊥, where µ is the chemical poten-

tial. Beyond-mean-field effects will be extensively discussed
below.

In the limit of j⊥ � µ, the dynamics following the quench
is dominated by the low-frequency modes and is thus expected
to be universal. For a generic physical observable C(t) we
predict the universal contributions to have the form

C(t) =

(
∆

µ

)η
R (∆t) . (1)

Here η is the scaling dimension corresponding to the spe-
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FIG. 1: [Color online] (a) Dispersion relation before (dashed) and af-
ter (solid) a quantum quench opening a gap ∆ and involving only the
low-frequency modes. (b) Physical realization: sudden coupling of
two independent condensates via a uniform tunneling j⊥. (c) Lattice
model used for the numerical calculations.

cific observable and R is a scaling function, fixing the uni-
versal behavior of the transient many-body dynamics. As
we will demonstrate, the scaling ansatz (1) is valid at times
both shorter and longer than the inverse gap 1/∆. This al-
lows to extract information about the non-perturbative long-
time dynamics from the short-time dynamics, where time-
dependent perturbation theory applies. A similar relation is
known to hold for classical systems, with important theoreti-
cal and computational applications [14–17].

Two and three dimensions – To substantiate our predictions
we first apply a two-mode model, valid in two and three di-
mensions [49]. Further conditions for the validity of this
model are discussed towards the end of the paper. By con-
sidering only the macroscopically occupied state of each con-
densate, we describe the sudden quench by:

H(t) =
µ

N

(
δn2

1 + δn2
2

)
− Θ(t) j⊥

(
ψ†1ψ2 + H.c.

)
. (2)

Here δnα = ψ†αψα − Nα, with Nα = N/2; ψα, with α = 1, 2, is
a canonical bosonic operators, and Θ(t) is the Heaviside step
function. The two terms in Eq. (2) describe respectively the
interactions among the atoms in the same condensate and the
sudden switching-on of a tunneling coupling. Results from
the exact diagonalization of Eq. (2) for different values of j⊥
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FIG. 2: [Color online] Time evolution of the interference contrast
C12(t) = 〈ψ†1ψ2 + H.c.〉/2N = 〈cos(

√
2φ)〉, according to the two-

mode quantum Hamiltonian (2) with N = 1000. (a) Exact diago-
nalization for different values of the ratio j⊥/µ = 0.10 (red), 0.060
(green),0.037 (blue), 0.022 (cyan), 0.0135 (magenta). (b) Same plots
on rescaled axes, showing the universal behavior (1) with η = 0, su-
perimposed to the analytic solution of the simple pendulum (thick
solid line).

are shown in Fig. 2(a). Subplot (b) shows the data collapse
obtained by rescaling the time axis, and demonstrating the va-
lidity of our scaling ansatz (1), with η = 0.

To understand the observed scaling behavior, it is useful to
introduce the phase fields φα, canonically conjugate to δnα,
through the approximate relation ψα ≈

√
Nαeiφα . Moving to

the relative coordinates φ = (φ1 − φ2)/
√

2 and n = (δn1 −

δn2)/
√

2, we obtain the Josephson junction Hamiltonian

H(t) =
2µ
N

n2 − 2Θ(t) j⊥N cos(
√

2φ) . (3)

The ground state and first-few excited states of the final
Hamiltonian H(t > 0) are well described by the harmonic
approximation cos(

√
2φ) ≈ 1 − φ2. When applied to the

present quench, this approximation predicts undamped os-
cillations with frequency ∆ = 2

√
µ j⊥. Instead, as shown

in Fig. 2, the universal dynamics displays strongly damped
oscillations. The harmonic approximation breaks down be-
cause the initial state | n = 0 〉 has a large overlap with a
macroscopic number of eigenstates of the final Hamiltonian,
Nexcited = N

√
j⊥/µ � 1. For these states all higher-order Tay-

lor components of the cosine need to be considered, highlight-
ing the strongly interacting nature of the predicted dynamics.

In the limit of large N, an alternative, non-perturbative de-
scription is available: the semiclassical approach, or Trun-
cated Wigner approximation [18–20]. Following this method
(see Appendix), we map the quantum Hamiltonian (3) to the
classical equations of motion of a simple pendulum d2φ/dt2 =

−∆2 sin(
√

2φ)/
√

2, whose analytical solution is known. The
quantum nature of the problem enters through the initial con-
ditions, for which φ is uniformly distributed between zero and
√

2π. The resulting dynamics corresponds to damped oscilla-
tions with a single frequency scale ∆ and correctly reproduces
the numerical solution of the full quantum model, as shown in
Fig. 2(b).

One dimension – In one dimension the initial state is not
described by two macroscopically occupied modes, but rather
by two “quasi-condensates” with power-law correlations. Us-
ing the standard bosonization technique [21], we describe the
system in terms of two phase fields, φ1(x, t) and φ2(x, t), and

the time-dependent Hamiltonian

H =
∑
α=1,2

HLL
[
φα

]
− 2 j⊥(t) ρ0

∫
dx cos(φ1 − φ2). (4)

Here the first term describes the low-frequency modes of
the two independent condensates as “Tomonaga-Luttinger liq-
uids” [22] with sound velocity v and Luttinger parameter K.
The latter measures the ratio between the longitudinal kinetic
energy and the interaction energy: K → ∞ corresponds to
free bosons and K = 1 to the Tonks-Girardeau limit. The
second term of Eq. (4) describes the tunneling between the
two condensates, according to the “bosonization dictionary”
ψα →

√
ρ0eiφα .

Introducing the relative coordinate φ = (φ1 − φ2)/
√

2 we
obtain the well-known “Sine-Gordon” model with a non-
linear term proportional to the cosine of the relative phase,
cos(φ1 − φ2) = cos(

√
2φ). At zero temperature, this model

is characterized by a quantum phase transition between the
gapless Tomonaga-Luttinger liquid (K < 1/4) and a gapped
phase (K > 1/4). The effects of the quench in the two phases
are very different. For K < 1/4, the cosine is irrelevant in
an RG sense and the low-frequency dynamics is governed by
the quadratic Luttinger liquid theory (i.e. the first term of the
Hamiltonian (4)). At long times, this theory predicts the ap-
pearance of universal power-laws [12, 23]. In contrast, for
K > 1/4, the cosine is relevant and the resulting theory is
strongly interacting [50]. As we will now show, in this case
the dynamics is universal both at short and long times.

To study the dynamics of the problem we first perform a
series expansion in the tunneling coupling j⊥. Moving to a
path-integral formulation of the problem (for an introduction
see for example Refs. [24, 25]), we represent the Hamiltonian
(4) is terms of the real-time action:

S =

∫
γK

dt
∫

dx
K
π

[
(∂xφ

2) − (∂tφ
2)
]
+2Θ(t) j⊥ρ0 cos(

√
2φ) .

(5)
Here γK is the Keldysh contour and we switched to units
where v = 1. Splitting the Keldysh contour in its forward
and backward branches (φ+ and φ− respectively) and moving
to their symmetric and anti-symmetric combinations (defined
by φ± = φ ± φ̂ and often termed “classical” and “quantum”
components), we have:

2
∫
γK

dt cos(
√

2φ) = 2
∫

dt cos(
√

2φ+) − cos(
√

2φ−) (6)

= 4
∫

dt sin(
√

2φ) sin(
√

2φ̂) =
∑

ε=±, ε̂=±

∫
dt e

√
2iεφ+

√
2iε̂φ̂ .

Expanding eiS in a Taylor series around j⊥ = 0 we obtain

C12(t) ≡ 〈cos(
√

2φ(t) )〉

= Re 〈e
√

2iφ
∑

N

(i j⊥ρ0)N

N!

∑
ε,ε̂

∫ ∞

0
dt

∫ ∞

−∞

dx e
√

2i(εφ+ε̂φ̂)
N

〉 .

(7)
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FIG. 3: [Color online] Series expansion (9). Numerical results ob-
tained by keeping the first Nmax terms of the series (solid curve and
error-bars) and analytic results (see Appendix) for the first-order con-
tribution N = 1 (dashed curve). (a) K = 1.2, Nmax = 11; (b)
K = 5, Nmax = 23. In both cases we used 106 random evaluation
points of {(xi, ti)}Ni=1 .

Note that the N-th term of Eq. (7) contains 2N continuous in-
tegrals and 2N discrete sums, whose dummy indexes we will
denote as (xi, ti, εi, ε̂i) with i = 1, ...,N. In analogy to the
equilibrium case [26, 27], we can interpret the first three ele-
ments as the space-time coordinates and charges of a Coulomb
gas with N particles (dual to the atoms of the original prob-
lem). In contrast, the ε̂i indexes do not have an equilibrium
analogue and rather impose a light-cone constraint (see Ap-
pendix), limiting all contributing “charges” to the past-light-
cone of (x, t), or |x−xi| < t−ti. This light-cone effect is generic
to global quantum quenches (see for example Refs. [23, 28])
and prevents the exact mapping to an equilibrium model.

The expectation value appearing in Eq. (7) refers to the
initial state, corresponding to the ground state of two inde-
pendent Luttinger liquids, and can be computed using the
quadratic part of Eq. (5). After rescaling the time and space
variables of integration (see Appendix), we arrive to

C12(t) =
∑

N

cN

(
j⊥
µ

)N

(µt)2N−(N+1)/(2K) (8)

=

(
j⊥
µ

)1/(4K−1) ∑
N

cN

[
( j⊥/µ)2K/(4K−1)µt

]2N−(N+1)/(2K)
.

(9)

The coefficients cN are universal: they do not depend neither
on the cutoff nor on j⊥.

To achieve a universal scaling of the form of Eq. (1) it
is necessary to rescale the time in units of the inverse gap.
For the Sine-Gordon model, the excitation gap can be exactly
computed using the form-factor approach [29] and, in our no-
tations, it is proportional to ∆ = µ( j⊥/µ)2K/(4K−1), leading to

C12(t) =

(
∆

µ

)η ∑
N

cN

(
∆t

)2N−(N+1)/(2K)
≡

(
∆

µ

)η
R
(
∆t

)
. (10)

with η = 1/(2K). Remarkably, we obtain the same “anoma-
lous” scaling dimension η as in the ground state of the model
[30]. This result corroborates with a scaling analysis [31]
showing that the average amount of energy-per-mode intro-
duced by the quench scales to zero much faster than the gap.
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FIG. 4: [Color online] Truncated Wigner approach (11). (a) Nu-
merical results for j⊥/µ= 0.27 (red), 0.16 (green), 0.10 (blue), 0.060
(cyan), 0.036 (magenta) with K = 5, system size L = 400, number
of random paths M = 400. (b) Data-collapse according to Eq. (10),
superimposed to the result from the series expansion (black curve,
identical to Fig. 3(b)).

In the above derivation we used the asymptotic values
of correlation and response functions, related to the low-
frequency modes, and we neglected the contributions from the
high-frequency modes. These non-universal contributions are
analytic functions of the bare parameters. As such, they can
at most contribute to C12 a term that is linearly proportional to
j⊥. In contrast, the universal contributions scale at long times
as j1/(4K−1)

⊥ and are therefore dominant for any K > 1/2. Re-
markably, the intermediate case of K = 1/2 can be exactly
solved by mapping the problem to non-interacting fermions
[32]. Indeed, at this point, the universal and non-universal
contributions scale in the same way and the latter are no more
negligible.

At present, we were not able to compute the universal func-
tion R by the analytic resummation of the series (9). In-
stead, we numerically estimate its first few terms by averaging
over random samplings of (εi, xi, ti). The resulting universal
curves are shown in Fig. 3 for two different values of K. Our
calculations are presently limited to time scales of order 1/∆
due to a “dynamical sign problem”, related to the alternating
signs of the coefficients cN . To predict the universal behavior
at longer times, we will now present two alternative numerical
methods.

The first method extends the semiclassical approach pre-
sented above for the two-mode model. The corresponding
classical equation of motion is [13]

∂2
t φ = ∂2

xφ −
2π
K

j⊥ρ0 sin(
√

2φ ) . (11)

The numerical solution of this equation is in good agree-
ment with the series expansion and extends to longer times,
as shown in Fig. 4 for K = 5. Note however that Eq. (11)
is characterized by a single energy scale

√
2π j⊥ρ0/K ∼ j1/2⊥ ,

matching the excitation gap of the original quantum model
only for K � 1. As expected, the semiclassical approach
breaks down for K ∼ 1, where the correspondent equilibrium
system approaches a quantum phase transition.

To describe the regime K ∼ 1, we map the problem into a
lattice model and apply one of the derivatives of the Density
Matrix Renormalization Group (DMRG) algorithm [33, 34].
This approach is well suited to situations, as the one un-
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FIG. 5: [Color online] Hard-core bosons model (12). (a) Numer-
ical results for j⊥/ j‖= 0.27 (red), 0.16 (green),0.10 (blue), 0.060
(red), 0.036 (cyan), 0.022 (magenta), with V/ j‖ = −1/2, or K =

π/(2π − 2 arccos(V/2 j‖)) ≈ 1.2. The calculations were performed
using the Time Evolving Block Decimation (TEBD) algorithm of
Refs. [37, 38] for system size L = 100, number of states χ = 100
and took around three days/curve on a single core. (b) Data collapse
according to Eq. (10), superimposed to the result from the series
expansion (black curve, identical to Fig. 3(a) after the appropriate
rescaling).

der present consideration, in which the time evolution is per-
formed with a gapped Hamiltonian. To minimize the memory
requirements we consider hard-core bosons on a ladder (see
Fig. 1(c)) represented by the Hamiltonian

H(t) =

N∑
L=1

 ∑
α=1,2

− j‖
(
b†α,ibα,i+1 + H.c.

)
+ Vnα,inα,i+1


− Θ(t) j⊥

(
b†1,ib2,i + H.c.

)
. (12)

Here the energy scale j‖ sets the chemical potential and V < 0
is a nearest neighbor attractive interaction, meant to partially
counter-balance the hard-core constraint [51]. For j⊥ = 0 the
two independent chains are Bethe-ansatz [35] solvable, allow-
ing to exactly determine the Luttinger parameter [22, 36]. The
numerical simulation of the model (12) is presented in Fig. 5
and confirms our scaling ansatz (see the caption for details).

Discussion and conclusion – In contrast to the above-
mentioned models, actual experiments necessarily involve a
finite initial temperature T0 and a finite quench time τ. In-
tuitively, one may expect the idealized model of a sudden
quench to hold only as long as τ is smaller than the inverse
of the energy of the highest excited state. For the Hamiltonian
(3) this energy scale is Nexcited∆ ∼ N j⊥, leading to the require-
ment τ � 1/(N j⊥). However, as discussed in Ref. [39], the
most probable excitation path does not directly connect the
ground state to the highest excited state, but is rather given
by subsequent steps connecting neighboring levels, each with
energy splitting ∆. This observation indicates that the more
lenient condition τ � 1/∆ is sufficient to observe a univer-
sal behavior. A similar scaling argument holds for the initial
temperature T0, which needs to be smaller than ∆. These two
constraints, τ � 1/∆ and T � ∆, should be combined with
the weak coupling condition

√
j⊥/µ = ∆/µ � 1, requiring

temperatures (ramp times) smaller than the (inverse) chemical
potential by one order of magnitude. These conditions are in
the reach of present experiments with ultracold neutral atoms
(see also the Appendix for the details of a possible realization

with wave-interferometers of atoms on a chip [40, 41]).

A final and important question regards the coupling to the
modes that have been neglected in the model Hamiltonians
(2) and (4). In particular, the former does not include Bo-
goliubov excitations and the latter neglects the coupling to the
“symmetric” mode φ̄ = (φ1 + φ2)/

√
2. These low-frequency

modes may act as a dissipative bath for the relative-phase φ
and lead to a further “rephasing”. A complete analysis of
their effect goes beyond the scope of the present Letter. At
this stage we can only comment that, based on the analogy
with the equilibrium case, one should expect the couplings to
these additional modes to be irrelevant in an RG sense and
thus to effect the dynamics only at time scales much larger
than ∆. Accordingly, the life-time of the predicted “prether-
malized” state should tend to infinity as one approaches the
weak-coupling limit j⊥/µ→ 0.

In summary, we studied the many-body quantum dynamics
of two initially independent condensates, suddenly coupled
via uniform tunneling (“global quench”). In two and three
dimensions we applied a “two-mode” model, while in one di-
mension we mapped the problem to a gapped Sine-Gordon
model. Both theories are strongly interacting and lead to non-
perturbative dynamics. We determined the scaling laws for
expectation values of physical observables and predicted a
universal time-dependence, connecting short and long times.
Our findings may have important implications for both nu-
merical calculations and experiments, in which the long-time
evolution is hard to achieve. They may also allow to perform
finite-size scaling and renormalization-group analysis in the
time domain [42–45], in analogy to the established equilib-
rium techniques.
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Appendix A: Derivation of the semiclassical equations of motion
from Eq. (3)

Consider the generic quantum time-dependent Hamiltonian

H(t) =
µ

2N
p2 + 2N j⊥ f (t)V(x), (A1)

where x, p are unitless canonical variables, and V(x), f (t)
are unitless functions. For the ramp of a Josephson junction ,



5

V(x) = cos(x) and

f (t) =

{
t/τ t < τ
1 t > τ (A2)

The correspondent action is:

S [x, p] = S 0 + i
∫
γK

dt p∂t x −
µ

2N
p2 − 2N j⊥ f (t)V(x), (A3)

where γK runs over the contour (0 → +∞ → 0) and eiS 0 =

〈ψ0 | p+
0 , x

+
0 〉 〈 p+

0 , x
+
0 |ψ0 〉 sets the initial conditions. If the

initial state is | p = 0 〉 , we have

eiS 0 = δ(p+
0 )δ(p−0 )δ(x+ − x−) (A4)

After integrating-out the p variable we get:

S [x, p] = S 0 + iN
∫
γK

dt
1

2µ
(∂t x)2 − 2 j⊥ f (t)V(x) (A5)

In the limit of N → ∞, only the saddle point contributes to
the path integral. Here, the saddle point corresponds to the
classical equation of motions

∂2
t x = 2ω0 f (t)V ′(x) (A6)

with initial conditions substituted by the distribution function
P(x0, t0) = eiS 0[x0,∂t x0]. Note that the microscopic energy scales
J = j⊥N and U = µ/N completely disappeared from the prob-
lem.

Appendix B: Technical details of the “Coulomb gas” expansion
Eq. (8)

The starting point of the present derivation is Eq. (7). If we
define φ0 = φ(x, t), ε0 = ε̂0 = 1 and use the compact notation∑

N =
∑

N,{εi,ε̂i}
, and

∫
N =

∏N
i=1

∫ ∞
0 dti

∫ ∞
−∞

dxi, we can express
the interference contrast as

C12(t) =
∑

N

(i j⊥ρ0)N

N!

∫
N
εiε̂i 〈exp

√2i
N∑

i=0

εiφi + ε̂iφ̂i

〉
(B1)

The expectation value refers to the initial state, given by
the ground state of two independent Luttinger liquids, and
can be computed from the action (5) with j⊥ = 0. Deal-
ing with a quadratic action, we can apply Wick’s theorem

〈eiA〉 = 〈e−〈A
2〉/2〉 and obtain

C12(t) =
∑

N

(i j⊥ρ0)N

N!

∫
N
εiε̂i exp

−〈
 N∑

i=0

εiφi + ε̂iφ̂i

2

〉


(B2)

=
∑

N

(i j⊥ρ0)N

N!

∫
N
εi exp

− N∑
i, j=0

εiε j〈φiφ j〉


× ε̂i exp

− N∑
i, j=0

εiε̂ j〈φiφ̂ j〉

 , (B3)

where we used the identity 〈φ̂ φ̂〉 = 0, related to the causality
constraint [25].

In one dimension, the correlation functions 〈φiφ j〉 are infra-
red divergent. As a consequence the above expression van-
ishes, unless

∑N
i=0 εi = 0. If we interpret εi as the charges of

a Coulomb gas, this condition coincides with the requirement
of a total charge neutrality. It constraints N + 1 to be even and∏

i εi = (−1)(N+1)/2. This alternating sign will be the origin of
a “sign problem”, preventing the numerical resummation of
the series.

We now assume that the largest contribution to integrals
over time and space comes from the universal asymptotic be-
havior of the correlation functions [46]

〈(φi − φ j)2〉 =
1

8K
log

(
µ
∣∣∣(xi − x j)2 − (ti − t j)2

∣∣∣)
〈φiφ̂ j〉 =

π

4K
Θ

(
ti − t j −

∣∣∣xi − x j

∣∣∣)) (B4)

We discussed the non-universal short-distance behavior at the
end of the paper and show that they indeed are negligible for
K > 1/2.

Using Eq. (B4), we obtain that the second line of Eq. (B3)
becomes

ε̂ j exp

−ε̂ j

N∑
i=0

εi〈φiφ̂ j〉

 = −2i sin
(
n j

π

4K

)
. (B5)

Here we explicitly performed the sum over ε̂ j and we defined
n j as the total charge of the points inside the future light cone
of (x j, t j). Note that C12(t) vanishes unless n j , 0 for all j =

1, ..,N. This condition can be fulfilled only if all the “charges”
are inside the past light-cone of (x, t), satisfying |x−x j| < t−t j.
This “light-cone physics” is relevant to any global quantum
quench (see f.e. Refs. [23, 28]) and highlights the difference
between similar equilibrium Coulomb gas expansions.

The first line of Eq. (B3) equals to

exp

−2
N∑

i, j=0

εiε j〈φiφ j〉

 =

N∏
i, j=0,i, j

∣∣∣(xi − x j)2 − (ti − t j)2
∣∣∣εiε j/(4K)

,

(B6)
Note that there are (N + 1)N homo-sign combinations and
(N + 1)(N + 1) hetero-sign combinations, thus at long times
this term is proportional to

(
t1/2K

)(N+1)N/2−(N+1)(N+1)/2
=
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FIG. 6: [Color online] Comparison between the idealized case con-
sidered in Fig. 2 and (a) finite initial temperature T0, or (b) finite ramp
time τ. The solid lines represent δC12(t) ≡ Cfinite

12 (t)−Cideal
12 (t) at differ-

ent times t = 10/µ (red), 20/µ (green), and 30/µ (blue). The vertical
dashed lines correspond to (a) T0 = ∆, (b) τ = 1/∆. As predicted,
the dynamics on the left side of these lines is independent of T0 and
τ. Numerical parameters – j⊥/µ = 0.01, ∆ = 2

√
j⊥/µ = 0.2µ, and

N = 1000.

t−(N+1)/(2K). To obtain Eq. (8) it is sufficient to rescale the time
and space integration parameters dt → t dt and dx→ t dx.

The coefficients cN are universal (do not depend neither on
the cutoff nor on the gap) and are given by

cN =
∑
{εi=±}

2N(−1)
N+1

2

N!

N∏
i=1

∫ ∞

−∞

dxi

∫ ∞

0
dti

sin(−ni
π

2K
)

N∏
j,i

∣∣∣(xi − x j)2 − (ti − t j)2
∣∣∣εiε j/(4K)

. (B7)

with (x0, t0) = (0, 1) and ε0 = 1. The coefficient c1 corre-
sponds to the first order time-dependent perturbation theory
and can be computed analytically

c1 = 2 sin
(
π

2K

) ∫ ∞

0
dt

∫ t

−t
dx

1
|x2 − t2|1/(2K) (B8)

=
2 sin

(
π

2K

) √
π Γ

(
1 − 1

2K

)(
2 − 1

K

)
Γ
(

3
2 −

1
2K

) , (B9)

Here the second line has been computed with Wolfram’s
Mathematica (v8.0.1) and Γ is the Gamma function.

Appendix C: Finite temperature and finite ramp time

We now consider the effects of a finite initial temperature T0
and a finite ramping time τ. Because the dynamics described
in this paper is characterized by a single time scale ∆−1 it is
natural to assume that the universal dynamics should not de-
pend on these parameters as long as T0 � ∆ and τ � 1/∆.
For the mean-field model (3) this claim can be verified by ex-
act diagonalization, as shown in Fig. 6, or by the semiclassical
method introduced above.

For the one dimensional case, one can move one step fur-
ther and show that a finite T0 and τ can be used as additional

scaling parameters:

C12(t) = 〈cos(
√

2φ(t))〉 =

(
∆

µ

)η
R

(
∆t,

T0

∆
, ∆τ

)
(C1)

In particular, this scaling relation confirms that, as long as
T0 � ∆ and τ � 1/∆, the resulting dynamics should be in-
dependent on these parameters. To demonstrate the validity
of Eq. (C1) and starting from the series expansion presented
above, one obtains:

C12(t) =
∑

N

(i j⊥ρ0)N

2N N!

∫
N
εiε̂i f

( ti
τ

)
〈exp

2i
N∑

i=0

εiφi + ε̂iφ̂i

〉
T0

(C2)

Here f determines the shape of the ramp and satisfies f (0) = 0
and f (x > 1) = 1, and the expectation value 〈...〉T0

refers to an
equilibrium system at temperature T0. If we now rescale the
time and space coordinates in units of ∆−1 we obtain:

∑
N

(i j⊥ρ0)N∆2N

2N N!

∫
N
εiε̂i f

( ti
∆τ

)
〈exp

2i
N∑

i=0

εiφ
′
i + ε̂iφ̂

′
i

〉
T0

,

(C3)

where we define φ′i = φ(∆xi,∆ti). Due to the scale invariance
of the underlying theory (and provided that T0 � µ) we have
that

〈φ′iφ
′
j〉T0
≈ 〈φiφ j〉T0/∆

+
1

8K
log

(
∆

µ

)
(C4)

Combining this result with Eq. (C3) one can easily show the
validity of the generalized scaling relation (C1). This scal-
ing relation is expected to be valid in the mean-field model
as well, corresponding to the K → ∞ limit of the one-
dimensional case.

Appendix D: Experimental realization

A natural realization of the proposed experiment involves
wave-interferometers of atoms on a chip [40]. This set-up has
been successfully used to realize “dephasing” experiments, in
which one condensate is suddenly split in two parts [40, 41].
There, the time evolution is described by a gapless Hamil-
tonian and the resulting dynamics can be studied by the ex-
act solution of the quadratic Luttinger liquid Hamiltonian
[27, 41, 47]. Due to the absence of an excitation gap, at long-
times the “dephasing” process is primarily thermal, rather
than quantum [41, 48]. In contrast, in the present “rephas-
ing” experiment we predict a universal dynamics dominated
by quantum effects both at short and long times.

This type of interferometry poses a serious challenge for the
observation of one dimensional physics, due to the extremely
high value of the Luttinger parameter K ≈ 50. For this system
η = 1/(2K) ≈ 0 and the deviations of the average interference
C12(t) from predictions of the two-mode model (2) are ex-
tremely small and hard to observe. As suggested in Ref. [27],



7

0 

Re 𝑍  

𝑷(𝒁) Im
𝑍

 

Arg[Z] 

𝑃
(A
rg
[𝑧
])

 

−𝜋 𝜋 0 −1 1 0 
−1 

1 

0 

0.8 

0.4 

𝑍 2 

𝑃
(
𝑍

2
) 

1 0.8 

5 
10 

0.6 

15 

0 

(a) Mean-field (b) One dimension 

t=0

t=0.79

t=1.6

t=2.4

t=3.2

t=4

t=4.7

t=5.5

t=6.3

t=7.1

t=0.0067

t=0.8

t=1.6

t=2.4

t=3.2

t=4

t=4.8

t=5.6

t=6.4

t=7.1

FIG. 7: [Color online] Full distribution function of the spatially integrated coherence (D1) , according to the semiclassical equations of motion
of (a) the two-mode model and (b) the one dimensional model (11) . Both subplots represent in the first column a colorplot of the distribution
function of Z on the imaginary plane. In the second column, the distribution function of the phase of Z. In the third column, the distribution
function of the absolute value square of Z. Numerical values – (a) j⊥/µ = 0.1, time is given in units of the inverse plasma frequency
∆ = 2( j⊥µ)−1/2. (b) j⊥/µ = 0.1, K = 25, L = 400, corresponding to the scaling limit j⊥/µ � 1, K � 1, ∆L � 1. Time is given in units of the

inverse gap ∆−1 ≈
(
(4π/K) j⊥ρ0

)−1/2
.

the one dimensional nature of the problem can be observed by
probing the spatially integrated coherence

Z =
1
L

∫ L/2

−L/2
dx ei

√
2φ(x,t) , (D1)

where L is the system size. In the two subplots of Fig. 7 we
compare the evolution of the full-distribution function of Z
for respectively the two-mode and the one-dimensional mod-
els. In each subplot, the first column contains a colorplot,
proportional to the probability of observing a specific com-
plex value of the operator Z. The second column refers to the

phase of Z. The two-mode and one-dimensional cases look
identical for short times, but differ at longer times. In partic-
ular, the side-peaks at φ ≈ ±π disappear as a consequence of
the one dimensional dynamics. The third column represents
the probability distribution of the absolute value of Z. For
the two-mode case, it simply corresponds to a delta-function
peak at the maximal value of |Z| = 1. In contrast, for the one-
dimension case P(|Z|) oscillates between the initial Gumbel
distribution and narrower peaks, indicating the formation of
long-range order in the relative phase.
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