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Nonlinear optical and optoelectronic studies of topological
insulator surfaces

ABSTRACT

Since their experimental discovery in 2008, topological insulators have
been catapulted to the forefront of condensed matter physics research
owing to their potential to realize both exciting new technologies as
well as novel electronic phases that are inaccessible in any other ma-
terial class. Their exotic properties arise from a rare quantum organi-
zation of its electrons called “topological order,” which evades the con-
ventional broken symmetry based-classification scheme used to cate-
gorize nearly every other state of ordered matter. Instead, topologically
ordered phases are classified by topological invariants, which charac-
terize the phase of an electron’s wavefunction as it moves through mo-
mentum space. When a topologically ordered phase is interfaced with
an ordinary phase, such as the vacuum, a novel metallic state appears
at their shared boundary. In topological insulators, this results in the
formation of a two-dimensional metallic state that spans all of its sur-
faces. The surface state electronic spectrum is characterized by a single
linearly dispersing and helically spin-polarized Dirac cone that is robust
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Thesis advisor: Professor Nuh Gedik James W. Mclver

against disorder. The helical nature of the surface Dirac cone is highly
novel because the Dirac electrons carry a net magnetic moment and are
capable of transporting 100% $pin-polarized electrical currents, which
are the long-sought elecronic properties needed for many spin-based
electronic applications. However, owing to the small bulk band gap and
intrinsic electronic doping inherent to these materials, isolating the sur-
face electronic response from the bulk has proven to be a major exper-
imental obstacle.

In this thesis, we demonstrate the means by which light can be used to
isolate and $tudy the surface electronic response of topological insula-
tors using optoelectronic and nonlinear optical techniques. In chapter
1, we overview the physics of topological order and topological insula-
tors. In chapter 2, we show how polarized light can be used to gener-
ate and control surface electrical currents that originate from the heli-
cal Dirac cone. In chapter 3, we demonstrate that the nonlinear second
harmonic generation of light from a topological insulator is a sensitive
surface probe and can be used to detect the breaking of space-time sym-

metries and monitor changes in the surface carrier density.
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Introdu&ion

THE PHYSICS OF TOPOLOGICAL INSULATORS is best understood through
a historical narrative, since the underlying principles of topological or-
der naturally unfold in this way. Secion 1.1 introduces the quantum
Hall insulator—the first known topologically ordered phase—and the ba-
sics of topological order. The second section covers the quantum spin
Hall insulator, which can be thought of as two spin-polarized copies of
the quantum Hall insulator in the absence of a magnetic field. Section
1.3 introduces the topological insulator, which is the firt known three-

dimensional topological phase of matter and the subject of this thesis.



1.1 THE QUANTUM HALL INSULATOR AND TOPOLOGICAL ORDER

Ordered phases of matter are typically classified by the symmetries that
they break. A crystalline solid, for example, breaks the continuous ro-
tational and translational symmetry of space in favor of reduced dis-
cretized versions of these symmetries. As physicists, the way that we
identify different phases is by using probes that are sensitive to the sym-
metries being broken. In this example one would perform a scattering
experiment and look for discretized scattering vectors as evidence that
the continuous spatial symmetries had been broken.

This broken symmetry-based classification scheme can also be used
to define quantum electronic phases. In materials that possess charge
density wave order, the electron density forms a sinusoidal digtribution
in space, thereby breaking the continuous translational symmetry that
a uniform electron density in an ordinary metal would have. Ferromag-
netic phases break time-reversal symmetry: if time is reversed, the elec-
trons $pin in the opposite direction thereby reversing the direction of
their magnetic moments. Ferromagnets also break the rotational sym-
metry of spin space. Even the most exotic phases such as superconduc-
tivity can be classified in this way, though more subtle. Here gauge sym-
metry is broken when Cooper pairs form to make a superconducting
condensate. This symmetry-based classification scheme, originally de-
vised by Lev Landau [1], was believed for many years to be the most
fundamental means of defining distinct ordered phase of condensed

matter.



However, this seemingly infallible paradigm of identifying electronic
phases by their broken symmetries was challenged in 1980 with the un-
expected discovery of the quantum Hall effect by K. von Klitzing and
collaborators [2]. The effect occurred in an elerical insulator, which,
as will be discussed in the following pages, is both very important and
not by accident. The sample under study was a two-dimensional elec-
tron gas, which can be formed in transistor-like semiconductor devices.
Left alone a Fermi gas of electrons will be metallic, but when a strong
magnetic field is applied the electrons condense into cyclotron orbits
and form Landau levels. If the system is tuned so that the Fermi level
lies inside the energy gap between two Landau levels, which can be
achieved by adjusting the magnetic field strength, one would expect the
material to be electrically insulating and show zero conductivity, ac-
cording to the semi-classical Boltzmann theory for electron transport
[3]. However, upon performing this experiment von Klitzing and col-
laborators, to their surprise, observed a nonzero and precisely quan-
tized Hall conducivity in integer multiples of a fundamental constant

of nature

Oy = N— (1.1)

where 0, is the transverse or Hall conductivity, e s the electron charge,
h is Planck’s constant, and # is and integer precise to nearly one part

in a billion, irrespective of sample geometry or impurity content. The



discovery, which won von Klitzing the 1985 Nobel Prize, raised many
important questions. Why, in an insulating state, is the Hall conductiv-
ity nonzero and so precisely quantized? What ele¢tronic states are car-
rying the current? And finally, how do we classify this new quantum
phase? By all measures no new symmetries were being broken when
the index 7 in (1.1) changed; for the first time Landau’s paradigm had
failed. The answer to these questions lied in the fact that this was a new
kind of electronic ordering that had never been observed before, called
topological order.

Topology is the branch of mathematics concerned with the proper-
ties of geometric shapes that do not change under smooth deforma-
tions. The mathematical quantities that do not change under these de-
formations are called topological invariants. As an example consider
one of the fundamental theorems of topology, the Gauss-Bonnet the-
orem [4], which $tates that the integral of the local curvature over a

closed surface S is quantized and is a topological invariant

~ [Kda= 2(1—g) (1.2)
2T Jg

where Kis the local curvature of the surface and the genus g is the num-
ber of holes in the shape created by the closed surface, which character-
izes the topology of the surface. The sphere in Figure 1.1.1 for example
has ¢ = o and no matter how the sphere is deformed, provided no

holes are punctured thereby changing the genus, the integral on the left



Figure 1.1.1: Topology of closed surfaces. Closed surfaces are topologi-

cally equivalent if the shape they create shares the same number of holes g.

This is because the integral of their total curvature is a topological invariant
that depends only on g and is insensitive to any other geometric properties,

according to the Gauss-Bonnet theorem (1.2).

side of (1.2) will always yield the same result and is therefore a topo-
logical invariant. This same line of reasoning applies to a torus, where
g = 1, or any other closed surface with any number of holes. Any
shapes with the same number of holes are considered to be topologi-
cally equivalent because they share the same topological invariant and
can be smoothly deformed into each other. This theorem can also be
generalized to higher dimensional closed surfaces [ 5 ].

In topologically ordered phases, the topology of relevance is ultimat-
ely that of the Hilbert space—the mathematical space spanned by the
electronic wavefunctions—which can have intrinsic curvature and be
described by topological invariants. This manifests in the geometric
properties of the parameter space of the Hamiltonian describing a given
system, which is a more convenient theoretical language to use when

discussing topological physics. In a pioneering paper [6], Thouless et



al. made the connection between topology and the quantized Hall con-
ducivity, showing that the integer nin (1.1) is a topological invariant,
called a Chern number, that describes the topology of the Hilbert space

and is given by a modified formulation of the Gauss-Bonnet theorem

n=— [ [Vix Alky. k,)]. &k (13)

27 JBz

with

A = —i{u| Vi|u) (1.4)

where the integral is over all the occupied states in the magnetic Bril-
louin zone [6, 7], and u is the periodic part of the Bloch wavefunction
[3]. The Berry curvature Q = Vi x A(k,, k) is related to the Berry
phase [8], which is quantum mechanical phase, purely geometric in ori-
gin, that electron wavefunctions can accumulate when cycling a closed
path in a parameter space that has intrinsic curvature. Since the Berry
curvature is odd under time-reversal, o, must vanish in the absence of
an external magnetic field for inversion symmetric systems. However,
because o, is proportional to a topological (Chern) invariant, it can-
not smoothly evolve from zero as the magnetic field is varied. Instead,
it must jump from one discrete value to another once the magnetic field
is sufhiciently strong enough to alter the topology of the Hilbert space.
Equation (1.3) shows that the quantum Hall current is proportional

to the number of fully occupied Landau levels—as the magnetic field
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Figure 1.1.2: The quantum Hall insulator. Metallic chiral edge states ap-
pear at the boundary between a quantum Hall insulator and an ordinary in-
sulator so that the distinct Hilbert space topologies encoded in the insulating
phases can change.



strength is tuned and more Landau levels sink beneath the Fermi en-
ergy, the index n increases and more conduction channels open. This
is surprising because according to the semi-classical Boltzmann theory
of electron transport [3], fully occupied bands should be electrically
insulating. Building on earlier work by Laughlin 9], Halperin showed
that for a system with Hall conducivity 0, = n €/, there must be n
branches of metallic one-dimensional chiral edge states connecting ad-
jacent Landau levels at the sample boundary, where the chirality is set
by the magnetic field dire&tion [Figure 1.1.2] [10]. These metallic edge
states arise because the nontrivial topology of the insulating states re-
sponsible for the quantized Hall current cannot be smoothly deformed
into the ordinary insulating states at the sample boundary (which in-
cludes the vacuum). This is because the nontrivial topology s a discrete
characterigtic of gapped energy states, and as long as the gap remains
open, the topology cannot change. Hence, in order for the topology to
change at an interface, the insulating gap must close, thereby forming a
metallic state. The extreme precision in which the conductivity is quan-
tized, which is unaffected by impurity content, is because o, is propor-
tional to a topological invariant that has an integer nature. This topolog-
ical property manifests in the fact that the metallic edge states are uni-
direGional: the absence of conduction channels moving in the oppo-
site direction makes backscattering impossible, thus the Hall current is
dissipationless, which has made such materials attractive for energy ef-
ficient eletronics technologies. Since there are no spontaneously bro-

ken symmetries to probe in the quantum Hall insulator, the presence



of these metallic states at the sample boundary act as an identifying sig-

nature of topological order.

1.2 THE QUANTUM SPIN HALL INSULATOR AND Z, TOPOLOGICAL

ORDER

The quantum Hallinsulator generated great interest throughout the con-
densed matter physics community, which quickly became eager to dis-
cover more topologically ordered electronic phases. Of particular inter-
est was eliminating the need for a strong magnetic field, which can be
difficult to implement in experiments and technological applications.
Attention moved to spin-orbit coupling as a possible alternative, where
the static nuclear electric field is relativigtically transformed into an in-
trinsic $pin-dependent magnetic field in the reference frame of a mov-
ing ele@ron [11]. While spin-orbit coupling does not have the neces-
sary symmetry to induce the quantum Hall insulator (it does not break
time-reversal symmetry like a magnetic field), simplified models intro-
duced in the early 2000s showed that it can lead to a new phase called
the quantum spin Hall insulator [12~15]. This phase can naively be
thought of as two copies of the quantum Hall system with oppositely
spin-polarized edge states that propagate in opposite directions [Fig-
ure 1.2.1], s0 as to preserve time-reversal symmetry. The spin-polarized

edge states carry a conductivity
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Figure 1.2.1: The quantum spin Hall insulator. Strong spin-orbit coupling
replaces the magnetic field in the quantum Hall effect to give two oppositely
spin-polarized edge states that propagate in opposite directions. These states
form a spin-polarized Dirac cone in momentum space that sits between the
valance and conduction bands. Backscattering is forbidden due to the absence
of similar spin states propagating in the opposite direction.

e e
ag) = nTE; ‘79%) = n¢J (1.5)
where n4 = —n;. In momentum space, these spin-polarized edge

states linearly disperse in opposite directions to form a Dirac cone be-
tween the valence and conduction bands [Figure 1.2.1]. The total charge

conductivity is given by

el

Oy = (ny + nL)E =o0 (1.6)

This must be the case because the Hall conductivity in general can only

11



be nonzero when time-reversal symmetry is broken, which is not the
case when spin-orbit coupling is the driving mechanism. The total spin

conductivity on the other hand is nonzero

(4

(1.7)

0oy = (np — "¢)4—ﬂ
Equations (1.6) and (1.7) show that when a longitudinal elecric field
is applied, there is a net quantized transfer of spin in the transverse di-
rection without any transfer of charge. It was proposed that this phase
is topologically ordered with a topological invariant given by the to-
tal $pin Chern number (ny — 1)) [14]. However, as was pointed out
by Kane and Mele [15], (n4 — n)) is invariant only when ¢, is con-
served, which tends to break down in real systems due to disorder, in-
terband mixing and interactions. In a more realistic model, Kane and
Mele showed that the topological properties of the quantum spin Hall
insulator do till survive, but are encoded instead by a stable Z, topolog-
ical invariant that is particular to time-reversal symmetric systems [ 15 ].
It expresses whether the one-dimensional edge state Fermi surfaces en-
close an even (Z, = o) or odd (Z, = 1) number of time-reversal in-
variant momenta [Figure 1.2.2]. It’s value, o or 1, determines whether
the system is an ordinary or quantum spin Hall insulator respeively.
Physically, the way to achieve a non-trivial Z, topological invariant is
through band inversion. Ordinary insulators are typically characterized

by a valence band edge with a p-like orbital character and a conduction

12



Z»>=1 (odd # band crossings Z2>= 0 (even # band crossings

& surface states) & surface states)
s-like
E
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k=0 protected
by time-reversal
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Figure 1.2.2: Z, topological order. (Left) Z, =1 topological order describes
an odd number of band inversions at time-reversal invariant momenta. The
odd number of surface states that result are protected from opening a gap
by time-reversal symmetry, thereby fulfilling the requirement that topolog-
ical phases of matter have metallic boundary states. (Right) Z, = o order
describes an ordinary insulator, which has an even number of surface states.
These are free to hybridize and open an insulating energy gap without violat-
ing time-reversal symmetry. Thus, it cannot be a topological phase. Z, topo-
logical order applies to both the quantum spin Hall insulator and the topo-
logical insulator, where in the latter case v, is the particular Z, topological
invariant of relevance.
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band edge with an s-like orbital character, in the sense that the wave-
functions have odd (anti-symmetric) and even (symmetric) parity re-
spectively. A non-trivial Z, invariant arises when strong spin-orbit cou-
pling causes the valence and conduction bands to invert an odd num-
ber of times at time-reversal invariant points in momentum space (like
k = o), which induces a non-trivial Berry curvature of the occupied
states. The odd number of edge states that result are protected from
opening a gap by time-reversal symmetry, which requires that E (k, 1
) = E(—k,|) [Figure 1.2.2 left]. An even number of crossings, on
the other hand, induces an even number of edge states that are free to
hybridize and form an energy gap [Figure 1.2.2 right]. This violates the
necessity that a metal form at the interface between a topological and
ordinary phase; thus, an even number of crossings cannot be topologi-
cally ordered.

Because the edge states form a time-reversed pair, backscattering is
prohibited [Figure 1.2.1] in the absence of magnetic impurities (which
can flip the $pin) and transport is inherently dissipationless. Unlike the
quantum Hall insulator, the topological properties of the quantum spin
Hall insulator are manifested directly in its edge state energy dispersion
(intrinsic to how the Z, topological invariant is defined). This provides
an experimental advantage for studying topological invariants because
the relevant temperature scale is no longer set by the phase coherence
length of the many-body wavefunction, as with the quantum Hall insu-

lator, but instead by the magnitude of the spin-orbit coupling induced
energy gap.

14



The first real proposal for a quantum spin Hall insulator was made in
2006 by Bernevig, Hughes and Zhang for a particular HgTe/(Hg,Cd) Te
quantum well heterostructure [16]. Heavy elements are needed be-
cause the phase requires strong spin-orbit coupling to induce band in-
version. In 2007, Konig et al. experimentally verified the phase in the
proposed HgTe/(Hg,Cd) Te quantum well structure through an intri-
cate set of charge condu&ance measurements [ 17]. The $pin polariza-

tion of the edge states has also been confirmed [18].

1.3 THE THREE-DIMENSIONAL TOPOLOGICAL INSULATOR

The discovery of the quantum spin Hall insulator, and the immense
amount of theoretical development that paved the way, was a momen-
tous achievement: a second topologically ordered phase had been dis-
covered. However, the phase still left some to be desired in that a fab-
ricated heterostructure is necessary, like with the quantum Hall insula-
tor, which makes studying the buried one-dimensional edge states dif-
ficult with all but ele¢tron transport techniques. The complexity of the
particular heterostructure required and the one-dimensionality of the
topological edge states also limits potential future technological appli-
cations. These limitations, and general curiosity, motivated the need to
discover a three-dimensional topologically ordered phase.

Building on the theoretical works thatled to the discovery of the quan-

15



tum spin Hall insulator [ 13—15], new theoretical predi&tions arose be-

tween 2006 and 2007 showing that three-dimensional insulators can

also be characerized by Z, topological invariants [19~22]. However,

instead of being characterized by a single Z, invariant, insulatorsin three-
dimensions are described by four Z, invariants v,; (v,v,v;), of which

only v, is robust against disorder. Ordinary three-dimensional insu-

lators are described by v, = o, while v, = 1 describes an intrinsi-

cally three-dimensional topologically ordered phase called the strong

topological insulator [ 19, 22], or just topological insulator. Similar to

the quantum spin Hall insulator, topological insulators arise from spin-

orbit coupling induced band inversion that occurs an odd number of
times at time-reversal invariant momenta in inversion symmetric crys-

tals [Figure 1.2.2] [22].

Like all topologically ordered phases, when a topological insulator is
interfaced with an ordinary insulator, like the vacuum, metallic states
appear at the boundaries so that the distinct topologies of the insulat-
ing states can change. This results in the appearance of robust two-
dimensional surface states that wrap around the three-dimensional bulk
insulator [Figure 1.3.1]. Similar to the quantum spin Hall insulator,
these surface states form time-reversed pairs so that electrons moving
in opposite directions have opposite spin polarizations, with the spin
orientation locked perpendicular to its direction of motion. In momen-
tum space, these states take the form of a helically $pin-polarized Dirac

cone that sits between the bulk valance and conduction bands [Fig-

16



Real Space Momentum Space

_(K;L

Figure 1.3.1: The topological insulator. Two-dimensional metallic topo-
logical surface states wrap around the three-dimensional bulk insulator. The
surface states are spin-polarized and form time-reversed pairs so that opposite
spins propagate in opposite directions with the spin orientation locked per-
pendicular to its direction of motion. In momentum space, these states form
a (usually) single helically spin-polarized Dirac cone at the zone center that
spans between the bulk valence and conduction bands. The Dirac cone is pro-
tected from opening a gap by time-reversal symmetry [Figure 1.2.2].
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ure 1.3.1] and is protected from opening a gap by time-reversal sym-
metry [Figure 1.2.2]. Since there are no counter-propagating states of
the same $pin polarization, backscattering is forbidden in the absence
of non-magnetic impurities. This leads to very high surface mobilities,
on the order of 10,000 cm?/V s [23 ], making topological insulator ma-
terials very attractive candidates for use in future low power electronics
applications. Because all currents running through the surface states
are 100% spin-polarized, a large surface magnetization can be induced
byamodest electrical current. These are the long-sought material prop-
erties necessary for various spin-based applications [24—27], such as a
low power magnetization switch [25]. This and other topological insul-
ator-based spintronic device architectures are currently being developed.
While the equilibrium properties of topological insulator surfaces are
novel, even more exotic physics is predicted to emerge when a gap is in-
duced at the Dirac point of the surface states. One way this can be done
is by breaking time-reversal symmetry, which protects the Dirac point
from opening a gap, by applying a magnetic field [ 24, 28, 29], introduc-
ing magnetic dopants [30, 31], or through a coherent light-matter inter-
action with circularly polarized light [32]. Once accomplished, several
novel effects are predicted to occur, such as a half-integer surface quan-
tum Hall effe [30], the observation of image magnetic monopoles
[33],and a quantized Kerr rotation due to axion electrodynamics [ 34 ]~
a concept borrowed from particle physics that causes the light electric
and magnetic fields to become parallel. The other means of opening a

gap is by inducing superconductivity, where Majorana fermions—a hy-
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pothetical particle that is its own anti-particle—are predicted to emerge
[35]. To date none of these exotic effects have been observed, largely
due to thelack of high enough quality materials, which will be discussed
later.

The first realistic topological insulator proposal was made by Fu and
Kane in 2007 for the material Bi,_,Sb, [22]. Later that year, Hsieh et al.
confirmed its topological order by directly imaging the surface states us-
ing using angle-resolved photoemission spectroscopy (ARPES) [36].
Shortly thereafter, Bi,Se, and Bi,Te, were predicted and observed to
be topological insulators as well [ 37, 38]. These have become the staple
materials of the topological insulator community because they possess
a single Dirac cone, as opposed to Bi,_,Sb,, which has five. To date
there have been over 100 topological insulators predicted [39], many
of which have been experimentally confirmed, all involving heavy ele-
ments from the bottom righthand corner of the periodic table that have
suitably strong spin-orbit coupling.

Figure 1.3.2 (Left) shows the crystal tructure for Bi,Se,. It has a
hexagonal crystal structure, as most topological insulator materials do,
where the unit cell is a quintuple layer of alternating Se and Bi planes.
Quintuple layers are van der Waals bonded at the Se-Se junctures, mak-
ing these materials very cleavable to the point that they can be mechan-
ically exfoliated to form small crystals of only a few nanometers thick
[42]. Figure 1.3.2 (Right) shows an ARPES image of the Bi,Se, topo-

logical surface states, where the single linearly dispersing Dirac cone
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Figure 1.3.2: Bi,Se, crystal and electronic structure. (Left) The proto-
typical topological insulator Bi,Se, has a hexagonal crystal structure with a
unit cell given by a quintuple layer of alternating Bi and Se planes that are
van der Waals bonded at Se-Se junctures. Figure panel reprinted from [40].
(Right) ARPES image of the surface electronic structure, which is given by
a single linearly dispersing Dirac cone that sits between the bulk valance and
conduction bands. Figure panel reprinted from [40].
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can be clearly seen connecting the bulk valance and conduction bands.
Spin-polarized ARPES measurements have confirmed the helical spin
texture of the surface states [43, 44]. Bi,Se, is the most commonly $tud-
ied topological insulator because it is has one of the largest bulk band
gaps (0.3 V) of all the known topological insulator materials, and it
has only a single Dirac cone, which simplifies things. Band gaps tend
to be small in these materials (< 0.3 €V) owing to the fact that they are
inverted gaps induced through spin-orbit coupling,

While there has been a lot of experimental progress made over the
last few years in understanding topological insulators, the pace of dis-
covery has nonetheless been slow given the large size of the field due to
the lack of ideal materials. In most experiments, the bulk electronic re-
sponse dominates over the surface contribution due to the characteris-
tically small band gaps and intrinsic doping that occurs in real materials
due to atomic vacancies [ 45 ]. For this reason, most of the more exotic
proposals involving topological insulators have not been realized be-
cause they require having the Fermi level at the Dirac point. While in
some situations this can be achieved through electrostatic gating [42],
it has proven to be very difficult due to how highly doped most topo-
logical materials are, and cannot be used in all experimental conditions.
This has also slowed progress on the applications end of the research
spectrum, especially when compared to graphene, the only other known
two-dimensional Dirac-like electron gas. More recently, new topologi-
calinsulator materials such as Bi, Te,Se and Bi, , Sb,, , Te,S have emerged

that have lower intrinsic doping and comparable band gaps to Bi,Se,
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[39]. These materials have made isolating the surface contribution eas-
ier, but nonetheless still difficult and discovering more ideal topological
insulator materials remains the largest challenge in the field.

The works presented in this thesis show how light can be used to
study the electronic response of topological insulator surfaces, despite
the high bulk carrier concentrations that occlude many experimental
probes. In chapter 2, we show how polarized light can be used to se-
lectively induce and control electron transport that is confined to the
surface. In chapter 3, we demonstrate that the second harmonic gener-
ation of light from a topological insulator is a sensitive measure of vari-

ous surface ele¢tronic properties.
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Optoelectronic manipulation of electrons

on the surface of a topological insulator

THE SURFACE ELECTRONIC SPECTRUM of the topological insulator Bi, Se,
[37,38] hasbeen shown to be characterized by a single helical Dirac dis-
persion [47] that carries a Berry phase of . This is a topologically non-
trivial feature that dictates that counter-propagating electrons carry op-
posite spin. Hence, pure $pin currents, which are a net flow of spin
without a net flow of charge, propagate along the surfaces of a topolog-

ical insulator in equilibrium [Figure 2.0.1]. These can be viewed as the
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Figure 2.0.1: Topological insulator spin currents. Pure spin currents,
which are a net flow of spin without a net flow of charge, propagate on the
surfaces of a topological insulator in equilibrium. These can be viewed as

the summation of two counter-propagating electrical currents of opposite

spin polarization, where the total equilibrium charge current ji, is given by
jiotal = jright + jlet = 0. The electrical current contribution carried by a given
state is given by the slope of its energy-momentum dispersion j oc OE/0k [11].
Figure panel reprinted from [46].

summation of counter-propagating charge currents of equal magnitude
and opposite spin polarization, so the total equilibrium charge current
is zero. Applying a voltage between two electrical contacts deposited
on the surface of a topological insulator tips this equilibrium balance so
that one $pin-polarized charge current dominates over the other, trans-
forming the pure spin current into a 100% spin-polarized net electri-
cal current that flows between the contacts. This, along with the ex-
tremely high surface ele@tron mobilities that have been measured [23],
are the long-sought material properties needed to realize many propos-
als for next-generation low-power technologies that rely on the elec-
tron $pin degree of freedom as an information carrier [24-27]. How-

ever, a major experimental obstacle in developing these technologies
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hasbeen the high concentration of bulk charge carriers in Bi,Se; and re-
lated materials that typically overwhelm the surface electrical response.
Although transport results on electrically gated samples show evidence
for surface carrier modulation [ 42 ], the contributions to the elecrical
response from carriers on different surfaces and in the bulk are difficult
to separate and require highly insulating samples, which are difficult to

produce.

2.1 THE CIRCULAR PHOTOGALVANIC EFFECT

In this chapter we demonstrate that optically driving a topological in-
sulator out of equilibrium with circularly polarized light can generate a
spin-polarized electrical current carried by the topological surface states
without any applied voltage bias, even in highly doped samples [46].
This occurs through a process called the circular photogalvanic efte¢t
[48, 49]. The effe& relies on the fact that circularly polarized light in-
duces interband optical transitions with a probability that is sensitive to
the ele@ron $pin orientation [44, s0], which is a property inherent in
all materials for the following reason. The transition probability from
an initial state | i ) to a final state | f) in the ele@ric dipole approxima-

tion, which usually dominates over all other types of optical transitions,
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is given by Fermi’s Golden Rule [51]
2T N
Ty = VIO (o)

where 71 is the reduced Planck’s constant, Vis the operator for the elec-
tric dipole interaction between the initial and final states, and p is the
density of final states. Light cannot directly couple to the electron spin
via the electric dipole interaction, only to the orbital degree of freedom.
However, since the sele@ion rules mandate that atleast one of the states
involved in the transition has nonzero orbital angular momentum ! (no
s- to s-orbital transitions allowed, Al # o) [51], $pin-orbit coupling is
present and mixes the $pin information with the orbital information.
States of opposite spin polarization m; = +1/2 will mix with the or-
bital degree of freedom differently because one spin state will be pri-
marily parallel and the other anti-parallel to the projected orbital quan-
tum number m; (except when m; = o). This makes the spin-orbit
coupled wavefunctions used to calculate (2.1) digtin¢t for spin-up and -
down states, thus the transition probabilities can in general be expected
to be different. This reasoning applies to both the initial and the final
states, whichever has spin-orbit coupling (all non-s-orbitals).

Such ¢pin-dependent optical transitions with circularly polarized light
have been directly observed on the surface of Bi,Se, using circular dichro-
ism angle-resolved photoemission spe@roscopy (ARPES) [Figure 2.1.1]

[44]. Because surface states of opposite spin polarization disperse in
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Figure 2.1.1: Spin-dependent optical transitions. (a) Circularly polar-
ized light induces interband optical transitions from the topological surface
states to spin-degenerate excited states with a probability that depends on the
initial state's spin polarization. The same holds true exciting from occupied
spin-degenerate states below the Dirac cone to unoccupied spin-polarized final
states in the Dirac cone. (b) Circular dichroism ARPES energy-momentum
cut showing that the oppositely dispersing branches of the surface Dirac cone
can be preferentially depopulated by using different photon helicities. Figure
panel reprinted from [44].
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Figure 2.1.2: The circular photogalvanic effect. Spin-dependent transi-
tion probabilities for circularly polarized light allow for the Dirac cone to be
asymmetrically depopulated (left moving spin-up states states depopulated),
creating a momentum imbalance that leads to a spin-polarized current to flow
by those states not optically excited (right moving blue states). The excited
states being populated by the optical transitions (not shown) also contribute
to the total current measured (see main text). The grey strips represent con-
tacts deposited on the surface to measure the photoinduced electrical current.
Figure panel reprinted from [46].

opposite directions in momentum space to form the Dirac cone [Figure
2.0.1], it is observed that a given photon helicity preferentially excites
one of these branches over the other to populate some excited state.
This asymmetric momentum-dependent excitation of a Dirac system
is a novel property unique to topological insulator surface states and
quantum $pin Hall edge states.

The asymmetric depopulation of the Dirac cone with circularly po-
larized light has novel consequences in that it creates a momentum im-
balance that should result in spin-polarized current flow by those states

not optically excited [Figure 2.1.2] [49]. This process is called the cir-
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cular photogalvanic effet, which has been extensively studied in semi-
conductor quantum well systems where a spin-momentum dependent
excitation can occur due to the momentum-dependent pin-splitting
of the valance and conduction bands from Rashba spin-orbit coupling
[see section 2.2.4] [52, 53]. Because the bulk bands of Bi,Se, are spin-
degenerate, these photon helicity-dependent currents can only be in-
duced from the helical spin texture of the surface Dirac cone. The cir-
cular photogalvanic effect is furthermore forbidden in the bulk by crys-
tal symmetry, which is discussed in section 2.3. This surface-specific
method of generating and controlling spin-polarized electrical currents
on the surface of a topological insulator is an appealing alternative to
conventional transport techniques, where the surface contributions are
dwarfed by the abundance of bulk carriers that are unavoidably gener-
ated in experiments. The circular photogalvanic effe¢t can however also
generate electrical current contributions from excited states when light
of energy greater than the bulk band gap is used, which will be discussed
in the next section. Bi,Se, is generally highly electron doped, so the sur-
face states will almost always be the initial states when considering op-
tical transitions in the circular photogalvanic effect. However in topo-
logical insulators that are hole doped, circularly polarized light would
instead populate the unoccupied topological surface states to generate
a $pin-polarized current.

This chapter reports the first experimental observation of the circu-
lar photogalvanic effe& in a topological insulator [46]. The experimen-

tal results and analysis are presented in section 2.2. In section 2.3 we
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present a phenomenological model that describes the circular photo-
galvanic effect and other photocurrent contributions by performing a

crystal symmetry analysis.

2.2 OBSERVATION OF THE CIRCULAR PHOTOGALVANIC EFFECT IN

THE TOPOLOGICAL INSULATOR BIZSE3

This section is organized as follows. In section 2.2.1 we overview the
sample growth, device fabrication, and the experimental apparatus used
to generate and measure photocurrents in Bi,Se, devices. Section 2.2.2
addresses thermoelectric currents generated in Bi,Se, devices by laser
heating. Section 2.2.3 reports the observation of the circular photogal-
vanic effect, as well as photocurrents generated via other mechanisms.
Section 2.2.4 discusses and rules out alternative helicity-dependent pho-
tocurrent mechanisms. Section 2.2.5 presents additional measurements

further characterizing photocurrents in Bi,Se,.

2.2.1 SAMPLE GROWTH, DEVICE FABRICATION & PHOTOCURRENT DETECTION

Bi, Se, single crystals were synthesized by melting a stochiometric mix-
ture of Bi and Se, where excess Se was used to compensate for the Se
vacancies that give rise to bulk doping [ 54]. Specifically, the initial mix-

ture of Bi:Se 2:4.06 was heated in a sealed quartz tube to 850°C where
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Figure 2.2.1: AFM image of Bi,Se, device. A typical two-terminal exfoli-
ated Bi,Se, device used in experiments ~120nm thick. The coordinate system
referred to throughout the chapter is superimposed on the Bi,Se, flake, and
the edges of the contacts can be seen in the top left and bottom right corners
of the image. Figure reprinted from [46].

it was kept for 48 hours. It was then cooled down over five days and an-
nealed at 550°C for an additional five days. The resulting material was
studied by low temperature (4K) magneto-transport and was found to
be ele@ron doped with a bulk carrier density (1) of n ~ 2 X 107 cm ™3
and a bulk carrier mobility (¢) of 4 ~ 6000 — 8000 cm*/Vs. We note
that the doping concentration in these materials increases due to the
processing of nano-devices.

The devices were fabricated using a similar technique to that reported
in [42]. An Atomic Force Microscopy (AFM) image of a typical device
contacted in a two-terminal geometry is shown in Figure 2.2.1. The

devices were fabricated by mechanically exfoliating Bi,Se, flakes to a
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nanometric thickness and depositing them on a SiO, surface. Bi,Se,
flakes measured in this study are 120 nm thickand typically 3.5 yumwide
and 5 ym long. Suitable flakes of a smooth top surface were identified
using optical and AFM imaging techniques. The flakes were contacted
by evaporated electrodes (5 nm Ti, 100 nm Al) patterned using stan-
dard electron beam lithography procedures.

Figure 2.2.2(a) shows a block diagram of the experiment used to gen-
erate and detect photocurrents in Bi,Se, devices. 8o fs pulses of 800
nm (1.5 €V) laser light are derived from a Ti:sapphire oscillator at a
repetition rate of 80 MHz. The beam is chopped at 5 kHz for lock-in
deteion, then passed through an adjustable intensity (I) filter. A1/4
waveplate is used to set the laser polarization, then the light is focused
with a lens to a 100 ym spot size to completely illuminate a device. A
sox microscope objective and a high resolution CCD camera are used
to align the device position to the center of the focused beam with an
accuracy of ~ 1 ym. Alignment is done by adjusting the cryostat posi-
tion, which is mounted on a three-axis translation stage. The induced
photocurrents (j,) are measured across unbiased exfoliated Bi,Se, de-
vices [Figure 2.2.2(b)]. The photocurrent signals are passed through
a low noise current-to-voltage preamplifier, then into a lock-in for de-
tection, which is synced to the chopper frequency. Polarization de-
pendent photocurrents are identified by measuring j, while rotating the
A/ 4 waveplate by an angle a, which varies the laser polarization with a

180° period from linearly P-polarized in the scattering plane (a = 0°),
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Figure 2.2.2: Photocurrent generation and detection. (a) Block diagram
of the experimental layout. See main text for description. (b) Schematic of
the experimental geometry. The laser beam is incident on the device at the
out-of-plane angle ® defined from the xy-plane and the in-plane angle @.
Photon polarization varied by rotating the 1/4 waveplate (QWP) and photo-
induced currents j, are measured. Figure panel reprinted from [46].
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to left-circular (a = 45°),to P (a = 90°), to right-circular (a = 135°),
to P (a = 180°). Photocurrent data are corrected for small variations
in laser intensity as a function of a due to A/ 4 waveplate imperfeGions.
The angle of incidence of light on a device is important for identify-
ing various photocurrent contributions. The angles ® and ® [Figure
2.2.2(b)] are varied by adjusting the device position within the cryostat
relative to the incident laser beam, which is fixed. Optical absorptiv-
ity measurements, which are presented in setion 2.2.3, are performed
by measuring the refletivity on bulk single crystals of Bi,Se, from the

same material batch used to make devices.

2.2.2 THERMOELECTRIC PHOTOCURRENTS

Owing to the high thermoelectric power of Bi,Se, [55], laser induced
heat gradients in the sample can cause a bulk thermoelectric current
background in addition to any photocurrents generated. To isolate the
photocurrent response, we vary the heat gradient between the contacts
by sweeping the laser spot position (y) across the Bi,Se, device [Fig-
ure 2.2.3(a)] at a fixed polarization (a = 0°). We find that a current
develops that switches polarity across the sample and is finite exactly at
the center of the sample (y = 0). The contribution to j, that switches
polarity can be attributed to a thermoelecric current with elec¢tron-
like carriers, which is consistent with our n-type native Bi,Se,. On the

other hand, the finite contribution to j, at y = o, where the sample is
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Figure 2.2.3: Thermoelectric currents and linear response. (a) j,/I with
light obliquely incident at ® = 56° in the xz-plane as a function of beam focus
position y at room temperature where y = 0 is the center of the sample. (b)
jy as a function of laser intensity I at y = 0 at 15 K. Figure panels reprinted
from [46].

evenly heated and the thermoelectric current should be minimal, can
be attributed to a photocurrent that may encode aspects of the surface
states’ electronic response to light. Figure 2.2.3(b) shows that this cur-
rent scales linearly with laser intensity, which is a characteristic feature
of a photocurrent [see seion 2.2.5]. All subsequent measurements in
section 2.2.3 are performed aty = o and in this low laser intensity regime
(I < 60 W/cm?) where sample heating is minimized. Additional inten-

sity dependence studies can be found in section 2.2.5.
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2.2.3 POLARIZATION DEPENDENT PHOTOCURRENTS

To investigate the role of $pin in generating the photocurrent, we mea-
sure the light polarization dependence of j, at y = o. Figure 2.2.4 shows
that when light is obliquely incident in the xz-plane, j, exhibits a strong

polarization dependence that is comprised of four components

jy(a) = Csin(2a) + Lsin(4a) + L,cos(4a) + D (2.2)

The coefhcient C parameterizes a helicity-dependent photocurrent be-
cause rotating the A /4 waveplate varies the light polarization between
left- and right-circular with the functional form sin(2a). The helicity-
dependence indicates that Cis generated through a pin-dependent pro-
cess. This is because left- and right-circularly polarized light preferen-
tially interact with opposite spin polarizations that are either aligned or
anti-aligned to the light’s wavevector [50], depending on the helicity
[see section 2.1]. The other coefficients in (2.2) parameterize helicity-
independent photocurrents that depend on the linear polarization of
light (L, and L,) and that are polarization-independent (D), which will
be discussed later.

We now move to understand if the $pin-mediated photocurrent Cis
generated by states in the helical Dirac cone through the circular pho-
togalvanic effect. If this is the case, it should be possible to deduce the
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Figure 2.2.4: Photocurrent polarization dependence (xz-plane). j,(a)/I

with light obliquely incident at ® = 56° in the xz-plane at 15K. The solid red
line is a fit to (2.2) and the fit results are shown. Figure panels reprinted from
[46].

surface state $pin distribution by comparing the magnitude of C at dif-
ferent light angles of incidence. Because C is generated transverse to
the light scattering plane (xz-plane) in Figure 2.2.4, the opposing spin
polarizations that are excited by the different helicities must have a $pin
componentin the xz-plane and be asymmetrically distributed along the
y-direction in k-space. This is consistent with the helical spin digtribu-
tion of the surface Dirac cone. Figure 2.2.5 shows that C becomes very
small when light is obliquely incident in the yz-plane, such that the de-
vice contacts lie in the light scattering plane. This indicates that the elec-
trons involved in generating C have a spin polarization that is locked
perpendicular to their linear momentum, which is also consistent with
the helical spin texture of the surface states. When light is normally inci-

dent, C completely vanishes [Figure 2.2.6], which is chara&eristic of an
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Figure 2.2.5: Photocurrent polarization dependence (yz-plane). j,(a)/I

with light obliquely incident at ® = 56° in the yz-plane at 15K. The solid red
line is a fit to (2.2) and the fit results are shown. Figure panels reprinted from
[46].

in-plane $pin distribution but is more fundamentally required to vanish
by the in-plane rotational symmetry of Bi,Se, [49]. Together these re-
sults reveal that the helicity-dependent photocurrent C arises from the
asymmetric optical excitation of the helical Dirac cone through the cir-
cular photogalvanic effect.

Havingidentified that C arises from the Dirac cone, we seek to under-
stand if the contributions L,, L,, and D in Figure 2.2.4 also share this
origin. In general, the interband transition probabilities that set pho-
tocurrent magnitudes can be highly temperature (T) dependent owing
to the thermal broadening of the Fermi distribution and small changes
in the electronic §tructure due to changes in the electron-phonon cou-

pling strength [56]. Therefore, to understand if L,, L,, and D are gov-
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Figure 2.2.6: Photocurrent polarization dependence (normal incidence).
jy(a)/I with light normally incident at ® = 90° and @ = 180° so that the laser
electric field is perpendicular to the contacts at a = o° at 15K. The solid red

line is a fit to (2.2) and the fit results are shown. Figure panels reprinted from

[46].

erned by the same interband transitions that give rise to C, we compare
their detailed T dependence. The inset of Figure 2.2.7(a) shows that
the fraction of incident photons absorbed by the sample, the absorp-
tivity, exhibits a sharp decrease as T is raised from 15 K. This is gen-
erally consistent with the T dependences exhibited by C, L,, L,, and
D [Figure 2.2.7(a)]. However, there are two clearly distinct sets of be-
havior: C and L, decrease monotonically to a constant and finite value
between 60-293 K, whereas D and L, decrease identically to zero after
undergoing a polarity reversal between 60-200 K. The similar behavior
shared by L, and C strongly indicates that their generation mechanisms
are deeply related and that L, may also have a Dirac cone origin. On the

other hand, the D and L, photocurrents likely share a different origin.
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Figure 2.2.7: Photocurrent temperature dependence and absorptivity.
(a) Fit results for j,(a)/I as a function of temperature for the geometry in
Figure 2.2.4. Inset: Optical absorptivity as a function of temperature with P-
polarized light (a = o) at ® = 56°. (b) Percent change of the absorptivity and
L,cos(4a/D) as a function of photon polarization at room temperature. Figure
panels reprinted from [46].
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The origin of D and L, is revealed through the photon polarization
dependence of the absorptivity, which exhibits only a cos(4a) modula-
tion [Figure 2.2.7(b) ]. This is expected because the maxima of cos(4a)
describe when the incident light is P-polarized, which is the polariza-
tion that is generally absorbed most strongly by solids [ 57]. The modu-
lation amplitude is approximately 5% of the a-independent background,
which matches the percentage that the component L,cos(4a) modu-
lates the a-independent photocurrent D [Figure 2.2.7(b)]. This obser-
vation, together with their identical temperature dependence [Figure
2.2.7(a)], shows that L, is a trivial modulation of the photocurrent D.
Because the polarization dependence of the absorptivity is representa-
tive of the bulk index of refraction [57], this is an indication that the
photocurrent represented by D and L, likely has a bulk origin.

The observation of polarization-dependent photocurrents that stem
from helical Dirac fermions (Cand L, ) coexisting with a bulk photocur-
rent (D and L,) in a topological insulator is novel and we elaborate
on their possible microscopic mechanisms and topological significance
below. The similar behavior of the photocurrent contributions L, and
C in Figure 2.2.7(a) suggests that L, also arises from an asymmetric
depopulation of the surface Dirac cone. This is supported by recent
ARPES measurements on Bi,Se, showing that linearly polarized light
does in fact couple differently to opposite branches of the Dirac cone
depending on the crystal orientation [44]. Such linear photogalvanic
effects have also been observed alongside circular photogalvanic effects

in semiconducor quantum wells [ 52, 53 ]. It has been shown theoreti-
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cally in these systems that the two photogalvanic effects are linked and
that their combined magnitude is a measure of the spin texture’s triv-
ial Berry phase [58, 59]. Photogalvanic currents have similarly been
predicted to be a measure of the non-trivial Berry phase in topologi-
cal insulators [49]. However, determining the Berry phase requires a
quantitative measure of the Dirac cone contribution alone. This is chal-
lenging because the depopulation of the Dirac cone using high energy
light necessarily implies a population of bulk-like excited states, which
may also carry a net photogalvanic current [Figure 2.2.8(a)]. Eliminat-
ing these contributions will be possible when more insulating samples
become available and by extending these measurements into the lower
energy (sub-bulk gap) THz radiation regime so that only inter-band
transitions within the Dirac cone occur [49]. While Rashba spin-split
quantum well states have been observed in the inversion layer of some
Bi,Se; samples their relative contribution to circular photogalvanic ef-
fect can be expected to be small [section 2.2.4]. This is because circular
photogalvanic effe¢t from Rashba spin-¢plit bands will have an inher-
ent cancellation effect (two competing spin distributions) that is absent
in the topological surface states (one spin distribution) and because
the inversion layer depth is comparable to the surface state penetration
depth [section 2.2.4].

The bulk nature of the photocurrent described by D and L, [Figure
2.2.7(b)] precludes a photogalvanic origin because the photogalvnaic

effect is only permitted at the surface of Bi,Se; where spin-splitting is
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Figure 2.2.8: Microscopic mechanisms of photocurrent generation. (a)
k-space depiction of photon helicity-induced currents from the Dirac cone

via the circular photogalvanic effect including contributions from excited
states. (b) k-space depiction of photon drag. The optical transition arrows are
tilted to account for the transfer of linear photon momentum. Figure panels
reprinted from [46].

present in the electronic structure. This must therefore be due to a dif-
ferent mechanism that is allowed in the bulk called the photon drag
effect [60-63]. Photon drag describes photocurrents that result from
the transfer of linear momentum from incident photons to excited car-
riers [Figure 2.2.8(b)], thus permitting a photocurrent even if states
are symmetrically distributed in k-space. Helicity-independent photon
drag photocurrents generated transverse to the direction of momen-
tum transfer, consistent with what we observe, have been attributed in
conventional semiconducors to an aspheric bulk band gtructure [62],
whichisalso presentin Bi,Se,. Recently, a new helicity-dependent form
of photon drag was observed alongside photogalvanic photocurrents

in a quantum well system [53]. It was proposed that the photon mo-
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mentum transfer opened a spin-dependent relaxation channel in the
spin-split valance band that created a spin-polarized current. A similar
process may be able to take place on the surface of a topological insu-
lator where the required spin-¢plitting is provided by the Dirac cone.
However, the bulk spin-degeneracy of Bi,Se, forbids this mechanism
in the bulk and makes any other helicity-dependent photocurrents in
the bulk highly unlikely [64]. While a photo-induced inverse $pin Hall
effect has been observed in GaAs and related materials, the exception-
ally short spin lifetime of bulk optically spin oriented carriers will make
contributions from this effect very small [section 2.2.4].

Our measurements show that the topological insulator’s non-trivial
band topology can give rise to a novel non-equilibrium electronic re-
sponse. The photocurrents observed are only one of many possible
non-equilibrium properties of a topologically ordered phase [48, 49,
65—67] and there are features in our data that call for a detailed theoret-
ical treatment. In addition to the possibility of measuring fundamen-
tal physical quantities, like the Berry phase [49, 58, 59], optically in-
duced currents provide a promising route to generate and control $pin-
polarized currents at an isolated surface or buried interface, which could

be harnessed for spintronic applications [26].

2.2.4 RULING OUT ALTERNATIVE PHOTOCURRENT MECHANISMS

Below we rule out two alternative photocurrent mechanisms that could

explain the observed photon helicity dependence.
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Figure 2.2.9: Absence of Rashba-split states. (a) ARPES spectrum of the
Bi,Se; material used to fabricate devices revealing the absence of Rashba-split
states in ultra-high vacuum. (b) Comparison of Rashba-split quantum well
states and topological surface states. Circular photogalvanic effect currents
induced in Rashba-split states experience a cancellation effect that is absent in
the linearly dispersing surface states. Figure panels reprinted from [46].

THE CIRCULAR PHOTOGALVANIC EFFECT FROM RASHBA-SPLIT QUANTUM WELL

STATES IN THE INVERSION LAYER

The circular photogalvanic eftet has been observed from Rashba spin-
split states in quantum well structures [ 52, 53 ]. Similar states have been
observed using ARPES in the surface inversion layer of Bi,Se; samples
that were intentionally surface electron doped by depositing specific
gases or metals on the surface [68—70]. To check for these states, we
performed ARPES measurements on the Bi,Se; material used to make

devices [Figure 2.2.9(a) ]. The spectrum was taken in ultrahigh vacuum
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and at room temperature several hours after the sample was cleaved to
approximate the band-bending that occurs in air. We find no evidence
of Rashba-¢plitting. The Fermi level is approximately 120 meV above
the Dirac point. Rashba-split states typically do not appear until the
surface Fermi level is doped to around 600 meV above the Dirac point
[68—70].

While we find no evidence of Rashba-splitting in samples cleaved in
ultrahigh vacuum, we acknowledge that the device fabrication process
does electron dope our material. However, even if the doping during
fabrication were sufhicient to induce Rashba-splitting in the inversion
layer, the circular photogalvanic effe¢t contribution from these states
canbe expected to be smallin comparison to that from the surface states.
Thisis because currents induced by changing the spin-density in Rashba
spin-split systems (such as through the circular photogalvanic effe&,
electrical spin-injection etc.) will largely cancel because there are two
spin distributions that generate competing currents. The magnitude
of the net current will be proportional to the spin-splitting, which is
only a fraction of the Fermi momentum k; [Figure 2.2.9(b)]. Topo-
logical surface states, on the other hand, have a single helical spin dis-
tribution, so there is no cancellation effect, with a current magnitude
that is proportional to the effective spin-¢plitting across the Dirac cone,
which is 2k;. For this reason, topological surface states are generally ex-
pected to have a much larger spin-density induced current than Rashba
systems [27, 48]. However, if the depth that the inversion layer pen-

etrated into the bulk were very large, it is true that the circular pho-
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togalvanic effect from these states could dominate our signal. We es-
timate the depth that the Rashba-gplit states would penetrate into the
bulk if they were present in our material. We typically measure a bulk
carrier density of n ~ 5 X 10" cm™? in our exfoliated Bi,Se, flakes pat-
terned in a Hall bar device geometry. From this and the reported values
for the average effective mass and dielectric constant [ 54] we estimate
that the inversion layer thickness is only ~ 2 nm using the Thomas-
Fermi screening length as an approximation. This is comparable to the
depth (d) that the surface $tate penetrate into the bulk, which is roughly
d = ﬁVf/ A ~ 1nm, where vy is the surface state Fermi velocity and
A is the bulk band gap. This shows that the cumulative circular pho-
togalvanic effe¢t contribution from Rashba-split states over the entire

inversion layer depth can still be expected to be small.

PHOTO-INDUCED INVERSE SPIN HALL EFFECT

A photoinduced inverse spin Hall effect has been observed in bulk GaAs
[26, 71]. In this effe, optically spin oriented electrons excited on the
surface diffuse into the bulk and undergo spin-dependent scattering to
generate a helicity-dependent photocurrent. This effect can occur in
GaAs because of the unique nature of its $pin-orbit coupling. The spin-
orbit coupled valance band permits the optical $pin orientation of elec-
trons excited to the conduction band by circularly polarized light. Ow-
ing to the s-orbital nature (zero $pin-orbit coupling) of the conduction

band, the spin lifetime of these electrons is exceptionally long, on the
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Figure 2.2.10: Ultrafast bulk spin relaxation. Time-resolved Kerr rotation
spectroscopy measurement on the same Bi,Se; material used to fabricate de-
vices. A 100 fs circularly polarized pump pulse of 800 nm laser light creates

a non-equilibrium bulk state spin polarization. The spin relaxation dynamics
are probed by monitoring the Kerr rotation of a time-delayed linearly polarized
probe pulse. o and o~ represent left- and right-circular polarizations respec-
tively. Figure panel reprinted from [46].

order of 10-100 ns [72]. This is long enough for optically excited car-
riers on the surface to diffuse into the bulk while retaining their spin
polarization. Spin-dependent scattering can then occur to generate a
spin Hall eftet current.

In materials such as Bi,Se,, any photoinduced spin-polarized bulk
states will rapidly depolarize before significant diffusion can occur. This
is because both the initial and final states are spin-orbit coupled (p-
orbital nature), in contrast to GaAs, which greatly reduces the spin life-
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time of excited carriers. To show that this is the case, we performed
time-resolved Kerr rotation spectroscopy measurements on the same
material used to fabricate devices [Figure 2.2.10]. A more extensive
study was performed in [73]. We find that the $pin polarization of op-
tically oriented bulk carriers completely depolarizes in <100 fs, which
is the resolution limit of our measurement. This is 5-6 orders of magni-
tude shorter than the spin-lifetime in GaAs and short enough that any
carrier diffusion from the surface into the bulk can be expected to have
a negligible spin polarization. Contributions from the photo-induced
inverse spin Hall effe¢t can therefore be expected to be very small in
Bi,Se,. Furthermore, the presence of the photocurrent L, that appears
to be linked to the helicity-dependent current C [Figure 2.2.7(a)] can-
not be accounted for by this effect.

2.2.§ ADDITIONAL PHOTOCURRENT MEASUREMENTS

This se&tion provides additional characterization of the photocurrents

reported in setion 2.2.3.

DEVIATION FROM LINEAR PHOTOCURRENT RESPONSE AT HIGHER LASER

INTENSITIES

As shown by (2.3) in the next section, photocurrents are expe&ted to

scale quadratically with the ac electric field of the incident light, which
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Figure 2.2.11: Laser intensity dependence of photocurrents. Photocur-
rent j,(a) fit amplitudes in the Figure 2.2.4 geometry over a broad range of
laser intensities at 15 K. (a) Low intensity regime. (b) High intensity regime.
The blue line is drawn to highlight the sub-linear behavior at high intensities.
Figure panels reprinted from [46].

is to say that they scale linearly with the laser intensity. Figure 2.2.3(b)
shows that j,(¢ = o) scales linearly with laser intensity up until around
I = 60 W/cm?, below which is the low intensity regime where all re-
ported photocurrent measurements were performed. Here we show
the intensity dependence of the corresponding polarization dependent
fit coefficients C, L, and L, from (2.2) over a broad range of laser inten-
sities. Figure 2.2.11(a) shows that their amplitudes likewise begin to
deviate from the expected linear scaling when intensities of greater than
I =60 W/cm? are used, and become highly sub-linear at even greater
intensities [Figure 2.2.11(b)]. These behaviors may be attributed to a
combination of multi-photon absorption processes, the saturation of
certain interband transitions, and a temperature increase caused by ex-

cessive laser heating. The last-mentioned is likely responsible for the

S1



1.0 é% é% T=24 K
T 05{ O O
9.0 4 .- &
© | 4 0 4 0
c 3 g8
S s s
Soss H W
=% T g ¥

O—0—0—0-

incident laser polarization

Figure 2.2.12: Continuous wave vs pulsed laser excitation. Photocur-
rent j,(a) taken with pulsed (red circles) and continuous wave (black squares)
800 nm laser light. Traces were taken in the Figure 2.2.4 geometry at 24 K
and were normalized to account for the small laser intensity changes that ac-
company changing the laser emission mode, which slightly modify the current
amplitude, to highlight the identical polarization dependence. Figure reprinted
from [46].

sub-linearity since Figure 2.2.7 shows that the photocurrent amplitudes
decrease as the temperature is increased. This is further evidenced by
the sign reversal of L, in Figure 2.2.11(b), which likewise occurs in the
temperature dependence. Itis therefore necessary that all photocurrent

measurements on Bi,Se, be performed at low laser intensities.
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Figure 2.2.13: Consistent results across multiple devices. Photocurrent
jy(a)/I measured on a different device in the Figure 2.2.4 geometry at 15 K.
Figure reprinted from [46].

IDENTICAL PHOTOCURRENT RESPONSE BY CONTINUOUS WAVE AND PULSED

LASER EXCITATION

While pulsed laser light is standardly used to induce polarization de-
pendent photocurrents in quantum well strucures [ 52], we confirmed
independently that the pulsed nature of the light does not influence
jy(a). Figure 2.2.12 shows that traces taken with continuous wave laser
light and pulsed laser light of the same wavelength are virtually identi-

cal.
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CONSISTENT RESULTS ACROSS MULTIPLE DEVICES

To confirm that the photon polarization induced currents observed are
consistent across multiple devices, a second device of similar dimen-
sions was characterized [Figure 2.2.13]. The photocurrent response j, ()
of the second device proved to be qualitatively similar to the data re-
ported in the main text. The slight differences between the signals may
be due to a different crystal axes orientation relative to the contacts,
which could affect the relative photocurrent magnitudes as discussed

in the next seGtion.

2.3 PHENOMENOLOGICAL DESCRIPTION OF PHOTOCURRENTS IN
B1,SE,(111)

In this section we derive the phenomenological equations governing
the photon drag and photogalvanic effects in Bi,Se, (111) using purely
symmetry analysis. These results can be used to identify photocurrent
contributions in all topological insulator materials that share the same
crystal symmetry as Bi,Se,(111). We find that the photon drag effe& is
allowed in the bulk of the material, whereas the the photogalvanic efte¢t
can only arise from the surface. The dominant dc current response fto

an oscillating electromagnetic field with complex elecric field compo-
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nent E(7, w) is given by [52]

]'A(O, O) - Ulvn(qa w)EV(qa w)EZ(q7 w) (2-3)

where 03, (4, w) is a photocurrent conduivity tensor, the indices run
through three spatial coordinates x, y and z in the laboratory frame, g
is the photon linear momentum, and w is the photon frequency. Ex-
panding the second order conductivity 03,,(q, ) to linear order in g,

we find that

Ulvq(qa “’) = len((’? “’) + (Dlyvr)(w)% (2.4)

The first and second terms, dubbed the photogalvanic and photon drag
effects respectively, differentiate between optical processes that do not
and do involve the transfer of linear momentum from the incident pho-
tons to the excited electrons as a means of generating an electrical cur-
rent. Because jj is odd under the operation of space inversion sym-
metry but the square of the electric field is even, the tensor oy, (0, w)
has non-zero components only for systems that break inversion sym-
metry. Therefore, in an inversion-symmetric material such as Bi,Se,
($pace group D; d) [49], photogalvanic effe@s are only allowed at the
surface where the symmetry is reduced to C,,. Photon drag effects,
on the other hand, are described by a higher-order conductivity tensor

vy (w) that has an even rank. Because even rank tensors may have
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non-zero components in inversion-symmetric systems, photon drag is
permitted by symmetry to exist in the bulk of Bi,Se;. Because both
cmm(o, w) and (Dlym(w) may have off- diagonal elements, photocur-
rent magnitudes may differ along different crystal axes. While this anal-
ysis does not guarantee the presence of a particular photocurrent class,
it serves as a useful guide for identifying potential contributions. In the

following sections we will discuss these two eftects separately.

2.3.1 LINEAR AND CIRCULAR PHOTOGALVANIC EFFECTS IN BL,SE,(111)

In this section we derive the phenomenological equations governing
the linear photogalvanic effet (LPGE) and circular photogalvanic ef-
fet (CPGE) in Bi,Se, (111). The dominant dc current response j to
an oscillating electromagnetic field that neglects photon momentum is

given by
jA(O, O) - o'lvn(oa w>EV<qv w)E:;(q? w) (2-5)

where ¢y, is a complex third-rank tensor and the indices run through
three spatial coordinates x, y and zin the laboratory frame. Because 7y,,
has non-zero components only for systems that break inversion sym-
metry, photogalvanic effe&ts cannot arise in the bulk of Bi,Se, (space
group Di ) and must instead solely arise from the surface. Since fmuét

be real, it has been shown [49] that ( 2.5) can be separated into the fol-
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lowing form

E,E; + EE,

A= i?’m(ﬁ X E")g + Xagv (2.6)

where 7,5 is a second-rank pseudo-tensor composed of the part of o,
thatis antisymmetric under exchange of the last two indices y and v and
Xow is the symmetric part of 0y, The first term on the right hand side
is proportional to the helicity of incoming circularly polarized light and
represents the CPGE. The second term is sensitive to the linear polar-
ization of light and represents the LPGE. Because both the CPGE and
LPGE only occur at the surface of Bi,Se;, the tensors 16Y; and om must
be invariant under the crystal symmetries of the (111) surface.

At the (111) surface of Bi,Se;, the crystal symmetry is reduced from
D3, to C;,, which consigts of a three-fold rotational symmetry about
the axis (z) normal to the (111) surface, and mirror symmetry about
the «'z'-plane as well as planes rotated by 27/3 and 47/3 from the xz-
plane [Figure 2.3.1]. Here the primed coordinates refer to the crystal

axes. In this space group, the tensor 16Y; has only one non-zero com-

X
Ponents Xx/x/x/ - Xx/y/y/ — _Xy/x/y/ = Xl’ Xx/x/z/ — Xy/y/z/ = XZ)

Xoww = Xoyy = Xyand X, = x,. We note that y,  is isomor-

ponent Y, = =7y =7 Xy, hasfour non-zero independent com-

phic to the nonlinear susceptibility tensor for optical second harmonic
generation [section 3.1.1]. In our experiments, the contacts that mea-

sure j are arbitrarily oriented relative to the in-plane crystallographic di-
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Figure 2.3.1: C,, symmetry of the Bi,Se,(111) cleaved surface. The
three-fold rotation symmetry and the three planes of mirror symmetry (a, b
and ¢) are illustrated. The topmost, second and third atomic layers are Se(2),
Bi and Se(1) respectively. The relationship between the crystal (primed) and
beam (un-primed) coordinates are shown in the top right. Figure reprinted
from [74].
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rections. Under a rotation of ¢ about the z-axis, ) ; remains invariant

while Yo becomes

/ X, €Os 3¢ [ xsinzp ) /xz\ \
X, Sin 3@ —X, €OS 3¢ 0
X, o o
X, Sin 3¢ > —X, €OS 3¢ < > o <
—X, COS 3¢ —X, Sin 3@ X,
0 N n ) > 0 <
X, o o
o X, o
e o) \n)

This means that the CPGE is isotropic with respect to the in-plane ori-
entation of the (111) surface whereas the LPGE is anisotropic. In our
experiments, a laser beam polarized either parallel to (P) or perpendic-
ular to (S) the scattering plane propagates through a wave-plate (either
A/20rd/4)and impinges on the sample at an angle 6 with respect to the
normal. Current along either the x or y direction is then measured as a
function of the angle a between the optical axis of the wave-plate and
the scattering plane [Figure 2.3.2]. Below we study the functional form
of these photocurrents under the various experimental geometries in

detail.
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S

Figure 2.3.2: Experimental geometry for photocurrent measurements.
The angles are defined as follows: ¢ is the angle between the in-plane crystal
coordinates and the lab coordinates, a is the angle of the wave-plate optical

axis with respect to the scattering plane, and 0 is the angle of incidence.
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OBLIQUE INCIDENCE WITH P-POLARIZED LIGHT THROUGH A A/Z WAVEPLATE

In this experimental geometry, the light incident on the sample is al-
ways linearly polarized with polarization E = E,(cos 2a cos 6, sin 24,
— cos2a sin 0). Therefore only the second term in ( 2.6) survives and

the photogalvanic current becomes

jo = —1/2x, cos3p 4 1/2(x, cos* 0 cos 3¢ — y, sin 20)

+ cos 4af1/2y, cos3¢ +1/2(y, cos® O cos3p — y, sin20)]

+ sin 4a(y, cos 0sin3p) (2.7)
jy = —1/2x,sin3¢@ + 1/2y, cos® O sin 3¢

+ cos 4a(1/2y, sin3@ + 1/2y, cos® Osin 3p)
— sin 4a(y, cos f cos 3¢ + y, sin0) (2.8)

OBLIQUE INCIDENCE WITH S-POLARIZED LIGHT THROUGH A 7L/2 WAVEPLATE

In this experimental geometry, the light incident on the sample is al-
ways linearly polarized with polarization E = E,(sin 2a cos 6, — cos 24,
— sin2a sin 0). Again only the second term in ( 2.6) survives and the

photogalvanic current becomes
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je = —1/2x,cos3p 4 1/2(x, cos* 0 cos3¢p — y, sin 20)
— cos 4al1/2y, cos3p +1/2(y, cos® 0 cos 3¢ — , sin 20)]

— sin 4a()(1 cos 0sin 39) (2.9)

jy = —1/2y sin3@ + 1/2y, cos® Osin 3¢
— cos 4a(1/2y, sin3¢ + 1/2y, cos™ Osin 3¢)

+ sin4a(y, cos 0 cos3p + y, sin6) (2.10)

The expressions for the LPGE currents j, and j, under both P- and S-
geometries consist of a term that is independent of @ and terms that are
proportional to cos 4a and sin 4a. The terms proportional to cos 4a
and sin 4a switch sign upon changing from P- to S- geometry, as dic-

tated by the replacement of a — a — /4.

OBLIQUE INCIDENCE WITH P-POLARIZED LIGHT THROUGH A l/4 WAVEPLATE

In this experimental geometry, the light incident on the sample is alter-
nately linearly and circularly polarized with polarization E = E[cos 0
(cos*a —isin*a), (14 i) cosasina — (cos®>a — isin* a) sin 0]. The
contribution to the photogalvanic current from the first term in ( 2.6)

is given by
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jx = O (2.11)

jy = —vsin2asinf (2.12)

Accounting for the second term in ( 2.6) as well, we derive a total pho-

togalvanic current given by

jo = 1/8y cos3p + 3/8y cos2fcos3p — 3/4y, sin20
+ cos 401(3/8)(1 cos3p + 1/8)(1 cos 26 cos 3¢ — 1/4)(2 sin 20)
+ sin4a(1/2y, cos 0sin3p) (2.13)
jy = 1/8x,sin3¢ + 3/8y, cos20sin3e

— sin2a(ysin6)
+ cos4a(1/4y, sin3p + 1/4sin3¢y, cos™ 0)
— sin 4a(1/2), cos f cos 3¢ + 1/2y, sin 0) (2.14)

OBLIQ_UE INCIDENCE WITH S-POLARIZED LIGHT THROUGH A l/4 WAVEPLATE

In this experimental geometry, the light incident on the sample is alter-
nately linearly and circularly polarized with polarization E = EJ[(1 +

i) cos asina cos 0, —icos® a + sin* a, (—1 — i) cos a sin a sin 6]. The
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contribution to the photogalvanic current from the first term in ( 2.6)

is given by

jx = o0 (2.15)

jy = 7ysin2asinf (2.16)

Accounting for the second term in ( 2.6) as well, we derive a total pho-

togalvanic current given by

jo = —(5/8)x, cos3p +1/8y, cos26cos3p —1/4y, sin26
— cos 4a(3/8y, cos 3¢ +1/8y cos20cos3p —1/4y, sin26)
— sin 4a(1/2y, cos 0 sin 3¢) (2.17)
jy = —3/4y,sin3¢ +1/4sin3py, cos 6

+ sin2a(ysin 6)
— Cos 401(1/4)(1 sin 3¢ + 1/4 sin 39y, cos® 9)

+ sin4a(1/2x, cos 0 cos 3¢ +1/2y, sin 6) (2.18)
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2.3.2  LINEAR AND CIRCULAR PHOTON DRAG EFFECTS IN BL,SE,(111)

In this section we derive the phenomenological equations governing
the linear photon drag effe¢t (LPDE) and circular photon drag effect
(CPGE) in Bi,Se, (111) following the convention in [75]. The fourth
rank tensor describing the photon drag effect exhibits the same sym-
metries as that describing electric field induced second harmonic gen-
eration in section 3.1.1.

Because even rank tensors do not necessarily vanish under inversion
symmetry, the dominant photon drag contribution comes from the bulk
rather than the surface. In general ®,,,,,, has 81 components. Under the
transformations by the symmetry operations of D3, (without assuming

Kleinman symmetry), this is reduced to the following form

o6 dBd @b

11 12 13

o= o8 oG PG

21 22 23
oy o o

where each element is a 3 X 3 matrix given by

(Dxxxx Y - q)xyyz
(3) —
®11 - O @xxyy O

- q)xyzy Y Dz
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o Dy O
(3) —
(Du — CDxxxx - CDxxyy - Cnyxy Y Cnyyz

o D, o©

_(szyy 0 (szxz
ol = o O,y O

13

(szzx o 0

o (Dxxxx o (Dxxyy o (nyxy o
(3) —

o) Dy o)

Dugy 0 Dyyye
(3) _
(Dzz - o (Dxxxx o

(nyzy o Drze

o D, o
) () — (szyy o (szxz

o (szzx o
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() o o
(3) _
(D33 - o (Dzzxx o
0 o q)zzzz

which contains 14 independent components [76]. In the laboratory

coordinate frame, ®®) tranforms according to

(Dxxxx o _q)xyyz COS(3‘P)
o — © Dy — Dy sin(39)
- (nyzy COS(3¢) - (nyzy Sil’l(3¢) q)xxzz

0 Doy —®,,,. sin(3¢)
q)l(i) — (Dxxxx o (Dxxyy o q)xyxy Y (nyyz COS(?’SD)
—®,yy sin(30) O,y cos(39) 0
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_(szyy COS(3¢) _(szyy Sil‘l(3(P) q)xzxz
(D1(33) — | =Dy, sin(3p) Dy, cos(30) o

q)xzzx o 0
o (Dxxxx - (Dxxyy - (nyxy _(nyyz Sin(3‘P)
OF = | Dy 0 .. cos(39)
— @,y sin(39) ®,,., cos(3p) o
(Dxxyy (0] (nyyz COS(?’(P)
(D,(_i) — 0] (Dxxxx (nyyz sin(3¢>)

(nyzy COS(3¢) (nyzy Sin(3¢) (Dxxzz

—(szyysin(g,go) q)xzyycos(g,go) 0
O = | Oupcos(39)  Duyysin(3p) Pre

o D o

— @y c0s(30) — Dy sin(39) D
<D§f) = | —Dyysin(3p) Dy cos(39) 0

(DZ.?CZ.’)C o o
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— @y sin(39) Duyycos(3p) o
O = | Doyycos(3p) Dy sin(3p) Dive

o QZXZDC o
Qe © o
(3)
0. — o ¥, o
o o ®ZZZZ

Just as we did for the photogalvanic effects, we can decompose the ten-

sor @y, into symmetrical and anti-symmetrical parts with respect to

inter-change of the indices v and 7. The symmetric part is constructed

as follows

Thyvq X chywy + (Dlyryv (2'19)

and the anti-symmetric part as
TAH’S’ X 23 ((Dlyvq - (Dl[u]v) (2.20)

where eg,, is the Levi-Civita tensor and some optical constants have

been left out. The photon drag current is then expressed as

| EE; +EE, . .
A= lequy—l + T?Lygqy(Pcirc)EI (2"2’1)

2
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where P;,. = i (E X E*) and I is the light intensity. Below we will study
the functional form of these currents under the various experimental

geometries in detail.

OBLIQ_UE INCIDENCE WITH P-POLARIZED LIGHT THROUGH A A/Z WAVEPLATE

In this experimental geometry, only the first term in (2.21) survives.
Assuming that the incident plane of the light is the xz-plane such that

gy = o, this term becomes

jo = 4xPuayy + Gz Dazyy cOs 30
4+ 1/2(—2c08” 0(qxDaax — 4z Puzyy cO8 30)
— 24, Dazz 5in” 0 + €08 4a(— o Dayy — 4z Dirzyy cOs 30)
= (e Pz + Duzze) + qu(Dagyz + Diyzy) cOs 39) sin 20)
sin 4a(1/2(2 c0s” 0(gxDaax — gz Dzyy €05 30)
2G5 Prixze $I0° 0 + (— o (DPrze + Dz
Gx(Dayyz + Dsyzy) cOs 3¢) sin 20)

+ o+ 4+ o+

(—24:Dizyy €08 0 + 4o (Duyyz + Diayzy) sin 0) sin3p) (2.22)
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Jy

+ +

_|_

q:Dyzyy sin 3¢ — cos 4aq. D,y sin 3¢

1/2(24; Dy cOs™ 0sin 39 — o (Dayyz + Dsyyzy) sin 20 sin 39)
sin 4a(— €08 0(qgu(—Duuar + Puyy) — 242 Diszyy cOs 30)
(92(Puznz + Duzzx) + G Duyyz + Dayzy) cOs 30) sin 6
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OBLIQUE INCIDENCE WITH S-POLARIZED LIGHT THROUGH A 1/2. WAVEPLATE
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OBLIQUE INCIDENCE WITH P-POLARIZED LIGHT THROUGH A A/4 WAVEPLATE
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(92(Puzez + Duzzr) + G Duyyz + Dayzy) cOs 30) sin 0)
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OBLIQ_UE INCIDENCE WITH S-POLARIZED LIGHT THROUGH A h/4. WAVEPLATE
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Second harmonic generation from the

surface of a topological insulator

THE ELECTRICAL RESPONSE PROPERTIES of topological insulator sur-
faces are predicted to be highly novel, including protection againgt back-
scattering from non-magnetic impurities [ 24, 28] and a switchable spin-
polarized ele@rical current [48, 49]. Under certain experimental condi-
tions, the surface states are predicted to evolve into new broken symme-
try electronic phases that exhibit topological superconducivity [28]

and an anomalous half-integer quantum Hall effe& [28, 30], which have
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been proposed as media to search for Majorana fermions [24, 28] and
charge fractionalization in three-dimensions [77]. Owing to these ex-
citing theoretical proposals, the recent discovery of three-dimensional
topological insulator phasesin Bi,_,Sb, [36,43], Bi,Se, [37,38] and re-
lated materials 38,78, 79] has generated great interest to measure their
symmetry and electrical properties at an isolated surface. However, a
major experimental obstacle has been the high density of mobile elec-
trons in the bulk of these materials, which can overwhelm the surface
electrical responses. Although transport results on electrically gated
samples show evidence for surface carrier modulation [42, 80, 81], the
contributions to the eletrical response from carriers on different sur-
faces and in the bulk are difhcult to separate and require highly insu-
lating samples, which are difhicult to produce. Moreover, contacts and
gates deposited on the surface may perturb the intrinsic surface elec-
tronic structure [70]. Optical probes have been proposed as a conta&
free alternative that can be focused onto a single surface [ 30, 34, 48, 82].
However, most experiments to date have been limited to the linear op-
tical regime, which has been shown to be dominated by the bulk elec-
tronic response [83-85] except in the limit of very thin samples [86,
87].

In this chapter, we demonstrate that the nonlinear second harmonic
generation (SHG) of light from bulk single crystals of Bi,Se, is highly
sensitive to electrons confined to the surface and accumulation region
[73, 74, 88]. The underlying principle for this surface sensitivity is that

SHG is predominantly generated where inversion symmetry is broken
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[89], which only occurs at the surface of the bulk inversion-symmetric
Bi,Se,. In se&ion 3.1, we develop a theoretical model that describes
the SHG intensity from Bi,Se, in terms of the second- and third-order
nonlinear electric susceptibilities. By performing a symmetry analysis
of Bi,Se, we identify the susceptibility tensor elements that contribute
to SHG and show that their relative magnitudes can be determined by
measuring the intensity and polarization of the emitted SHG as a func-
tion of crystal orientation and incident laser polarization. In section 3.2,
we perform SHG experiments on bulk single crystals of Bi,Se, and find
that the results are described well by our model. To prove that second
harmonic generation is sensitive to the surface, we perform a surface
doping dependent study that reveals that changes in the surface Fermi
level can be monitored optically. We also show that generating second
harmonic with circular polarized light is a sensitive measure of the time-
reversal symmetry properties of the system and is robust against surface
charging, which makes second harmonic generation a promising tool
for spectroscopic studies of topological surfaces. In section 3.3 we pro-

vide a summary and outlook.

3.1 THEORETICAL BACKGROUND

This section is organized into two parts. In section 3.1.1, we determine

the susceptibility tensor elements that give rise to SHG in Bi, Se, by per-
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forming a crystal symmetry analysis. In section 3.1.2, we present a phe-
nomenological model that describes the intensity of second harmonic

light generated from Bi,Se, using these tensor elements.

3.1.1  SYMMETRY ANALYSIS AND ELECTRIC SUSCEPTIBILITY TENSORS OF
B1,SE,(111)

The electrical response of a material is described by susceptibility ten-
sors y") that relate the electric polarization of the material P to the ap-
plied elecric field E through the power-series expansion [89]

P, = vVE + yYEE + yWEEE + (3.1)

i = Xij B T X BiFk T Kijia B ERE0 T - 31

in the electric dipole approximation, where the indices run through spa-
tial coordinates. The susceptibility tensor elements of each X(”) can be
determined by performing a crystal symmetry analysis. The bulk crys-
tal structure of Bi,Se, (111), which belongs to space group Di  remains
invariant under a group of symmetry operations T. These consist of (i)
rotation along the (111) axisby 0°, 120° and 240°, (ii) mirror reflection
under planes a, b and ¢ [Figure 3.1.1], and (iii) inversion symmetry. Be-

cause y") must obey the same symmetry conditions as the crystal, they

must be invariant under the same group of symmetry operations that
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Bi,Se; (111) b y B

@ se2)
A Bi
B Se(1)

Figure 3.1.1: C,, symmetry of the Bi,Se,(111) cleaved surface. The
three-fold rotation symmetry and the three planes of mirror symmetry (a, b
and ¢) are illustrated. The bulk D}, symmetry is given by the addition of in-
version symmetry out of the page. The topmost, second and third atomic lay-
ers are Se(2), Bi and Se(1) respectively. The relationship between the crystal
(primed) and beam (un-primed) coordinates are shown in the top right. Figure
reprinted from [74].

bring X(") to X(")/ , which is given by [89]

() (n)
Xiliz...in+l _Z Tiljl Tizjz"'Tin+1jn+1Xj1jz---jn+1 (3'2)

jlij"'jn+1

Under such transformations, the crystal symmetry greatly reduces the
number of non-zero independent components of X(”).

We first examine the first-order response characterized by yV in (3.1).
Because X(l) is an even rank tensor and P; and E; are both odd under

the operation of inversion, a first-order response is permitted regard-
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less of whether or not crystal inversion symmetry is present. There-
fore, the linear electronic response can include contributions from both
the inversion symmetric bulk of Bi,Se, as well as from the (111) sur-
face where inversion symmetry is necessarily broken [89]. The individ-
ual tensor elements can be found by transforming y*) under the rota-
tion, mirror and inversion symmetry operations that characerize bulk
Bi,Se, via (3.2) and equating the resulting tensors. Using this proce-

dure, we find that X(l) assumes the form

oo o
)((1) = o Xﬁ? o (3.3)
o o Xﬁ?

where Xl(ll):xglz), and Xﬁ? are scalars [76]. This mandates an isotropic
first-order electronic response in the (111) plane. Aspects of this re-
sponse have been measured by conventional transport and linear opti-
cal studies where the bulk contribution has been shown to dominate.
We now analyze how the Bi,Se,(111) crystal symmetry affects the
second-order dipolar response X(Z). From (3.2) we see that all of the
components of odd rank tensors must vanish under the inversion op-
erator Tj; = — & because each component is mapped to the negative
of itself. Therefore, all 27 components of y*) must be zero in the inver-

sion symmetric bulk of Bi,Se,. However, at the cleaved (111) surface

inversion symmetry is broken and the crystal symmetry is reduced to
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C,, symmetry. In the case of Bi,Se;, cleavage occurs naturally between
two Se layers that are van der Waals bonded to expose large optically flat
areas that are Se terminated [24, 28, 29]. Owing to this lack of inver-
sion symmetry, non-vanishing components of odd rank tensors such
as y?) are permitted to exist. Similar to the procedure used to find the
1 components, the y*) tensor elements can be found by transform-
ing ') under the C,, rotation and mirror symmetry operations [Fig-
ure 3.1.1] via (3.2) and equating the resulting tensors. We find that x(z)

assumes the form

[ (re) [ 0\ (2
0 s 0
- 0 0
At
=1t o -
0 \ e ) > 0 <
- 0 0
0 - 0
\ \ o o ) \tw) )

which contains four non-zero independent components: y,__(=— Xayy

= — nyy), Xox (:Xzyy), X (:nyz)’ and y,__, and «x, y and z refer to
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the crystal coordinates defined in Figure 3.1.1. §®) can be transformed
from the sample coordinate frame into the laboratory coordinate frame

using (3.2) with T substituted by the rotation matrix [89]

cos(p) —sin(p) o
R(p) = | sin(p) cos(p) o

0 0 1
This yields
X(Z) N
([ Hmcos(39) \ [~ sin \ ( Lo |
X e SIN(30) X e COS( o
— X e SIN(30) — X €OS(30) o
K €05(39) Koswe SIN(30) -
o )\ te ) > o <
XZ.?C.?C o 0
0 szx 0
\ \o o \ )/
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SHG active regions

Figure 3.1.2: SHG active regions. SHG active regions where x(z) + X(3)5 =+
o, which represent the surface (yellow) and accumulation region (white) con-
tributions respectively. Figure reprinted from [74].

In se@ion 3.2 we show how these tensor elements are manifested in the
SHG intensity as a function of the crystal orientation and the incident
light polarization.

In addition to the surface X(Z) contribution derived above, SHG can
be generated by accumulation layer electrons. These are bulk electrons
confined near the surface by a band-bending induced electric field £ di-
rected perpendicular to the surface. SHG is highly sensitive to a static
ele@ric field because it acts to break inversion symmetry over the ac-
cumulation region [Figure 3.1.2]. Ele&ric-field induced SHG is com-
monly observed in the context of metal-electrolyte interfaces [90] and

is theoretically described by a third-order process
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P,(20) = 12).&,(0)Eg(w)E/(w)

that a&sin addition to x(z) [89—91]. Because X(3) has the same symme-
try congtraints as y*), the overall symmetry of the SHG intensity as a
function of the crystal orientation must remain unchanged in the pres-
ence of £, as will be shown below, with each 1) tensor element simply
being enhanced by the addition of a X(3)5 tensor element.

We now impose the same symmetry conditions on y3) as was done
above for X(Z). Unlike odd rank tensors, all components of even rank
tensors do not necessarily vanish under inversion symmetry. There-
fore, the dominant X(3) contribution to SHG will be from the bulk rather
than the surface. However, SHG will only be generated by y*) over
the finite accumulation region that the band-bending field £ penetrates
into the bulk. In general ¥ has 81 components. Under the transfor-

mations by the symmetry operations of D}, this is reduced to the fol-

lowing form
e
? = Al A A
Al Al
where
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which contains 17 independent components [92]. In the laboratory

coordinate frame, y®) tranforms according to

) — 0 X ~X,e Sin(30)
11 xxyy xyyz
~Xayzy ©O5(30)  — Xy, SIN(30) Kxez

© Xxyxy _Xxyyz Sil’l(?,(P)
_Xxyzy Sln(3(P) Xxyzy COS(3(P) o
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Xty COS(30) Xy SIN(GQ) e

(3) _ .
Xis | KamyySIN(30) Xy, cos(3p) O
szzx o %
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1y — 0 K Xappe S0(39)

Xpey ©OS(30) Xy SINGQ) Ko

_szyy81n(3¢) szyycos(3¢) Y
By 7| Kaay ©08(30) Koy SINGQ) Koo

o o

X XZZX

Ny ©S(30) Xy, SINGO) K
1 = | ko, sin(39) Ky, c0s(39) o

X XX 0 o

Ny SIN(G3P) Aoy C0S(39) O

1) = | Ky 05(0) Ky SN(30) Ko

o o

Xzxzs

88
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X 33 — 0 Xzzxx 0
0 0 Xzzzz

We note that there may also be higher multipole bulk contributions
to SHG that can be finite even in inversion symmetric systems [89] and
that will have the same symmetry properties as both the surface y*)
and y®) tensors [76] shown above. The bulk elecric quadrupole and
magnetic dipole contributions are the dominant of these higher mul-
tipole susceptibilities, however they are generally suppressed relative
to the dipolar susceptibilities by a factor of ka, where k is the wavevec-
tor of the incident light and a is a lattice constant [89]. In refle&tion
measurements, the bulk contribution only comes from a layer within
the optical penetration depth (£) of the incident light, which we mea-
sure to be ~ 25 nm at 795 nm [secftion 3.2.1 ] The surface contribution
will come from the entire depth d over which the surface wavefunc-
tions penetrate into the bulk, which is of the order d = th/ A ~ 10
A for states within the bulk-gap, and is much larger for states not in the
bulk gap, where vyis the Fermi velocity, / is the reduced Planck’s con-
stant, and A is the bulk band gap energy. Therefore, the relative inten-
sity of the surface to bulk second harmonic radiation is approximately

* ~ 640. Indeed, measurements on other

é‘z _ |7.95><1o3f\ 10A
£ wrX2A  2.5x10%°A

|L
ka
strong spin-orbit coupled materials, such as Ay, in the regime where

interband transitions dominate (A < fw) have shown that these bulk
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contributions are greatly suppressed 93 ]. Bulk contributions have only
been shown to be observable when A > hw, where the penetration
depth of the light into the crystal is very deep [94]. All of our measure-
ments were performed in the regime A < 7w and we experimentally
demonstrate in section 3.2.4 by varying the surface carrier density that

these higher order bulk effects are indeed not dominant.

3.1.2 PHENOMENOLOGICAL MODEL OF SURFACE SHG

In this section, we show how the intensity of second harmonic radiation
isrelated to the nonlinear susceptibility tensors derived in section 3.1.1.
Our phenomenological model of surface SHG follows the convention
developed by Mizrahi and Sipe (1988) [95], which builds on the earlier
work of Heinz (1982) [96] and Bloembergen & Pershan (1962) [97].
The model assumes that a thin dipole sheet confined to the surface is
the source of surface second harmonic generation. Following the nota-
tion used in [95] for surface SHG from a thick crystal in the reflection

geometry, the second harmonic intensity I(2w) is given by

I(20) = A X [ei(20) (x )iej(w)ex(@) FI(w)*  (3.4)

where A is a geometrical constant, e is the beam polarization of the in-
coming or outgoing radiation field inside the crystal, I(w) is the inten-
sity of the incident beam, y is the complex surface nonlinear suscepti-

bility tensor and the indices run through x, y and z. The unit polariza-
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Figure 3.1.3: SHG laser beam geometry and polarizations. Schematic
of the incoming and outgoing laser beam geometry and polarizations. The
polarization vectors of the fundamental and second harmonic beams are la-
beled by lower case and upper case letters respectively. The cream colored
region at z = o denotes the nonlinear polarization sheet at the surface as de-
scribed in [95]. The interaction volume of the beams is demarcated by the
green shaded region. The beams are displaced horizontally for visual clarity.
Figure reprinted from [74].

tion vectors are given by

s EP "
in £ 3 in 5
e(w) |Ein‘ omS + |Ein| omP
Egut s
(o) = (RS ¢
EP
% (Pyy +RE P, ) (3.5)
‘Eout|
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where |E;,| and |E, | denote the magnitude of the input fundamental
and output second harmonic electric fields respectively, tr is the Fres-
nel coeflicient for transmission of the fundamental beam from air into
the medium with diele@ric constant ¢, Ri% is the Fresnel coefficient for
refletion of the second harmonic beam off of the medium [ 95 ], and all
polarization directions are defined in Figure 3.1.3.

Our experiments are performed at 6, = 0,,; = 45° and we assume
¢(w) = £(2w) = 29. The latter assumption is based on our measure-
ments of the index of refracion in seion 3.2.1. We also let £ lie along
the z direction, which is reasonable because the atomic layers must be
equipotentials. Using these parametersin (3.4) and (3.5), we obtain ex-
pressions for the intensity of second harmonic radiation as a function
of the in-plane crystal orientation angle ¢ [Figure 3.1.1] under differ-

ent linear polarization geometries and circular polarization geometries

as follows:

Iop(20) = A [¢®) — 0.025 ¢ cos(39)[*

Isp(200) = A |c®) + 0.016 ) cos(39)?

Ips(20) = A |o.020 ¢V sin(39)]|*

Iss(2w) = A |o.013 ¢V sin(39)|* (3.6)
and
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A
Ips(2w) = " %) — 0.032i ¢V cos(39) |

2

—0.033 c sin(39))|
Is(20) = ? %) — 0.032i ¢V cos(39)
+0.033 ¢ sin(39)
Inp(200) = é |5 + 0.041¢ cos(39)?
—o.040 ¢ sin(39)|*
Irp(20) = % 1) + 0.041 W cos(3¢)|*

+0.040 ¢V sin(3¢)|* (3.7)

The circular dichroism expressions, defined as CDg = Igs — Ig and

CDp = Ixp — I;p, become

CDs = —o.o33§[(c(l))T % (@
e (c¥)] sin(39)
CDp = —O.o4oié[c(1) x ()
—(e) x ] sin(3p) (3.8)

In the above equations, ¢} = a") 4 b(") where
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represent the surface X(Z) SHG and

&
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~ Xayyz
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+0.002 ), )&,
(0.002ix, . + 0.002 ), )&,

(0'003 Xxxzz + 0.003 szxz o 0'034szxz

—o.002y,__ )&,

(3.9)

(3.10)

represent the electric field-induced SHG over the accumulation region

due to ¥ £ The magnitudes of ") can be experimentally determined

by measuring I(2w) as a fun&ion of the in-plane crystal orientation an-

gle ¢ and laser polarization. The relative contributions of a and b")

can then be determined by varying the surface carrier density. The re-
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sults are shown in se&ion 3.2.4.

3.2 EXPERIMENTAL RESULTS

This section is organized as follows. In section 3.2.1 we overview the
Bi,Se; sample growth procedures, sample characterization results, and
the experimental apparatus used to measure second harmonic gener-
ation from material surfaces. In se&ion 3.2.2 we $tudy the first order
linear optical response of Bi,Se,. In setion 3.2.3 we characterize the
second order nonlinear optical response and study the effects of sur-
face molecular doping on the SHG in section 3.2.4. We conclude by

investigating circular dichroism SHG in section 3.2.5.

3.2.1 METHODS AND SAMPLE CHARACTERIZATION

In this work, samples of Bi,Se, were lightly hole-doped by substituting
As into the Se planes to reduce the bulk carrier concentration [42, 45 ],
although they remain electrically conducting. Single crystal Bi, ,As,Se,
was grown by melting a 10 g stoichiometric mixture of Bi and Se shot
with trace amounts of As powder (x=0.00129) in an evacuated quartz
tube at 850°C. After 12 hours at this temperature, the mixture was cooled
to 720°C over two hours, then slowly cooled to 650°C over two days.

The batch wasannealed at 650°C for two more days then furnace cooled
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Figure 3.2.1: Bi,Se, refractive index and penetration depth. (a) Real
(n) and imaginary (k) parts of the Bi,Se, index of refraction as a function

of light wavelength acquired by performing spectroscopic ellipsometry mea-
surements. (b) Optical penetration depth as a function of wavelength. Inset:
Measured FTIR reflectivity as a function of wavenumber normalized to the
reflectivity of gold. The reflectivity minimum at wavenumber k ~ 557 cm™3
(f,=1.67x10" Hz) is due to absorption at the plasmon resonance, from which
we calculate an electron density of n,=4.33x107 cm™3. Figure reprinted from
[74].
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to room temperature.

After growth, the crystal orientation was determined by X-ray diffrac-
tion using a Bruker D8 diffraGometer with CuKa radiation (A = 1.54A)
and a two-dimensional area detector. The real (n) and imaginary (k)
parts of the index of refraction were determined between 350nm and
820nm by performing spectroscopic ellipsometry measurements using
a Sopra GES s Spectroscopic Ellipsometer and accompanying WinElli
software [Figure 3.2.1(a)]. The optical penetration depth, which s given
by & = A/47k [98], is shown in Figure 3.2.1(b). We find that § ~ 25
nm at A=795 nm, which is the fundamental wavelength used in all SHG
measurements. Samples were characterized by Fourier Transform In-
frared Spectroscopy (FTIR) using a Nicolet Magna 860 FTIR Spec-
trometer [Figure 3.2.1(b) inset]. The plasmon resonance was measured
to be f,=1.67 10" Hz, from which we calculate an electron density of
n,=4.33 X107 cm 3[45].

The SHG experimental layout is shown schematically in Figure 3.2.2
Ultrashort laser pulses with a center wavelength of 795 nm (hw = 1.56
eV) and a duration of 8o fsat FWHM were generated from a Ti:sapphire
oscillator. The 80 MHz repetition rate was reduced to 1.6 MHz by a
pulse picker and the average laser intensity of 0.63 kW/cm* used for
the experiments is well below the Bi,Se, damage threshold. The inci-
dent laser polarization was set by adjusting a 2 /2 and a A/ 4 waveplate.
The beam was focused to a 20 ym 1/e* $pot size on the sample at an inci-

dentangle of 45°. Specularly reflected photons at the second harmonic
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Figure 3.2.2: SHG experimental apparatus. Schematic of the experimen-
tal layout showing the complete beam path. The path of the fundamental
(w) and second harmonic (2w) beams are shown in red and blue respectively.
Experiments were performed in a dark enclosure to avoid stray light (see
contour). Optical elements are denoted as follows: polarizing beam splitter
(PBS), quarter- and half-wave plate (1/4 and 1/2), beam splitter (BS), po-
larization filter (PF) and p-barium borate (BBO). Photomultiplier tubes are
drawn as rectangles that measure the outgoing SHG with P, and S, polar-
izations as labeled. The photomultiplier tube used to measure laser intensity
fluctuations is labeled I,,,,,,. Wavelength filters are drawn as flat blue strips.
Inset: Measured SHG intensity at ¢ = o in the P;,-P,, polarization geome-
try as a function of the fundamental light intensity. The red line is a fit that
shows the expected quadratic relationship between the two. Figure reprinted
from [74].
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energy (h2w = 3.12 éV) with polarization in (P) and out of (S) the scat-
tering plane were spatially separated by a polarizing beam ¢plitting cube
and simultaneously measured using calibrated photomultiplier tubes
sensitive to 3.1 eV photons. Before the photomultiplier tubes, the re-
flected fundamental light was removed through both absorptive and
interference filtering. The second harmonic nature of the detected sig-
nal was confirmed by checking that it scaled quadratically with the in-
cident beam intensity [Figure 3.2.2 inset]. Part of the incident beam
was split off before the sample and passed through a -barium borate
crystal to generate second harmonic light against which both P and §
channels were normalized to account for laser intensity fluctuations.
Bi,Se,(111) samples were mounted on a rotation stage and aligned so
that the center of rotation coincided with the center of the focus of the
incident beam. An accurate alignment was achieved by imaging the
sample with a sox microscope objective and a high resolution CCD
camera. The second harmonic light generated as a function of the in-
plane crystal orientation was measured by recording I(2w) in both po-
larization channels as a function of the sample rotation angle ¢ around
the (111) axis, and as a funcion of the incident polarization [Figure
3.2.3(a)]. All samples were cleaved along the (111) plane in air or O,
under ambient pressure and temperature prior to measurement. For
the O, measurements, a continuous flow of O, (99.5% Airgas) gas was
directed on the sample at a pressure of 10 psi and at a distance of ap-

proximately one cm inside a sealed enclosure.
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Figure 3.2.3: SHG sample geometry and linear optical response. (a)
Schematic of the SHG sample geometry. Surface and bulk regions are col-
ored white and gray respectively. (b) Top panel: Normalized intensity of the
reflected beam at the fundamental frequency I(w) from the (111) surface of
Bi,Se; measured as a function of azimuthal angle ¢. Data are shown in the
P;, — P,,; polarization geometry, but similar isotropic patterns were obtained
under all four linear and four circular polarization geometries. Bottom panel:
Intensity I(w) at ¢ = o° in the P;, — P, polarization geometry measured as a
function of time after cleavage in air. Figure reprinted from [74].
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3.2.2 FIRST-ORDER LINEAR OPTICAL RESPONSE

Before performing SHG measurements, we characterized the y" firgt-
order linear optical response by measuring the reflected light intensity
at the fundamental frequency 200 minutes after the sample was cleaved
in air. A typical trace is shown in the top panel of Figure 3.2.3(b) for the
P;,—P,,; geometry. As a function of the sample rotation angle ¢, I(w) is
clearly isotropic, confirming that all off-diagonal tensor elements of "
are zero and that xl(ll) = 1\ as expected from (3.3). Similar isotropic
traces were recorded for all input-output polarization geometries.

In se&ion 3.2.4 we show that I(2w) increases after cleaving in air on
the hour time scale before saturating. To check that this is not related
to a change in the bulk electronic structure, we measured the time de-
pendence of I(w) immediately after cleaving in the P;, — P,,; geom-
etry, since the linear response is predominantly representative of bulk
properties. Itis clear from the bottom panel of Figure 3.2.3(b) that after
cleaving the intensity of I(w) remains constant. No measurable changes
in I(w) with time were observed at all ¢ and in all input-output polar-

ization geometries.

3.2.3 SECOND-ORDER NONLINEAR OPTICAL RESPONSE

We now characterize the second-order nonlinear optical response by

measuring the second harmoniclight generated from Bi,Se, (111). Equa-
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Figure 3.2.4: Rotational anisotropy of SHG from Bi,Se;(111). Normal-
ized SHG intensity I(2w) from the Bi,Se,(111) surface measured as a function
of azimuthal angle ¢ between the bisectrix (112) and the scattering plane.
Measurements taken 200 minutes after cleavage in (a) Piy-Pout, (b) Sin-Pout, ()
Piy-Sour and (d) S;-S,ur incident and outgoing photon polarization geometries.
All data sets are normalized to the maximum intensity measured at t = 200
mins in the P;,-P,,; geometry. Soild lines are fits to (3.6). Figure reprinted
from [74].
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tion (3.6) shows that the tensor components of the combined X(z) +
X(3)5 susceptibilities, which encode the surface + accumulation region
ele@rical responses respectively, can be determined by measuring I(2w)
as a function of the sample rotation angle ¢ in different input-output
light polarization geometries. Figure 3.2.4 show the results of these mea-
surements taken 200 minutes after the sample was cleaved in air. Un-
like the linear optical response [Figure 3.2.3(b) top], I(2w) is clearly
anisotropic as a function of ¢ in all four linear polarization geometries.
Afit of (3.6) to the SHG patterns using a single set of susceptibility ten-
sor elements yields excellent agreement [Figure 3.2.4 red lines], which
shows that the data are consistent with surface + accumulation layer
SHG from Bi,Se,. The fit parameters are shown in Table 3.2.1. We
find that the largest contribution to the combined X(z) + X(3)€ non-
linear susceptibility comes from |c)|, which describes the only purely
in-plane elecrical response at the surface (|a")|) from y(*), in addition
to accumulation region contributions (|b")|). The components |c(*)|
and ‘6(3) |, which contain only tensor elements that involve an out of
plane response, are smaller than || by a factor of approximately 2 and
s respectively. In section 3.2.4 we show that the relative contributions
of each a™ and b can be determined by studying the time evolution
of I(2w) after cleaving the sample.

The data in Figure 3.2.4 exhbit a clear 3-fold or 6-fold rotational sym-
metry depending on whether the outgoing photons measured have a

polarization component perpendicular (P-polarized) or parallel (S-pol-
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Table 3.2.1: This table displays the best fit values of the parameters (") =
a + b when (3.6) and (3.7) are simultaneously fitted to both the linear
polarization [Figure 3.2.4] and circular polarization [Figure 3.2.7] SHG data
taken 200 minutes after cleavage. The ' and ” refers to the real and imaginary
parts respectively, and all parameters are given in terms of its ratio to ',

S T O oS LR oS L L L G A L O IO

1 2.00 0.60 -0.71 -1.46 0.44 0.33 0.39 0.64 0.00

arized) to the sample plane respectively. Because S-polarized light only
has in-plane electric-field components, it is only a sensitive measure
of the in-plane response encoded by c*). This likely originates from
the anharmonic polarizability of the Se-Se bonds [Figure 3.1.1], which
have a 6-fold symmetric arrangement in the sample plane. On the other
hand, because P-polarized light contains an electric-field component
along 2, it is a sensitive measure of the out-of-plane responses c*) and
¢3). These originate from the Se-Bi bonds, which have a 3-fold sym-

metric arrangement that extend into the bulk.

3.2.4 SURFACE MOLECULAR DOPING EFFECTS ON SHG

To prove that the surface and accumulation region SHG is dominant
over multipole bulk effects, and to quantify their relative contributions,
we $tudied the response to changes in the surface carrier concentration.
Angle-resolved photoemission spectroscopy (ARPES) studies have sho-

wn that Bi,Se, exhibits an intrinsic surface band-bending after cleavage
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Figure 3.2.5: SHG ¢ dependence at different times after cleavage in
air. (a) Piy-Pout, (b) Sin-Pout, (€) Pin-Sous and (d) S;-Sous photon polarization

geometries. Figure reprinted from [74].
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Figure 3.2.6: Time evolution of SHG after cleavage in air. (a) P;,-P,,
(b) Sin-Pout, (€) Pin=Sour and (d) Sin-S,ue photon polarization geometries. The in-
sets in (c) and (d) show the time evolution of the peak SHG intensities start-
ing at 100 minutes after cleavage in air, prior to which the sample was not
exposed to laser light. Figure reprinted from [74].
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Figure 3.2.7: Time evolution of fit coefficients after cleavage in air. Fit
coefficients from fitting (3.6) to the SHG data in Figure 3.2.5 as a function

of time after cleavage in air. Because the phase of the complex fit parameters
cannot uniquely be determined, it is only informative to show the absolute
values. Figure reprinted from [74].
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in ultra-high vacuum (UHV) that acts to monotonically increase the
electron density at the surface on the hour time scale until a stable ac-
cumulation layer is formed [41, 47, 79]. If SHG from Bi,Se, is in fa&
surface sensitive, such a surface electronic change should be manifested
in our measurements. This is because, as shown in se&ion 3.1.1, the
band-bending electric field acts to break inversion symmetry over the
depth that it penetrates into the bulk [Figure 3.1.2], thereby permitting
SHG in the accumulation region with an intensity that is proportional
to the field strength. Figure 3.2.5 show a clear increase in I(2w) atall ¢
and in all input-output linear polarization geometries as a function of
time after cleavage in air. However, there is no change in the rotational
symmetry of the SHG patterns, which rules out any trigonal symmetry
breaking atomic reconstruction, as is typical of semiconductors such as
Si(111) inair [89]. Figure 3.2.6 show the complete time dependencies
of the SHG peak intensities, which all undergo the same monotonic
increase by as much as 400% between t ~ 1 and ¢t = 50 mins follow-
ing cleavage, after which they saturate to a value that remains constant
out to at least 600 mins. This is a trend highly consistent with the time
evolution of the surface Fermi level observed using ARPES [47] and
cannot have a bulk origin as no bulk electronic changes were observed
with time after cleaving [Figure 3.2.3(b) bottom)].

Slow photo-induced changes in SHG intensity are known to occur
on semiconductor surfaces such as GaAs [ 99 ] and oxidized Si[91, 100]
through a two-step charge-excitation charge-trapping processes [91,99].

To test for such effects, we repeated the measurements after keeping the
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sample unexposed to laser light for the fir§t 100 mins after cleavage [ Fig-
ure 3.2.6 (c)-(d) insets]. The fa& that the SHG intensities under these
conditions show no time dependence and match the previous satura-
tion intensities shows that the observed time evolution is purely a sur-
face doping effe¢t and not a photo-induced efte.

To understand how the nonlinear susceptibilities evolve with time,
we simultaneously fit the SHG data in Figure 3.2.6 at each point in time
to (3.6). The time dependence of the fit coefficients is shown in Fig-
ure 3.2.7. We find that [c)|, |c)|, and |c®¥)|, which together primarily
encode the in-plane ele@rical response [(3.9) and (3.10) ], generally in-
crease as a function of time. This precludes a change in the interatomic-
layer distance at the surface after cleaving as the primary source of the
increased SHG signal because this would predominantly affect only the
out-of-plane susceptibilities. The coefficient |c(#)|, which describes the
only purely out- of-plane electrical response, on the other hand, gener-
ally decreases as a function of time. The dip feature exhibited by ||,
|c3)],and |c(#)| at early times is currently unclear and requires and awaits
adetailed microscopic theoretical description of SHG from Bi, Se, . Ho-
wever, we note that this feature is similar to that observed in the raw
SHG data for samples cleaved in an O, environment as a function of
time in Figure 3.2.8(a)-(b).

Because we find that the band-bending in air occurs on the same time
scale observed in samples cleaved in UHYV, its cause is unlikely related

to the direct charging of the surface by absorbed molecules from the en-
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Figure 3.2.8: SHG time-dependence after cleavage in O,. (a) Time de-
pendence of the SHG peak intensities measured in the P,,-S,,; polarization
geometry after cleaving in O,. (b) Time dependence of the SHG minima mea-
sured in the P,-P,,; polarization geometry after cleaving in O,. Similar behav-
iors were also observed in other polarization geometries. (c) Schematic of the
energy evolution of the bulk conduction band minimum (E¢) and bulk valence
band maximum (Ey) relative to the Fermi level (Eg) as a function of distance
to the O, covered surface. (d) Time dependence of the SHG peak intensities
measured in the P,-P,,; polarization geometry after cleaving in air then imme-
diately covering the surface with O, gas. Figure reprinted from [74].



vironment, for the absorption rates in air and UHV will be different by
orders of magnitude. It must therefore be due to an intrinsic material
property. Intrinsic band-bending is known to occur through the mi-
gration of charged impurities within the crystal-a process that can take
place on the hour time scale [ 101]. Ifthis is the case in our samples, the
migrating impurities are most likely negatively charged Se vacancies,
which are prolific in Bi,Se;, that may move to the surface to lower the
surface energy of the topmost Se layer after cleaving, thereby increasing
the surface carrier density.

Although we have shown that the X(Z) and X(3)5 contributions to
SHG from Bi,Se, (111) can be digtinguished, isolating the surface elec-
tronic response, which is only encoded in x(z) , will require eliminat-
ing the accumulation region SHG. Experiments have shown that O, is
an effeGtive ele¢tron acceptor when deposited on the surface of Bi,Se,
[31]. To demonstrate that the accumulation region SHG can be elim-
inated and to confirm that SHG is sensitive to tuning the surface car-
rier density, we studied the time evolution of I(2w) after cleaving the
sample in an O, environment. Figure 3.2.8(a)-(b) show that I(2w) ini-
tially increases to reach approximately 50% of the saturation intensity
value in air, then slowly decreases back to its initial value. These results
show that electron transfer from the Bi,Se, surface to the absorbed O,
molecules takes place only after some finite surface charge has devel-
oped, and that O, can restore the surface back to an un-charged state,
where £=o, but cannot hole dope beyond this state [Figure 3.2.8(c)].

This furtherindicates that £ arises from the migration of negatively char-



ged Se vacancies to the surface because assuming that charge transfer
only takes place when an O, molecule is adsorbed at a surface Se va-
cancy site, no additional hole doping will occur once all vacancies are
occupied. Figure 3.2.8(d) shows that this hole doping does not oc-
cur when the sample is cleaved in air then immediately exposed to O,,
which confirms that the charge transfer only occurs by molecules ini-
tially absorbed on the surface.

Assuming that the surface doping is negligibly small immediately af-
ter cleaving in air (5 ~ 0), we estimate that the X(Z) and x(3)5 contri-
butions to SHG are roughly equal at long times after cleaving in air. We
estimate that the accumulation region penetrates approximately 12 nm

into the bulk using the Thomas-Fermi screening length

Arp = (31162/25(,1CEf)*1/2

asan approximation [3 ], wheren = 3.68 X 10'7 cm™? is the bulk carrier
density [Figure 3.2.1(b) inset], £4. ~ 113¢, is the dc ele@ric permitivity
for Bi,Se, [ 54], and we approximate

2

Ef = %(371211)2/3 = 0.013 eV

usingm = 0.14m, [54).



3.2.5 CIrcuLAR Dicaroism SHG

Having established that a pure surface y*) measurement can be per-
formed on the Bi,Se, materials class that is sensitive to both the surface
crystal structure and the surface carrier concentration, we consider how
SHG can be used to monitor time-reversal symmetry (TRS) at a topo-
logical insulator surface. It has been proposed that new TRS broken
phases can be measured through the differential absorption of right-
(R) versus left-(L) circularly polarized light [ 30, 34, 82]. However, it s
known that the linear response of Bi,Se, to circularly-polarized light is
only sensitive to bulk electrons [83]. In order to understand whether
second harmonic versions of such experiments are feasible, it is nec-
essary to measure the intrinsic surface electrical response of Bi,Se, to
circular-polarized light.

Second harmonic circular dichroism (CD), which is the difference in
SHG yield using incident R- versus L-circularly polarized fundamental
light, was measured from Bi,Se, 200 minutes after cleavage in air. Fig-
ure 3.2.9(a)-(b) show a clear difference between the SHG intensity pat-
terns measured using R- versus L-circularly polarized input for both S-
and P-polarized output geometries in the absence of applied currents
or magnetic fields, which are well described by (3.7) using the same set
of susceptibility values fitted to Figure 3.2.4. By plotting CD as a func-
tion of ¢ [Figure 3.2.9(c) ], we find that CD varies sinusoidally, with the
S-and P-polarized output components (CDgand CDp) out of phase by
exactly 180°, as expe&ed from (3.7). Although second harmonic CD
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Figure 3.2.9: Circular dichroism SHG from Bi,Se,. Normalized ¢-
dependent SHG intensity patterns measured 200 minutes after cleavage in air
under (a) left-circular in (L;,) Sour and right-circular in (Riy) Seur, and (b) Li,-
P, and R;,-P,,; photon polarization geometries. Solid lines are theoretical fits
to (3.7). (c) Circular dichroism (Ix — I1) corresponding to data in panels (a)
and (b). (d) Difference between circular dichroism measured at 200 minutes
after cleavage and immediately after cleavage. Normalized SHG intensity pat-
terns in different samples in (e) left-circular in (Li,) S, and right-circular in
(Rin) Sout» and (f) Liy-P,u and R;,-P,,; photon polarization geometries. Figure
reprinted from [74].
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can arise through the interference of higher-order bulk multipole and
surface dipole SHG radiation, such effects are known to be suppressed
when the photon energy exceeds the bulk band gap and we have shown
that the bulk multipole contributions to SHG are negligible. The SHG
CD must therefore arise from the surface. Because the surface suscep-
tibility tensor elements are proportional to transition amplitudes be-
tween eigenstates states |1) and |2) in the band stru&ture, which scale as
1/(hw — E,, — iy) with E,, being the energy difference and y being an
absorption factor, a large imaginary part to the surface y*) occurs when
hw is close to an inter-band transition. Since iw > A in our experi-
ment, such resonant excitations can readily occur between the surface
and bulk continuum states, leading to pronounced CD.

While CD is generally non-zero, Figure 3.2.9(c) shows that it van-
ishes when ¢ is an integer multiple of 60°, angles where the scatter-
ing plane coincides with a mirror plane of the (111) surface [Figure
3.1.1]. Such zeroes are protected by mirror symmetry because R- and
L-circularly polarized light transform into one another under mirror re-
flection about the scattering plane. Because a magnetization can break
mirror symmetry, measuring departures from zero in CD along these
specific values of ¢ can be a sensitive probe of TRS breaking on the sur-
face of Bi,Se,. Remarkably, we find that CD at a general ¢ is insensitive
to surface charging, as evidenced by the lack of measurable change as a
funcion of time after cleavage [Figure 3.2.8(d) ]. This suggests that sen-
sitive searches for TRS breaking induced CD may be carried out with-

out the need for careful control of surface charging, which is an impor-
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tant and robust way of studying the physics of surface doped topolog-
ical insulators or buried interfaces between topological insulators and
ordinary materials [24, 28].

In certain samples, the ¢-dependence of I(2w) with circularly polar-
ized light exhibited additional features that cannot be accounted for by
(3.7) [Figure 3.2.9(e)-(f)]. These appear to be smaller SHG extrema
that are shifted from the extrema exhibited in Figure 3.2.9(a)-(b) by
60°. However, the ¢-dependence of I(2w) in the linear polarization in-
put configurations in the same samples appeared to be unaftected due
to the 60° periodicity of the SHG extrema. The origin of these features
is currently unclear and require further investigation, but we believe

that they may be a result of crystal twinning,

3.3 SUMMARY AND OUTLOOK

We have presented a theoretical and experimental study of second har-
monic generation from the topological insulator Bi,Se;. By performing
a crystal symmetry analysis we identified the nonlinear electric suscep-
tibility tensor elements that contribute to SHG. The analysis showed
that the process is forbidden in the bulk of Bi,Se, owing to the presence
of inversion symmetry, but can be generated at the surface where inver-
sion symmetry is necessarily broken. We also found that SHG can be

generated near the surface in the accumulation region where the band-

116



bending electric field breaks inversion symmetry over the depth that
it penetrates into the bulk. We incorporated the symmetry analysis re-
sults into a phenomenological model and showed that the relative mag-
nitudes of the susceptibility tensor elements can be determined by mea-
suring the SHG intensity and polarization as a function of the in-plane
crystal orientation and incident laser polarization.

To test the model, we performed SHG experiments on bulk single
crystals of Bi,Se,. We first described the sample growth process and
reported the characterization results. We also determined the complex
index of refraction in the visible range, which is a necessary input pa-
rameter to the theoretical model, by performing spectroscopic ellip-
sometry measurements. We described the experiment we designed to
isolate the SHG signal and characterized the first-order linear optical
response. We measured the radiated SHG intensity and polarization as
afunction of crystal orientation and incident laser polarization, and the
results were consistent with our theoretical model. We fit the data and
reported the relative contributions to SHG from each of the nonlinear
susceptibility elements.

To confirm that the surface and accumulation region were the dom-
inant source of SHG and to quantify their relative contributions, we
performed a surface doping dependence study. When the sample was
cleaved in air, the SHG intensity in all polarization configurations mono-
tonicallyincreased on the hour time scale before saturating and remain-
ing constant out to at least several hours. We attributed this behav-

ior to the slow formation of the SHG generating accumulation region
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that results from the intrinsic band-bending in Bi,Se, after cleaving [41,
47,79]. We estimated from the results that the surface and accumula-
tion region contributions to SHG were comparable at long times in air.
When cleaved in an oxygen environment, the SHG intensity initially
increased then slowly decreased back to it’s initial value. This is consis-
tent with ARPES results showing that depositing oxygen on the surface
of Bi,Se, lowers the surface carrier density and hence the magnitude
of the band-bending electric field that induces SHG in the accumula-
tion region [31]. These results show that SHG can be used to monitor
changes in the surface Fermi level.

We finally investigated the SHG response using circularly polarized
light as a function of the in-plane crystal orientation. We found pro-
nounced circular dichroism at all crystal rotation angles except along
certain planes of mirror symmetry where the circular dichroism van-
ished. We proposed that sensitive searches for time-reversal symmetry
breaking could be performed by monitoring the SHG circular dichro-
ism along these mirror planes.

The theoretical description and experimental realization of surface
second harmonic generation from the Bi,Se, materials class provides
a novel conta&-free probe of electrical response from a single surface
of a topological insulator. The ability to perform such surface sensitive
experiments with tuning control of the surface carrier concentration in
ambient conditions is promising for future technological applications

of topological insulators.
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