
 

Enhancing the Infrared Photoresponse of Silicon by Controlling the
Fermi Level Location within an Impurity Band

 

 

(Article begins on next page)

The Harvard community has made this article openly available.
Please share how this access benefits you. Your story matters.

Citation Simmons, Christie B., Austin J. Akey, Jonathan P. Mailoa, Daniel
Recht, Michael J. Aziz, and Tonio Buonassisi. 2014. Enhancing
the Infrared Photoresponse of Silicon by Controlling the Fermi
Level Location Within an Impurity Band. Advanced Functional
Materials 24, no. 19: 2852–2858.

Published Version doi:10.1002/adfm.201303820

Accessed February 16, 2015 9:56:18 PM EST

Citable Link http://nrs.harvard.edu/urn-3:HUL.InstRepos:12992314

Terms of Use This article was downloaded from Harvard University's DASH
repository, and is made available under the terms and conditions
applicable to Open Access Policy Articles, as set forth at
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-
use#OAP

http://osc.hul.harvard.edu/dash/open-access-feedback?handle=1/12992314&title=Enhancing+the+Infrared+Photoresponse+of+Silicon+by+Controlling+the+Fermi+Level+Location+within+an+Impurity+Band
http://dx.doi.org/10.1002/adfm.201303820
http://nrs.harvard.edu/urn-3:HUL.InstRepos:12992314
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#OAP
http://nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-use#OAP


Enhancing the Infrared Photoresponse of Silicon by Controlling

the Fermi Level Location within an Impurity Band

C. B. Simmons∗, Austin J. Akey , Jonathan P. Mailoa,

Daniel Recht , Michael J. Aziz , and Tonio Buonassisi

Dr. C. B. Simmons, Dr. A. J. Akey, J. P. Mailoa, Prof. T. Buonassisi

Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA

E-mail: Christie.simmons@gmail.com

Dr. D. Recht, Prof. M. J. Aziz

Harvard School of Engineering and Applied Sciences, Cambridge, Massachusetts

02138, USA

Keywords: impurity band; defect engineering; compensated semiconductor; ex-

trinsic photoconductivity; pulsed laser melting

Strong absorption of sub-band gap radiation by an impurity band has recently

been demonstrated in silicon supersaturated with chalcogen impurities. How-

ever, despite the enhanced absorption in this material, the transformation of

infrared radiation into an electrical signal via extrinsic photoconductivity – the

critical performance requirement for many optoelectronic applications – has only

been reported at low temperature because thermal impurity ionization over-

whelms photoionization at room temperature. Here, we use dopant compensa-

tion to manipulate the optical and electronic properties and thereby improve the

room-temperature infrared photoresponse. We fabricate silicon co-doped with

boron and sulfur using ion implantation and nanosecond pulsed laser melting

to achieve supersaturated sulfur concentrations and a matched boron distribu-

tion. The location of the Fermi level within the sulfur-induced impurity band is

controlled by tuning the acceptor-to-donor ratio, and through this dopant com-

pensation, we demonstrate three orders of magnitude improvement in infrared

detection at 1550 nm due to a reduction in the background carrier concentration.

Advanced Functional Materials, in press (2014).
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I. INTRODUCTION

Silicon is the most economical, technologically sophisticated, and has the highest crystal

quality of any semiconductor material, but its optoelectronic applications are limited to

the visible and near-infrared spectral range due to its 1.12 eV band gap (λ = 1110 nm).

Extending the photoresponse into the short-wavelength infrared (SWIR) regime (0.89 to

0.41 eV or 1400 to 3000 nm) has been a topic of great interest because it has the potential to

revolutionize silicon-based optoelectronics, enabling the development of CMOS-compatible

photonic systems that can integrate optical and electronic functions on a single chip.1,2

The introduction of dopant impurities or crystal lattice point defects can result in pho-

toresponse at sub-band gap wavelengths due to defect-mediated extrinsic carrier generation.

The detectivity of extrinsic photoconductive detectors depends on the ratio of optical carrier

generation to thermal carrier generation. Traditionally, extrinsic silicon photodetectors have

been limited by either high thermal impurity ionization or low optical carrier generation due

to low absorption of sub-band gap radiation. Commonly used group III or V dopants (B,

Al, Ga, P, As and Sb) have high solubilities in solid silicon, but these impurities introduce

shallow defect states that are thermally ionized at room-temperature, so extremely low oper-

ating temperatures (below ∼ 40 K) are required for their use in extrinsic photodetectors.1,3

Alternatively, lattice defects, which can be introduced by bombardment with Si+ ions, Ar+

ions, protons, or neutrons, can be optically active without producing thermally generated

free carriers, but they typically result in relatively low sub-band gap absorption coefficients,

α ∼ 0.5− 50 cm−1.4–8

The operation temperature of impurity doped extrinsic photodetectors can be increased

by using deep-level impurities, which requirer higher temperatures for thermal ionization.9

Deep-level impurities, however, have low solubilities in silicon (max impurity concentration

NI ∼ 1016 − 1018 cm−3),10 which typically limits α = σNI to ∼ 10 cm−1, where σ, the

photoionization cross section, is approximately 10−16 cm2 for deep-level impurities in silicon.3

Recently, however, single-crystal silicon doped with deep-level impurities to supersaturated

concentrations – several orders of magnitude higher than the maximum equilibrium solubility

limit – has been achieved using ion implantation and nanosecond pulsed laser melting (PLM),

and extrinsic photoconductivity has been reported up to 110 K in vandium-supersatured

silicon,11 and up to room-temperature in gold-supersaturated silicon.12
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Silicon supersatured with chalcogens (S, Se, or Te) has been of particular interested be-

cause this material exhibits broadband absorption out to λ = 3100 nm (0.4 eV) with an

absorption coefficient α ∼ 104 cm−1,13–15 the highest ever reported for silicon in this wave-

length range, comparable to the intrinsic absorption coefficient of Ge and In0.53Ga0.47As,16

and at least 12 orders of magnitude higher than that for un-doped silicon (α < 10−8 cm−1

for λ > 1550 nm).17 Despite this enhanced infrared absorption, photodiodes fabricated with

chalcogen-supersaturated single crystal silicon have demonstrated only slightly extended

photoresponse (to 1250 nm or ≈ 0.99 eV)18, and photoconductivity in the SWIR regime

has been observed only at low temperature.14 Density functional theory (DFT) calculations

of the electronic band structure indicate that the enhanced absorption is a result of ex-

trinsic optical transitions involving a dopant-induced impurity band (IB) with a bandwidth

of ∼ 100 meV located within the silicon band gap.19–21 Due to the significant bandwidth,

thermal ionization from the deep IB can overwhelm the extrinsic photoresponse.

Sanchez et al.19 proposed that co-doping the chalcogen donors with group III acceptors

(B, Al) could be used to control the location of the Fermi level within the IB. Increasing

the amount of compensation (acceptor-to-donor ratio) increases the energetic gap between

the Fermi level and the conduction band, thereby minimizing thermal ionization of carriers.

Elliott et al.22 proposed such counterdoping with deep level donors and shallow acceptors

to produce extrinsic silicon infrared detectors with high operating temperatures. Here, we

present experimental verification of these proposals. We fabricated silicon co-doped to ∼

0.2 % atomic with sulfur and boron, and we show that it is possible to control the Fermi level

location by tuning the boron-to-sulfur dopant ratio. Most importantly, we demonstrate that

by simply tuning the Fermi level, it is possible to increase the photoresponse by three orders

of magnitude, demonstrating, for the first time, the potential of chalcogen-supersaturated

silicon for room-temperature infrared detection.

II. MATERIAL FABRICATION

Dopant compensation by co-doping requires precise matching of the impurity distribution

for two different elements. This requirement is especially difficult to achieve for the two

elements considered here, boron and sulfur, because both their equilibrium solubility and

their diffusivity in solid silicon differ by several orders of magnitude.23 Nevertheless, with
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the predictability and control of ion implantation and PLM we were able to match the

sulfur and boron concentration-depth profiles quite well, and to achieve the supersaturated

concentrations of sulfur necessary to produce a strong absorption coefficient for sub-band

gap wavelengths.

We fabricated a series of co-doped samples with a range of compensations by varying the

boron concentration. All samples were double-side polished p-type, 10−30 Ω cm resistivity,

Si(001) wafers 775 µm thick, and all received the same 32S+ ion implant at 95 keV to a dose

of 3× 1015 cm−2. Following the sulfur implant, the samples received separate 11B+ implants

at 25 keV to doses ranging from 3× 1013 to 1× 1016 cm−2. The implants were performed at

room temperature with the substrates at a 7◦ tilt relative to the incident beam. The doped

surface layer was amorphized by the implants, and crystallinity was reestablished by PLM

with four consecutive pulses from a spatially homogenized XeCl excimer laser (308 nm, 25 ns

duration full width at half maximum, ∼ 2× 2 mm spot size). The laser pulses had fluences

of 1.7 J/cm2 for the first three pulses and 1.8 J/cm2 for the final pulse, which melted the

surface of the wafer to a depth of approximately 375 nm. Further details on the fabrication

of single crystal silicon supersaturated with sulfur by PLM have been described in detail

previously,13,24–27 but the results presented here are the first demonstration of co-doping in

supersaturated silicon.

Dopant concentration profiles were measured using secondary ion mass spectrometry

(SIMS) with a Physical Electronics 6650 Dynamic SIMS instrument with a 6 keV Cs ion

beam. Fig. 1(a) and (b) show the dopant profiles and associated simulation curves after

ion implantation and after PLM for sulfur (a) and for boron (b). The dopant profiles after

implantation agree well with the predicted curves simulated by Stopping and Range of Ions

in Matter (SRIM) software.

The shape of the sulfur and boron concentration profiles evolve during PLM as a result

of dopant diffusion. This evolution is well understood and can be simulated for each dopant

with three parameters: the liquid diffusivity (Dliq), the diffusive velocity (vD), and the

equilibrium partition coefficient (keq).13,28 Using literature values for keq (10−5 for sulfur29

and 0.79 for boron30) the simulations were best matched to the SIMS data with Dliq =

2.5× 10−4 cm2/s and vD = 1 m/s for sulfur and Dliq = 5× 10−4 cm2/s and vD = 0.9 m/s for

boron. These parameters are in good agreement with previous reports,13,31,32 which indicates

that interactions between the boron and sulfur are minimal and do not significantly impact
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FIG. 1. (a),(b) Simulation and SIMS data of the dopant distribution after ion implantation and

after PLM for sulfur (a) and boron (b) for a sample that received a 3 × 1015 cm−2 dose for each

element. (c)-(h) SIMS data of the sulfur and boron concentration profiles for 6 different samples

following ion implantation (line and marker) and following PLM (line). All samples received

the same 3 × 1015 cm−2 sulfur implantation dose. The boron doses and corresponding boron-to-

sulfur ratios are (c) 0 cm−2, NB/NS = 0, (d) 3 × 1013 cm−2, NB/NS = 0.01, (e) 1 × 1014 cm−2,

NB/NS = 0.03, (f) 3 × 1014 cm−2, NB/NS = 0.1, (g) 1 × 1015 cm−2, NB/NS = 0.33, and (h)

3× 1015 cm−2, NB/NS = 1. (i),(j) Ratio of the boron-to-sulfur concentration profiles following ion

implantation (i) and following PLM (j).
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dopant redistribution during PLM. The simulation results, shown in Fig. 1(a) and (b),

agree well with the SIMS data, but they differ slightly at the near-surface region because

the effects of dopant evaporation were not included, and at the deepest portion of the curves

likely because of knock-on effects during SIMS analysis.

In effort to match the sulfur and boron dopant profiles after PLM, we tried 3 different

boron implantation energies (not shown). We found good agreement with the 25 keV energy

used here, which produces an ∼ 100 nm average ion projected range for boron, slightly

shallower than the ∼ 120 nm range for sulfur implanted at 95 keV. The shallower boron

implant likely accommodates for its slightly faster diffusion, and the result is that the boron

and sulfur profiles are very nearly equalized after PLM. Fig. 1(c)-(h) show the sulfur and

boron concentration profiles following ion implantation and following PLM for 6 different

samples implanted with increasing boron doses. To clearly illustrate the match of the dopant

profiles, the boron-to-sulfur concentration ratio, NB/NS for each of the 5 samples in Fig. 1(d)-

(h) are shown in Fig. 1(i) (after ion implantation) and Fig. 1(j) (after PLM). Critically, after

PLM, NB/NS is essentially constant throughout the thickness of doped layer, and it is equal

to the ratio of the implanted doses. For the remainder of the manuscript, we identify samples

by their NB/NS value. In total, we report measurements on co-doped samples containing 13

different dopant ratios with NB/NS ranging from 0.01 to 3.33. For reference, we also report

measurements on uncompensated, sulfur-only material (NB/NS = 0), and the un-implanted

silicon substrate (“Si control”).

III. ELECTRONIC PROPERTIES

We performed room-temperature van der Pauw and Hall measurements on the co-doped

sample series to confirm that the boron acceptors electrically compensate the sulfur donors.

Cloverleaf device structures with a 1 mm diameter were lithographically defined from the

PLM material following the fabrication procedure outlined in Ref. 27. Due to the varying

dopant concentration throughout the depth of the hyperdoped layer (see Fig. 1), we analyze

only the depth-averaged sheet resistance, Rs = 1/
�
σ(z)dz, and the sheet carrier concentra-

tion, ns =
�
n(z)dz, where σ(z) and n(z) are the depth-dependent conductivity and carrier

concentration. Fig. 2(a),(b), and (c) show Rs, ns and the carrier mobility µ = 1/eRsns, re-

spectively, as a function of NB/NS. Each data point in Fig. 2 is the average for two nominally
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FIG. 2. Electronic properties of the co-doped sample series. (a) Sheet resistance Rs determined

from van der Pauw measurements on a lithographically defined cloverleaf device structure. (b)

Sheet carrier concentration ns determined from Hall measurements with a maximum magnetic

field of 1.5 T. (c) Carrier mobility calculated by µ = 1/eRsns. (d) Shift in the Fermi level EF

calculated from the data in (b) and Eq. 1. (e) Density of states schematic illustrating the relative

location of EF in the impurity band for three different compensation values.

identical samples, and the error bars give the spread in the measured values.

As expected for dopant compensation, as NB/NS increases from 0 to 1, Rs increases

and ns decreases. However, above NB/NS = 1, these trends invert. This inversion occurs

simultaneously with a change in the majority carrier type as determined by a change in the

direction of the Hall slope. Material with NB/NS ≤ 1 is n-type, while above NB/NS = 1, the

material is over-compensated and it becomes p-type. For the remainder of the manuscript,

we focus only on samples for which NB/NS ≤ 1.

We can calculate the relative change in the Fermi level EF due to the boron compensation

using the data in Fig. 2(b) and Boltzmann statistics33

∆EF = EF (NB/NS = x)− EF (NB/NS = 0)
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= kBT [ln (ns(NB/NS = x))− ln (ns(NB/NS = 0))]

(1)

where kB is the Boltzmann constant and T is the temperature. Fig. 2(d) plots ∆EF as a

function of NB/NS. The DFT results of Ref. 19 predicted that the Fermi level EF would be

near the top of the IB for sulfur-only doping (NB/NS = 0), and that the addition of boron

would lower the Fermi level EF toward the center of the IB. The results in Fig. 2(d) are

consistent with this prediction. Assuming that the boron is all electrically active, the rate

of change of ∆EF with compensation in Fig. 2(d) provides insight to the density of states

(DOS) at EF . We interpret the plateau near ∼ NB/NS = 0.3 as the compensation value for

which EF is located at the center region of the IB with the highest DOS, because at this

point, EF is essentially pinned even as additional compensation is introduced.

A schematic of the DOS, informed by the known ionization energy for sulfur dopants in Si

(320 meV)34 and the DFT results in Ref. 19 and 21, is presented in Fig. 2(e). The horizontal

lines indicate the location of EF for three different compensation values. Following from the

plateau in Fig. 2(d), we positioned EF in the middle of the IB (half-filled occupation) for

NB/NS = 0.33, and indicate the relative locations of EF for NB/NS = 0 and NB/NS = 1

using their corresponding values of ∆EF .

IV. OPTICAL ABSORPTION

Optical absorption measurements provide further verification that boron compensation

moves the Fermi level within IB. We measured the transmittance (T ) and reflectance (R)

of the co-doped series using a PerkinElmer Lambda 950 UV/Vis/NIR Spectrometer for

photon energies 0.7 to 1.4 eV (λ = 1.77 to 0.89 µm) and a PerkinElmer Spectrum 400

FTIR Spectrometer for photon energies 0.05 to 0.9 eV (λ = 25 to 1.38 µm). For both

instruments, the illumination spot was apertured so as to probe only the laser melted area.

A silver mirror was used as a 100% reflectance standard for the UV/Vis/NIR data and a

gold mirror was used for the FTIR data. Five nominally identical samples were measured

for every doping condition, and the absorptance, A, shown in Fig. 3(a), was calculated by

A = 1 − T̄ − R̄, where T̄ and R̄ are the average of the 5 measurements. The absorptance

of the silicon substrate is also shown for reference. There is an overlap region for the data

acquired from the two different spectrometers for photon energies 0.7 to 0.9 eV. Due to slight
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FIG. 3. (a) Optical absorptance spectra for the co-doped sample series with NB/NS ranging from

0 to 1. Inset: Absorptance at 0.8 eV (λ = 1550 nm) as a function of NB/NS, illustrating the

drop in absorptance for NB/NS > 0.1. (b) Schematic of the density of states occupation for three

different values of NB/NS. The horizontal lines indicate the relative location of EF . For simplicity,

the schematic is drawn as if at zero temperature, with a step function Fermi-Dirac distribution.

(c) Ratio of the sub-band gap absorptance for the 1-to-1 dopant ratio (NB/NS = 1) to that for no

compensation (NB/NS = 0).

calibration offsets for the two instruments, the FTIR curves were rigidly shifted such that

they aligned with the UV/Vis/NIR curves at 0.8 eV. This shift was less than 1% absolute on

average, and the agreement of the spectral shape in the overlap region from the two different

spectrometers is very good for all samples.

Consistent with previous reports,14,15 the uncompensated, sulfur-only control (NB/NS =

0) exhibits enhanced broadband infrared absorptance down to 0.3 eV that is not present

in the silicon substrate. The increase in absorptance below 0.2 eV present in all samples

is most likely due to oxygen and carbon impurities in the silicon substrate.35–37 Increasing

dopant compensation (increasing NB/NS), results in a monotonic decrease in the infrared

absorptance. This effect is illustrated explicitly in the inset to Fig. 3(a) for 0.8 eV photon
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energy (λ = 1550 nm).

Fig. 3(b) provides a schematic of the DOS and EF for three NB/NS values, with shading

to indicate state occupation, and arrows to indicate potential optical transitions to and

from the IB (originating from the valance band, VB, and transitioning to the conduction

band, CB, respectively). If the IB is full for NB/NS = 0, as predicted by Ref. 19, 21 and

illustrated in Fig. 3(b), then introducing compensation has two simultaneous effects on the

optical absorption: the number of states available for IB→CB decreases, but the number of

states available for VB→IB increases. Therefore, depending on the relative strength of these

different optical transitions, the infrared absorptance could have increased or decreased with

compensation. Ref. 19 calculated the absorption coefficient for NB/NS = 0 and NB/NS = 1,

and, their results are consistent with the observations presented here. They investigated

the relative strength of the two optical transitions by comparing the imaginary part of the

dielectric function and confirmed that VB→IB is significantly weaker than IB→CB.

If there were no energetic broadening of the impurity band, the VB-IB and IB-CB band

gaps would be 0.8 eV and 0.32 eV, respectively. Because larger energy photons can drive

either VB→IB or IB→CB transitions, while those with smaller energies can only drive

IB→CB transitions, we expect a spectral dependence to the decrease in absorptance with

increasing compensation. To highlight the spectral change, Fig. 3(c) shows the ratio of the

absorptance for NB/NS = 1 to that for NB/NS = 0 for the sub-band gap photon energy

range (0.3 to 1.0 eV). In agreement with expectations, the data in Fig. 3(c) show a more

substantial decrease in the absorption of photons with energies less than ∼ 0.8 eV. There

is not a sharp cutoff at this energy, however, likely because at the sulfur concentrations

considered here (∼ 0.2% atomic), the impurity band is predicted to have a bandwidth on

the order of 100 meV,19–21 which is supported by the experimental data in Fig. 2(d).

V. INFRARED PHOTORESPONSE

We performed photoconductivity measurements on select samples to determine the effect

of dopant compensation on the infrared photoresponse. The experimental setup is dia-

grammed in Fig. 4(a). Photolithography and SF6-based reactive ion etching to a depth of

1 µm were used to define a 1×1.28 mm2 rectangular device area from the PLM material. A

pair of rectangular metal contacts (Ti/Au stack, 30/160 nm thickness, 0.14× 1 mm2 area)
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were then deposited on opposite sides of the device, leaving exposed a square 1 × 1 mm2

active area. The device contacts were connected in series with a Keithley 2400 DC voltage

source (Va) and a load resistor of known resistance (RL). The center of the device was illu-

minated by 21 mW of optical power from a λ = 1550 nm laser diode mechanically chopped

at 839 Hz and focused to a ∼ 700 µm diameter spot size. During illumination, the sample

resistance is reduced due to an increase in the sheet carrier concentration by ∆ns as a result

of impurity photoionization. This change in sample resistance was detected as an increase in

the voltage across RL. The magnitude of the voltage change (∆V ) across RL was measured

by a Signal Recovery 7265 lock-in amplifier and scaled by π√
2
to convert the RMS value

of the first Fourier component to the peak-to-peak amplitude of the square wave voltage

change. ∆V is related to the change in sample resistance ∆R by:

∆V

Va
=

RL

Ravg +
∆R
2 +RL

− RL

Ravg − ∆R
2 +RL

, (2)

where Ravg is the time-averaged sample resistance.

Fig. 4(b) shows ∆V as a function of the applied bias for 6 different samples: 4 co-

doped samples with different values of NB/NS, an uncompensated NB/NS = 0 sample, and

a plain silicon control. As expected from Eq. 2, there is a linear increase in ∆V with Va

for all samples except the silicon control, which produced no measurable response. The

magnitude of the ∆V/Va slope is found to increase with NB/NS (Fig. 4(c)). The magnitude

of ∆V/Va, however, depends on the experimentally chosen value of RL, and it is maximized

when RL = Ravg. Because the resistivity of the different samples varies by several orders of

magnitude (Fig. 2(a)), for each measurement the value of RL was chosen to closely match

Ravg (see Table I). We calculated ∆R for each sample using Eq. 2 and the values of RL,

Ravg, and ∆V/Va. The results are listed in Table I. The value of ∆R for the silicon control

is an upper bound based on the noise limit of the measurement.

The fractional change in sample resistance ∆R/Ravg and the ∆R photoresponse increase

with compensation. This improvement can be explained by the reduced background carrier

concentration (Fig. 2(b)). Assuming uniform photoresponse across the device area,

∆R = A

�
1

eµdns
− 1

eµi(ns +∆ns)

�
, (3)

where A is a geometrical constant, e is the electron charge, µd(i) is the carrier mobility when

the sample is dark (illuminated), ns is the sheet carrier concentration in the dark and ∆ns
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shown in yellow. The device is illuminated by a mechanically chopped λ = 1550 nm laser diode.
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(b) Lock-in voltage measured across RL as a function of the applied DC bias (Va) for 6 different

samples. (c) The slopes of ∆V vs. Va extracted from (b). (d) The product of the carrier mobility

(Fig. 2(c)) and ∆R (determined from ∆V/Va using Eq. 2), plotted as a function of the sheet carrier

concentration (Fig. 2(b)).

is the photogenerated sheet carrier concentration. If µi = µd = µ, then

µ ·∆R =
A

e

�
∆ns

n2
s + (∆ns)ns

�
, (4)

and in the limit ∆ns � ns,

µ ·∆R =
A

e

�
∆ns

n2
s

�
. (5)

Fig. 4(d) shows the mobility-∆R product for each sample as a function of its sheet carrier

concentration. The line is a fit using Eq. 5 with a single fit constant C = A∆ns/e. The

quality of the fit implies that∆ns ≈ constant, and demonstrates that the improvement in the

∆R photoresponse is due almost entirely to the reduction in ns achieved by compensation.

Considering the smaller absorptance at 1550 nm for samples with increased compensation

(Fig. 3(a) Inset), it is surprising that the data in Fig. 4(d) are well fit assuming a constant

value of ∆ns. Rather, we would have expected a corresponding reduction in ∆ns for larger

values of NB/NS. One potential explanation is that there is an improvement in carrier
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NB/NS Ravg (Ω) RL (Ω) ∆R (Ω)

Si control 1.63× 103 1.67× 103 < 2.6× 10−2

0 6.34× 102 6.20× 102 (1.81± 0.03)× 10−1

0.17 1.85× 104 1.99× 104 (1.20± 0.02)× 102

0.33 4.28× 104 5.07× 104 (2.97± 0.05)× 102

0.67 1.30× 105 1.20× 105 (4.7± 0.1)× 103

1 4.98× 105 5.09× 105 (5.7± 0.1)× 104

TABLE I. Photoconductivity measurement experimental parameters and results.

mobility under illumination for compensated samples. If µi/µd = x, then Eq. 5 becomes:

µd ·∆R =
A

e

�
∆ns + ns

�
1− 1

x

�

n2
s

�
. (6)

Thus, if µi > µd, it is analogous to an enhancement in ∆ns by the factor ns

�
1− 1

x

�
. Since

the EC−EF gap grows with compensation and is at least ∼ 6 times larger than kBT at room

temperature for NB/NS = 1 (from Fig. 2(d) EC −EF ≈ 150 meV or larger), it is likely that

conduction in the dark occurs within the IB rather than by thermal excitation to the CB.

Alternatively, upon illumination, conduction likely occurs via photoexcited carriers in the

CB. Since conduction within an IB is typically associated with a lower carrier mobility38,39,

this phenomenon could result in µi > µd for the compensated samples.

The room-temperature electrical detection of carriers photogenerated with sub-band gap

radiation demonstrated here is crucial for the development of silicon-based infrared pho-

todetectors. Until now, the potential of extrinsic photodetectors based on highly absorbing

sulfur-supersaturated silicon has been hindered by thermal carrier generation resulting in

a high dark ns. By controlling the dopant compensation, we were able to tune the Fermi

level location within the impurity band and therefore reduce ns and achieve an increase in

∆R/Ravg by about three orders of magnitude. Optimization of the photoconductor device

architecture including surface passivation, light management for improved absorption, and

contact geometry for improved carrier collection, along with optimization of the dopant

compensation balance provide opportunities for further improvement in photoresponse and

a path toward room-temperature broadband operation of silicon detectors at sub-band gap
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wavelengths.
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