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ABSTRACT: A model simulation study shows that different diurnal cycles of precipitation are consis-
tent with radically different present and future climate characteristics. In projected future climate
scenarios, divergence in the time of day and type of precipitation had very divergent impacts on the
radiation balance and consequently on surface temperatures. The relationship between the diurnal
cycle of precipitation versus the present and future climate was examined using the GISS-MM5
(Goddard Institute for Space Studies Mesoscale Model 5) regional climate modeling system with 2
alternative moist convection schemes. June—-August (JJA) mean surface temperatures of the 1990s,
2050s, and 2080s were simulated over the eastern US on a double nested 108/36 km domain, with the
36 km domain centered over the eastern US. In the 1990s, one model version simulated maxima in
(convective) precipitation during the early morning, while the second model simulated the hour of
precipitation maxima with considerable spatial variability (in better agreement with observations). In
the futuristic climate scenarios, differences in the time of day of precipitation had very important
impacts on the radiation balance at the surface. One version gave more precipitation at night and
fewer clouds during the day, promoting higher surface temperatures. The alternative version created
more precipitation during the day, consistent with diminished absorption of solar radiation at the
surface and consequently lower surface temperatures. The results demonstrate the importance of
improving cumulus parameterizations in regional mesoscale and global climate models and suggest
that such improvements would lead to greater confidence in model projections of climate change.
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1. INTRODUCTION

Regional mesoscale models have been used to down-
scale weather and climate analyses by driving them
with observational data as lateral boundary conditions.
Regional mesoscale models have also been used to
generate seasonal forecasts and climate change projec-
tions using General Circulation Model (GCM) climate
projections as the lateral boundary conditions. For ex-
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ample, Bates et al. (1993) used a mesoscale model
forced with ECMWF (European Centre for Medium-
range Weather Forecasts) observational analyses in
order to simulate more realistically the distribution of
lake-effect precipitation over the Great Lakes Basin.
Giorgi et al. (1993) showed that a nested mesoscale
model reproduces observed precipitation patterns
better than the driving NCAR Community Climate
Model (CCM), and they obtained precipitation projec-
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tions that differed in magnitude, sign, spatial, and sea-
sonal detail from the CCM.

Walsh & McGregor (1995) obtained improved seasonal
climatologies with a regional model over Australia in
comparison to GCM seasonal predictions. Likewise,
Nobre et al. (2001) obtained improved seasonal precip-
itation forecasts using the Climate Prediction Center
dynamical forecast system over Nordeste Brazil. Liang et
al. (2001) developed a regional climate model for US
Midwest applications using MM5. They used NCEP-
NCAR and ECMWEF reanalysis to force their model,
successfully simulating temporal and spatial variations
in a major flood area.

Lynn et al. (unpubl.) describe the '‘GISS-MMJ5' —the
mesoscale model MM5 nested one-way to the God-
dard Institute for Space Studies General Circulation
Model (GISS-GCM). They showed that the choices of
boundary layer model, cumulus parameterization, and
radiation scheme can have an important effect on the
mean summertime simulated temperatures and pre-
cipitation, considerations that can affect air quality and
heat stress, and hence mortality. The most important
factor that affected surface temperature in their simu-
lations, though, was the choice of cumulus parameteri-
zation.

Trenberth et al. (2003) identified the simulation of the
diurnal cycle as one of the most difficult, yet important as-
pects of model simulation. The cumulus parameterization
determines both how much precipitation falls for a given
forcing and when it falls. For example, immediately east
of the Rocky Mountains, there is a late night maximum in
the diurnal cycle. In the eastern US, especially the south-
east, the maximum in the diurnal cycle occurs in the late
afternoon. Trenberth et al. (2003) note that east of the

Fig. 1. Outer computational domain (108 km grid spacing: green) and inner
domain (36 km grid spacing: red) for MMJ5 nested simulations

Rockies and the adjacent plains the ‘diurnal cycle of low-
level large-scale convergence is consistent with suppres-
sion of daytime convection and favoring of nighttime
moist convection."” The nocturnal maximum east of the
Rockies is enhanced by late afternoon generation of thun-
derstorms over the Rockies. In contrast, over the south-
east, the 'static instability and surface convergence favor
afternoon moist convection in summer.’

2. EXPERIMENTS WITH THE GISS-GCM
AND THE MM5

In this study, we used the GISS-MMS5 in a 108/36 km
simulation domain (Fig. 1) to show how the simulation
of the diurnal cycle of precipitation can affect regional
climate and climate change results. The timing and
partitioning of precipitation between convective and
non-convective precipitation is shown to strongly
affect the surface radiation balance and hence surface
temperatures.

The Betts-Miller cumulus parameterization (BMCP)
used in the MMS5 relaxes (adjusts) temperature and
moisture profiles to a reference lapse rate (Betts 1986,
Betts & Miller 1986, 1993, Janjic 1994). Conditional
instability is released by the relaxation of the entire
profile, rather than by testing individual layers. The
scheme used in the present study has no explicit down-
draft, although other operational versions do contain
explicit downdrafts (A. K. Betts pers. comm.). There
are separate reference profiles for deep convection,
which precipitates, and for shallow convection, which
does not precipitate. The BMCP does not contain
explicit triggers for convection, which it initiates for
unstable temperature and moisture pro-
files. Rather, the scheme determines
cloud base and cloud top by lifting the
first layer, and subsequent layers if nec-
essary, from the ground surface and up.
The top layer of the cloud occurs when
the temperature of a partially mixed
parcel is found to be negatively buoy-
ant. If the top of the parcel extends to
levels shallower than 700 mb, then the
shallow convection scheme is used to
adjust the temperature and moisture
profiles. If the cloud top is deeper than
700 mb and the convective adjustment
produces precipitation greater than
zero, then the deep convection scheme
is used to adjust the profiles. If the deep
convective adjustment does not indicate
any precipitation, the BMCP reverts to
using the shallow convection scheme
and puts the cloud top at 700 mb.
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The Grell cumulus parameterization (GRCP) used in
MMS5 employs a stability equilibrium closure (Grell
1993, Grell et al. 1994), whereby the destabilization by
effects other than convective clouds (e.g. large-scale
advection) is balanced by the stabilization of the tem-
perature and moisture profile from convective clouds.
GRCP uses an exact equilibrium. The scheme parame-
terizes moist downdrafts, which Grell et al. (1991)
showed are crucial to correctly predicting the feed-
backs of convection on lower tropospheric tempera-
tures in the mid-latitude environment.

The simulations described below used a modified
GRCP that incorporates the effects of radiative and
boundary layer forcings (tendencies) in the terms that
originally described destabilization from large-scale
influences. Hence, the development and the impact of
convection on temperature and moisture profiles in this
scheme is sensitive to both advection as well as to more
localized effects associated with boundary layer and ra-
diative processes. These modifications are used in other
versions of the GRCP as well (G. Grell pers. comm.).

GRCP is a relatively simplistic scheme, that only
allows for one non-entraining updraft and downdraft.
In order for the scheme to be activated, it is also neces-
sary that a model cloud can be created. A model cloud
is a single non-entraining updraft/downdraft couplet,
which will usually not form if the capping inversion is
too thick. In its implementation in MMJ5, the cloud base
is simply the level with the highest moist static energy
content, and the cloud top is the level where a non-
entraining parcel would become negatively buoyant.
The scheme accounts for feedback from compensating
subsidence as well as detrainment of updraft and
downdraft air. GCRP does not directly depend upon
the amount of available buoyant energy. However,
Convective Available Potential Energy (CAPE) in mid-
latitudes sometimes becomes available rapidly be-
cause of the existence and removal of strong capping
inversions. In this case, the rate of destabilization
favoring convection in GRCP can become very large,
leading to convection in environmental conditions sim-
ilar to those that trigger convection in the Kain Fritsch
scheme (below).

As noted, the impact of convection on temperature
and moisture profiles in GRCP is related to the rate of
destabilization of the environment and the strength of
the capping inversion, since this affects the formation
of the model cloud. In contrast with BMCP, GRCP tests
a model cloud for instability, rather than assuming an
integrated spectrum of updrafts and downdrafts that
evolve towards an end state using a lagged adjust-
ment. Accordingly, GRCP develops deep clouds some-
what less easily than BMCP, which always relaxes the
vertical structure of temperature and moisture to
predetermined profiles.

The Kain-Fritsch scheme (KFCP; Kain & Fritsch
1993) assigns a temperature perturbation to a potential
cloud parcel based on the grid-scale vertical velocity. It
then tests 100 mb layers of atmosphere, beginning
with the lowest layer, to determine whether the cloud
parcels with their respective temperature perturba-
tions would be buoyant. This procedure is repeated up
to the 700 to 600 mb layer. The use of a triggering func-
tion in this scheme allows CAPE to build before trig-
gering, but subsequently releases CAPE even when
the sounding itself is only conditionally unstable. If the
parcel is able to reach its level of free convection, then
the impact of convection on temperature and moisture
profiles is proportional to the potential buoyant energy,
forcing this energy to be removed by the end of the
convective period, (30 min to 1 h).

The differences between GRCP and KFCP are
2-fold. KFCP depends on a temperature perturbation
proportional to the grid-scale vertical velocity and the
CAPE itself, rather than the rate of change of destabi-
lization due to advection (and in our modified Grell
scheme, radiative and boundary layer forcing). Sec-
ondly, GRCP 'decides’ whether or not to be activated
every time-step, while KFCP remains activated until
the complete removal of the potential buoyant energy.
Hence, once activated, KFCP may lead to longer
lasting clouds and more moist convection than GRCP.

To address this issue, the simulation for JJA 1993
was repeated with the Kain-Fritch scheme, which, like
the modified Grell used here, also has a triggering
function that is clearly sensitive to the daytime bound-
ary layer forcing. Results (not shown) feature a spatial
distribution of the timing of peak rainfall that resem-
bles the modified Grell shown in Fig. 7. Yet, at least for
1993, the simulated surface temperatures (not shown)
were considerably warmer than those with the modi-
fied Grell. This is due to a greater partitioning of
convective versus non-convective precipitation, which
allows for more surface solar heating, a result that
might be explained by allowing convection to proceed
for a predetermined time (as noted above).

Lynn et al. (unpubl.) examined simulation results
using the 108 km grid resolution over the United
States. They obtained the most realistic results with a
model configuration that included: (1) the boundary
layer model from the Medium Range Forecast Model
(MRF); (2) the Grell cumulus parameterization; and
(3) the Rapid Radiative Transfer model (RRTM). (This
combination is referred to hereafter as MIGR, where
the 'I' stands for vertical mixing in clouds, or just
‘Grell’). Alternative model configurations used the
ETA boundary layer model or the BMCP. Yet, the use
of the Betts-Miller scheme with MRF and RRTM (here-
after, MIBR, or just ‘Betts-Miller') also gave very good
temperature results and a more realistic simulation of
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shortwave radiation than Grell, even though precipita-
tion amounts were too large. The contrasting influence
of these 2 cumulus convection schemes in simulating
regional climate change is the subject of this paper.
Note that that both MRF and RRTM are used in both
model configurations.

As in Lynn et al. (unpubl.), lateral boundary forcing
for the MM5 (Dudhia 1993, Grell et al. 1994) was taken
from synchronous simulations using the GISS-GCM
(Model III), the coupled atmosphere-ocean version
with a horizontal grid spacing of 4° x 5°. In this model,
computations are made for 9 vertical atmospheric
layers and 13 vertical ocean layers with realistic
bathymetry (Russell et al. 2003). The model was run
with the climate change scenario referred to as 'A2’
(Rind et al. unpubl.). MM5 simulations were initialized
with data from a multi decadal simulation of the GISS-
GCM. Furthermore, the outer nested MMJ5 was driven
by 4 times daily synchronous data interpolated in time
and space from GISS GCM simulations to the lateral
boundaries of the 108 km grid domain.

The time-step for each simulation was 270 s, and
each simulation was run from May 1 to Sept 1,
although May results were discarded. The land surface
model used has interactive soil and vegetation (Chen &
Dudhia 2001a,b)—hence precipitation affects the soil
moisture and through it the surface energy balance
during the course of the model simulation. The concen-
tration of CO, assumed for the GISS-GCM simulation
in each summer was also prescribed for the parallel
GISS-MMS5 simulations.

Evaluation of both the modeled mean state and the
modeled interannual variability of the climate are
appropriate measures of model performance (Anthes
et al. 1989, Hogrefe et al. 2001, Kunkel et al. 2002).
Methods for assessing a model's ability to reproduce
the observed variability include the comparison of
observed and predicted cumulative distribution
functions, the construction of average diurnal cycles,
the comparison of the frequency and persistence of
observed and predicted extreme values, and the com-
parison of the variance in different spectral bands of
the observed and predicted time series. In this paper,
we focus on the comparison of observed and predicted
mean fields for three 5 yr periods, in the 1990s, 2050s
and 2080s, but include diurnal cycles as well. Several
of the other techniques listed above are used in com-
panion papers (e.g. Hogrefe et al. 2004).

For the purpose of model validation, hourly surface
station observations of meteorological variables were
retrieved from the Data Support Section at the
National Center for Atmospheric Research (NCAR-
DSS). Modeled mean JJA horizontal temperature
and precipitation distributions for the continental U.S.
(25.2 to 49.1°N, 124.5 to 67.0°W) for 1993-1997 were

compared to JJA 1990-2000 observations of New et al.
(2000) gridded at 0.5° spacing.

The land surface model and the planetary boundary
layer model in MMS5 in large measure determine the
modeled surface skin temperature and the tempera-
ture at the first model layer, which here was located at
35 m. The model calculates the 2 m temperatures from
similarity relationships that use the skin (radiometric)
temperatures (see Chen & Dudhia 2001a,b). Model
precipitation is a result of the convective and non-
convective (explicit) precipitation schemes.

3. SURFACE TEMPERATURES AND
PRECIPITATION RATES FOR THE 1990s

Fig. 2 shows 1993-1997 mean temperatures from the
GISS-MMS5 alternatives, MIBR and MIGR (Betts-Miller
and Grell, respectively) and corresponding observed
fields, as well as differences between the model results
and observations. The Betts-Miller mean temperatures
were generally too warm, especially in the southern
states. With the exception of the deep south, the Grell
temperatures were generally too cool, although they
were closer to observations than the Betts-Miller
temperatures (see Table 1).

Fig. 3 shows the differences between the maximum,
average, and minimum temperatures obtained with
Betts-Miller and Grell. The Betts-Miller temperatures
were substantially higher than those obtained with
Grell, with the largest differences obtained during the
day (in the maximum temperatures). Moreover, these
differences were largest over the southern states.
Fig. 4 shows that the differences in the temperature
results were matched by same-sign differences in sur-
face incident solar radiation and in downward long-
wave flux. Excess solar flux can be attributed to less
daytime cloudiness concomitant with the use of Betts-
Miller, while increases in downward longwave energy
are a direct result of higher atmospheric temperatures.
The longwave influences are therefore part of a posi-
tive feedback cycle promoting higher surface tempera-
tures. Some of the temperature differences were
undoubtedly a consequence of contrasting advection

Table 1. Domain-wide observed and simulated temperatures
(°C) for the Betts-Miller (MIBR) and Grell (MIGR) schemes
(including modified [Mod] and original [Orig])

Data set 1990s 2050s 2080s
Observed 22.75

MIBR MM5 24.09 26.58 29.95
MIGR Mod 22.42 24.39 26.23
MIGR Orig 22.22 24.28 26.52




Lynn et al.: Sensitivity of temperature to precipitation characteristics 57

A Observations

B Observations

30

28

26

R4 Betts—Miller

22

20

18

1.8

Fig. 2. Surface tem- 12
peratures (°C) for 0.6
JJA 1993-1997. (A,B)
Station observations;
(C,D) MMS5 simu- -0.6
lated with 2 alter-
native moist convec-
tion schemes; (E,F) -1.8
Model minus obser-
vations, interpolated
to station locations

-1.2

patterns, but it is noteworthy that the spatial pattern of
the minimum temperature differences (Fig. 3B) some-
what resembles that of the longwave differences
(Fig. 4B), implying that excess downward energy
fluxes at night caused higher temperature minimums.

Fig. 5 shows the mean precipitation distributions
obtained with the alternative schemes. Results from
the Betts-Miller were generally too wet in the middle
western states and parts of the Southeast. Both the
modified Grell scheme and the original Grell scheme
were drier than the Betts-Miller. There was no obvious

relationship between the spatial distribution of errors
in the mean precipitation and the mean surface tem-
perature. Nor was there a recognizable spatial correla-
tion between relative precipitation amounts and rela-
tive surface temperatures for the 3 alternative model
configurations.

For comparison, Fig. 6 shows the spatial distribution
of the peak rainfall in the diurnal cycle from obser-
vations (Dai et al. 1999, Trenberth et al. 2003). As
described above, the peak time of precipitation varied
from west to east, with advective processes playing a
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Fig. 3. Differences in simulated surface temperatures, MIBR minus
MIGR, for JJA 1993-1997: (A) maximum temperatures; (B) mini-
mum temperatures; (C) mean temperatures
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Fig. 4. Differences in simulated energy fluxes at the surface,
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radiation; (B) downward longwave radiation; (C) shortwave +
longwave radiative fluxes
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more important role in the west, while daytime radia-
tion and boundary layer processes played a more
important role in the east, especially the southeast.
Fig. 7 compares the peak time of precipitation for the
modified Grell, the original Grell, and the Betts-Miller
scheme. The peak time of precipitation was deter-
mined usually by the peak time of convective precipi-
tation. Fig. 7 shows that the inclusion of the radiation
and boundary layer processes in the modified Grell are
necessary to capture the complexity in the diurnal
cycle of observed precipitation shown in Fig. 6. Inter-
estingly, the original Grell results (Fig. 7C), which
depend on advective processes for triggering of con-
vection, were more similar to Betts-Miller (Fig. 7B)
than to the modified Grell (Fig. 7A). This makes sense
since the Betts-Miller scheme depends on the cloudi-
ness, which is quite sensitive to advective process.
Fig. 7 explains, in part, why Betts-Miller surface tem-
peratures were warmer than Grell. Note that the Betts-
Miller generated rain mostly at night, rather than in
the daytime as observed (and as in the modified Grell
simulations). Hence, the nighttime temperatures were
warmer with Betts-Miller, while a lack of precipitation
during the day lead to greater absorption of solar
radiation at the surface than in Grell (Fig. 4) and con-

sequently excessive surface temperatures. The con-
trasting timing of significant precipitation episodes in
Betts-Miller and Grell explains, in part, an apparent
paradox in the model results. The Betts-Miller simu-
lated more rain than Grell overall, but was warmer,
because the rain occurred mostly at night.

Yet, the representation of the diurnal cycle can be
quite reasonable while the mean temperature field still
exhibits large differences between modeled values
and observations (see Fig. 2). To address this issue, the
simulation for JJA 1993 was repeated with the Kain-
Fritsch scheme, which, like the modified Grell used
here, also has a triggering function that is clearly sen-
sitive to the daytime boundary layer forcing. Results
(not shown) featured a spatial distribution of the timing
of peak rainfall that resembled the modified Grell
shown in Fig. 7. Nevertheless, at least for 1993, the
simulated surface temperatures (not shown) were con-
siderably warmer than those with the modified Grell.
This is due to a greater partitioning of convective
versus non-convective precipitation, which allows for
more surface solar heating. In fact, the Betts-Miller had
the largest convective amount of rain, and it produced
much warmer temperatures than the Grell in 1993 (not
shown).

Simulated Summer 1990s precipitation
A Observed

Fig. 5. JJA precipita-
tion totals averaged
over 1993-1997. (A)
observations (cour-
tesy of Climate Re-
search Unit, East An-
glia University; New
et al. 2000; (B) MIBR;
(C) MIGR; (D) MIGR
modified (see text)

B MIBR (36 km)
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A variety of approaches for modeling cloud micro-
physics in the MMS5 are available. For example, differ-
ent bulk parameterizations are used for warm rain,
simple ice, and mixed phase microphysics. One of the
most advanced microphysics scheme is ‘Reisner2’
(Reisner et al. 1998). The Reisner2 scheme predicts
cloud, rain water, snow, graupel, ice, and ice number
concentration, and it can also produce super-cooled
rain. The Reisner2 scheme was used in all but one
of the simulations described below. An alternative
scheme, the ‘Simple-Ice’ scheme was used in a single
seasonal simulation (JJA 1993) with the Grell cumulus
parameterization. ‘Simple-Ice’ simulates cloud water
and rain when temperatures are above freezing, and
it assumes either cloud ice or snow for sub-freezing
temperatures (Dudhia 1989). The scheme does not
produce super-cooled water, graupel or hail, and all
ice/snow melts when temperatures are above freezing.

Given the possible importance of resolved precipita-
tion on surface temperatures, we considered that
excessively cool temperatures in the Grell simulations
could be related to the use of the Reisner2 scheme. To
test this, a single simulation was made for the summer
of 1993 using the Simple-Ice scheme, and it did result
in warmer temperatures than Grell with Reisner2. The
positive impact on surface air temperatures (1 to 2°C)
was especially pronounced in the Middle West where
the simulation with Reisner2 was cooler than observed.

Results for JJA 1993 show that the Simple-Ice simu-
lation and the Reisner2 simulation had very similar
amounts of cloud hydrometeor mass in the lower tropo-
sphere. However, the Reisner2 produced much more
cloud hydrometeor mass (especially cloud water and
super-cooled water) in the middle troposphere than
did the Simple-Ice scheme. These clouds were appar-
ently more effective in blocking solar radiation than
clouds generated by the Simple-Ice scheme, which had
more cloud ice hydrometeor mass than Reisner2 in the
upper troposphere. This analysis suggests that the
choice of non-convective explicit scheme affects simu-
lated seasonal, temperatures—especially when com-
bined with a convective scheme that allows significant
non-convective precipitation (i.e. Grell)—even when
the timing of the precipitation is realistic.

4. ALTERNATIVE CLIMATE SCENARIOS FOR THE
2050s AND 2080s

Fig. 8 shows the Betts-Miller and Grell simulated
domain-wide average surface temperatures in the
1990s, 2050s, and 2080s and the observed average for
1993-1997. The Reisner2 scheme was used in all simu-
lations (how the choice of the non-convective scheme
might impact simulated climate change is not consid-

50
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24
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-110 -95 -80 -65

Fig. 6. A representation of the diurnal cycle of precipitation
(from Dai et al. 1999). The orientation of the arrows indicates
the most frequent local time of rainfall. Refer to key at lower
right corner. LST = local standard time. The length of each
arrow represents the relative frequency of each peak

ered). The Betts-Miller simulated warmer tempera-
tures than Grell in each decade, and the differences
between them grew between the 2050s and the 2080s
from about 2°C to almost 3.5°C (see also Table 1).
Fig. 9 shows the Cumulative Distribution Function of
domain-wide daily maximum temperatures for Betts-
Miller and Grell. The interannual variability, as forced
by the GISS-GCM, becomes larger from decade to
decade, and the Betts-Miller simulated temperatures
vary more than the corresponding Grell values. To
illustrate this point, Table 2 shows an index of inter-
annual variability—namely, the variance of the annual
domain-wide median daily maximum temperature
over the 5 summers simulated for each decade—for
each of the model simulations listed in Table 1. It can
be seen that all model configurations under-estimated
interannual variability for the 1990s, the Grell-configu-
rations more so than the Betts-Miller configuration.
Interannual variability remained fairly constant from
the 1990s to the 2050s, but shows a large increase for
the 2080s. As evident from Fig. 9, this is mainly due to
the anomalously hot summer of 2086 and cool 2084.

Table 2. Variance (°C?) of the 5 annual domain-wide median
values of the daily maximum temperature simulated by the
different models for the decades of the 1990s, 2050s and 2080s

Data set 1990s 2050s 2080s
Observed 0.61

MIBR MM5 0.44 0.27 10.88
MIGR Mod 0.16 0.09 3.01
MIGR Orig 0.06 0.04 4.84
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Summer 1990s
MIGR mod

Hour of
Peak
Rainfall
(LST)

Fig. 7. Spatial distributions of the hour of peak rainfall for each of
3versions of the GISS-MMS5: (A) MIGR for JJA 1993-1997: (B) MIBR
for JJA 1993-1997; (C) original Grell for JJA 1993-1997

No physical explanation for such large variability of
surface temperatures during the 2080s comes to mind.

Fig. 10 shows the time of peak rainfall for Betts-
Miller and Grell in the 2080s. The time of peak precip-
itation in Betts-Miller has become generally earlier
than in the 1990s, while in Grell, the peak time has
become generally later (except in the western part of
the domain where the timing is more similar to Betts-
Miller). The shift to more nighttime convection sug-
gests that advective processes are becoming more
‘forceful’ in triggering or causing moist convection,
while the shift to more afternoon convection implies
additional activity triggered by radiation and bound-
ary layer processes.

Fig. 11 shows the domain-wide average convective
and non-convective precipitation for Betts-Miller and
Grell for each hour of the diurnal cycle during each
decade. The Betts-Miller convective precipitation
increases considerably at all hours of the day from
decade to decade, while the non-convective pre-
cipitation generally decreased during the day, al-
though the change was not as clear as above. For
the Grell results, there is a smaller increase in convec-
tive precipitation between the 1990s and 2080s than
for the Betts-Miller scheme, and there is a small in-
crease in non-convective precipitation as well. Fig. 11
shows that the largest precipitation increases between
the 1990s and the 2080s for the Betts-Miller scheme
were overnight while the largest corresponding in-
creases for the Grell scheme were during the afternoon
hours.

These differences in precipitation amount and tim-
ing have a very important effect on the radiation fluxes
at the surface. Fig. 12 shows the shortwave and long-

30 -
[l Observations
[ MIBR
] MIGR
28
o
o 26 =
o
3
2
= u
—
2
24 B
5
= u
22 B
20 1990s 2050s 20803

Decade

Fig. 8. Domain-averaged surface temperatures for ob-
servations, MIBR and MIGR simulations. The 1990s = JJA
1993-1997; the 2050s = 2053-2057; the 2080s = 2083-2087
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Fig. 9. Domain averaged cumulative density function (CDF) of daily temperatures for each simulated JJA season for (A) MIBR
and (B) MIGR

wave radiation fluxes incident at the surface. The mag-
nitude of the shortwave radiation reaching the surface
for the Betts-Miller scheme increases from the 1990s to
the 2050s, and then from the 2050s to 2080s, presum-
ably as a consequence of less afternoon cloudiness. In
comparison, for the Grell results there was relatively
no change in the amount of shortwave radiation from
decade to decade. Note that the net downward long-

A MIGR mod

0 2 4 6 8 10

Summer 2080s

wave radiation in both Betts-Miller and Grell increases
decadally, a consequence of higher atmospheric tem-
peratures that are driven by the higher surface temper-
atures. But, these increases are greater with the Betts-
Miller scheme, which leads to greater differential
heating of the land surface and the overlying atmo-
sphere than does the Grell scheme, causing enhanced
decadal warming in that scenario.
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Fig. 10. Spatial distributions of the hour of peak rainfall for each of 3 versions of the GISS-MMS5. (A) MIGR for JJA 2083-2087%;
(B) MIBR for JJA 2083-2087
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5. DISCUSSION AND CONCLUSIONS

The diurnal cycle of precipitation is quite different
from region to region over the United States. Yet, many
models, especially global climate models, fail to accu-
rately simulate the timing of precipitation (Trenberth
et al. 2003). The current efforts were intended to
improve the spatial and temporal representation of cli-
mate change characteristics, of which precipitation is a
very important component. To this end, a mesoscale
model, the MMS5, was double-nested on outer and
inner grids with 108 and 36 km spacing, respectively,
in a General Circulation Model, the GISS-GCM.
Five summers of simulations were made during each
of 3 decades, and the average climate statistics for
the 1990s, 2050s, and 2080s were analyzed. Results
showed that the MM5 simulated the spatial variability
of the diurnal cycle over the eastern half of the US
better with one convection scheme than with a second,
alternative parameterization. MacCracken et al. (2003)

800 |o _ AZ\\L ------
|

Q@
- e
Z 650 ~ ~
x —~ N
600 ) —e— Bits/Mill 1990s N
= —e— Bits/Mill 2050s \
,{:-" meemzre-= Bits/Mill 2080s
550 4 —3¢ = Grell 1990s S\
— - Grell 2050s AN
- =A==~ Grell 2080s *
500
15 16 17 18 19 20

B —oc— Bits/Mill 1990s
: —e— Bits/Mill 2050s Jlg+ e
LW | ====o=== Bits/Mill 2080s 5 o
520 —x= = Grell 1990s R .
! = 4= = Grell 2050s ﬁ_.tf - -4 t
- - X L
| oo A== Grell 2080s L~ L ~
= 7=

T
fe~ A~

IR T S -'D':A -
qQ A=A =fr < e po A /'—" ~ -.:\
*
; 480 ({ "
m" 3 - e T ?%
460
ey P
S R S
440
2 6 10 14 18 22
Time (UTC)

Fig. 12. Domain averaged radiative flux at the surface for the

designated hours of the diurnal cycle for the MIBR (Btts/Mill)

and MIGR (Grell) simulations during JJA of each decade.

(A) Incident short-wave; (B) downward longwave. UTC:
Universal Time (Coordinated)

recently pointed out that different model representa-
tions of physical processes create different sensitivities
to changes in greenhouse gas concentrations. Indeed,
further evaluation of these experiments strongly im-
plies that the timing of precipitation, which depended
on the choice of convection scheme, has very important
consequences for the simulation of surface tempera-
tures in hindcasts and in projections of climate change.

The first set of experiments used a modified Grell
cumulus scheme, which included the effect of radiative
and boundary forcing on the triggering of moist con-
vection. These runs simulated the diurnal cycle quite
well, producing the peak precipitation at approxi-
mately the correct time of day from region to region.
Interestingly, simulated decadal changes in precipita-
tion (with this version) mitigated the warming trend of
surface temperatures. Simulations in the 2080s pro-
duced more convective precipitation during the after-
noon, as well as more non-convective precipitation,
causing a moderation in surface warming, and accord-
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ingly, more moderate temperature extremes, as com-
pared to the set of simulations described below.

The second suite of experiments used the Betts-
Miller cumulus convection scheme. The Betts-Miller
scheme, it turns out, is ideally suited for simulating
moist convection where large-scale convergence dom-
inates local boundary layer forcings, or over warm
ocean water where changes in atmospheric stability
can lead to early morning convection. In the current
MM simulations, the Betts-Miller version produced a
maximum in convective precipitation during the early
morning over almost the whole (eastern US) simulation
domain. The relatively lower rates of precipitation dur-
ing the daytime led to greater shortwave heating of the
land surface and higher surface air temperatures. This
effect was amplified by a decadal decrease in after-
noon precipitation, probably owing to greater stabi-
lization associated with increased convective precipi-
tation at night. Hence, surface temperatures increased
considerably from the 1990s to the 2080s, reaching
values comparable to some of the warmest climate
prediction models. In addition, when surface temper-
atures were higher, so too were atmospheric tem-
peratures, causing elevated fluxes of downward long-
wave energy that reinforced the warming trends.

Modeled convective downdrafts, as in the Grell for-
mulation (but not accounted for by this version of the
Betts-Miller scheme) undoubtedly stabilize the atmo-
sphere and have a limiting influence on convective
rainfall rates. Moreover, the utilization of the Grell
moist convection triggering function proved necessary
to activate afternoon showers by local surface forcing.
Lacking this triggering mechanism and downdrafts to
stabilize the atmosphere, the Betts-Miller version
allowed less stable atmospheres to survive until the
moisture could be released by nocturnal or early
morning instabilities.

A comparison of results between the modified Grell
and the ‘original’ Grell implied that it is preferable to
include daytime radiation and boundary layer forcings
in triggering functions in order to simulate better the
diurnal cycle of precipitation. Further support for this
argument is implied by results from the Kain-Fritsch
cumulus convection scheme, which also includes a
triggering function (although differences here about
the time-scale of convection might also to be important
in the partitioning between convective versus non-
convective precipitation).

The routine emphasis to get modeled precipitation
amounts correct has somewhat neglected the need
to correctly partition between convective and non-
convective or to model a realistic diurnal cycle. Yet,
recent investigations suggest that precipitation type
does influence other atmospheric properties, and it
varies significantly within the diurnal cycle, seasonally

and from region to region (Dai et al. 1999, Gutowski et
al. 2003, Nesbitt & Zipser 2003). The partitioning be-
tween convective and non-convective precipitation and
the diurnal cycle matter, not only because rates and
timing determine the split between runoff and absorp-
tion by the soil, but also because these characteristics
have an impact on the simulation of long term surface
temperature trends. An additional, subtler sensitivity
of modeled surface temperature relates to the simu-
lated phase type of non-convective cloud hydromete-
ors. In a test with an alternative scheme over a single
summer for which simulated clouds were less opaque
to shortwave insolation, seasonal mean surface tem-
peratures were higher than in the control experiment.
The important lesson here is that trends of global
warming are clearly sensitive to the diurnal cycle of
precipitation. Changes in that cycle will alter daytime
heating rates and future temperature maximums, with
nocturnal precipitation peaks favoring higher tempera-
tures. The differences in the 2 scenarios are large
enough to significantly alter contingency plans in such
sectors as public health and energy. An additional lesson
is that model simulations of climate change will not
provide realistic temperature projections unless they
correctly simulate the spatial variability of the diurnal cy-
cle of precipitation. Improvements in modeling moist
convection should advantageously limit the range of
solutions from alternative schemes. More importantly, as
improvements are realized, they will contribute to a
greater confidence in projections of climate change.
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