# HARVARD UNIVERSITY Graduate School of Arts and Sciences 

(440

## DISSERTATION ACCEPTANCE CERTIFICATE

The undersigned, appointed by the
Department of Earth and Planetary Sciences
have examined a dissertation entitled
"Amazon Forest Response to Changes in Rainfall Regime: Results from an Individual-Based Dynamic Vegetation Model"
presented by Marcos Longo
candidate for the degree of Doctor of Philosophy and hereby certify that it is worthy of acceptance.

Signature


Typed name: Prof. Paul Moortroft


Typed name: Assoc. Prof. David Johnston

Date: December 23, 2013

# Amazon Forest Response to Changes in Rainfall Regime: Results from an Individual-Based Dynamic Vegetation Model 

a dissertation presented
by
Marcos Longo
to
Department of Earth and Planetary Sciences in partial fulfillment of the requirements
for the degree of
Doctor of Philosophy
in the subject of
Earth and Planetary Sciences

Harvard University
Cambridge, Massachusetts
December, 2013
© 2013 - Marcos Longo
All rights reserved.

# Amazon Forest Response to Changes in Rainfall Regime: Results from an Individual-Based Dynamic Vegetation Model 


#### Abstract

The Amazon is the largest tropical rainforest in the world, and thus plays a major role on global water, energy, and carbon cycles. However, it is still unknown how the Amazon forest will respond to the ongoing changes in climate, especially droughts, which are expected to become more frequent. To help answering this question, in this thesis I developed and improved the representation of biophysical processes and photosynthesis in the Ecosystem Demography model (ED-2.2), an individual-based land ecosystem model. I also evaluated the model biophysics against multiple data sets for multiple forest and savannah sites in tropical South America. Results of this comparison showed that ED-2.2 is able to represent the radiation and water cycles, but exaggerates heterotrophic respiration seasonality. Also, the model generally predicted correct distribution of biomass across different areas, although it overestimated biomass in subtropical savannahs.

To evaluate the forest resilience to droughts, I used ED-2.2 to simulate the plant community dynamics at two sites in Eastern Amazonia, and developed scenarios by resampling observed annual rainfall but increasing the probability of selecting dry years. While the model predicted little response at French Guiana, results at the mid-Eastern Amazonia site indicated substantial biomass loss at modest rainfall reductions. Also, the response to drier climate varied within the plant community, with evergreen, early-successional, and larger trees being the most susceptible. The model also suggests that competition for water during prolonged periods of drought caused the largest impact on larger trees, when insufficient wet season rainfall did not recharge deeper soil layers.

Finally, results suggested that a decrease in return period of long-lasting droughts could prevent ecosystem recovery. Using different rainfall datasets, I defined vulnerability based on the change in climate needed to reduce the return period of long droughts. The most vulnerable areas would be near Southeastern edge, a large band in mid-Eastern Amazonia, Western and Northern Bolivia and areas in Eastern Peru, whereas areas in mid-Southern Amazonia could be surprisingly resilient.
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## Chapter 1

## Introduction

### 1.1 Motivation

Global climate is undergoing significant and widespread changes due to anthropogenic emissions of greenhouse gases, most notably carbon dioxide $\left(\mathrm{CO}_{2}\right)$. The recently released Fifth Assessment Report of Intergovernmental Panel for Climate Change (IPCC, 2013) reinforces the previous reports in which widespread warming is certain, and that further warming throughout the remaining of the century is virtually certain according to the assessment. Of particular interest is the impact of such changes in climate to land ecosystems, in particular tropical rainforests, which store a significant amount of carbon: for instance recent assessments of carbon stocks suggest that tropical forests may store between 159 and 193 Pg of carbon in above-ground biomass (Baccini et al., 2012; Saatchi et al., 2011). In addition, terrestrial ecosystems contribute as active sinks of anthropogenic $\mathrm{CO}_{2}$ emissions, with and a recent study by Ciais et al. (2013) suggests that between $25-30 \%$ of fossil fuel emissions to the atmosphere are eventually sequestered by land, and roughly an equal amount being removed through ocean uptake.

Despite storing large amounts of carbon and working as a sink, it remains unknown how how terrestrial ecosystems will respond to further changes in climate throughout the $21^{\text {st }}$ century. While the most extreme scenarios using an earlier version of integrated atmosphere-ocean-biosphere


Figure 1.1: Predicted changes of total land carbon by the multiple CMIP-5 models for all tested scenarios using 2005 as the reference (figure taken from Jones et al. (2013)). Colors indicate different models, and dashed lines correspond to models without land use change. According to Jones et al. (2013), all scenarios but RCP-4.5 include a net loss of natural vegetation due to land use.
models suggested that land could turn into a carbon source after drier and warmer conditions collapsed the Amazon forest (Cox et al., 2004; Jones et al., 2009), recent evaluations constraining the results with observed variability and sensitive analysis of separate forcing (temperature, rainfall, and $\mathrm{CO}_{2}$ ) indicated that such collapse is unlikely due to the positive effect of $\mathrm{CO}_{2}$ fertilization (Cox et al., 2013; Huntingford et al., 2013). Nevertheless, the new generation of Earth system Jones et al. (2013) compared the predictions from the new generation of Earth system models (CMIP-5, also see Fig. 1.1), and large range of potential changes still exist, although simulations with the least land use change (RCP-4.5) generally shows increase in land carbon stores.

While these predictions suggest that $\mathrm{CO}_{2}$ fertilization effect could significantly enhance forest resilience by increasing water use efficiency, and thus mitigate impacts from warmer and drier climates, there is still great uncertainty on the actual contribution of the atmopsheric $\mathrm{CO}_{2}$ enrichment to biomass accumulation. The impact of $\mathrm{CO}_{2}$ on photosynthesis at the leaf level has been extensively studied and has been relatively well characterized for decades (c.f. Farquhar et al., 1980; Collatz et al., 1991; Leuning, 1995; von Caemmerer, 2000; Lambers et al., 2008) and such knowledge has been used as the basis for most dynamic global vegetation models (DGVMs) (e.g. Sellers et al., 1996; Foley et al., 1996; Oleson et al., 2010; Clark et al., 2011), but the scaling from leaf to ecosystem level, and from the typical time scale of photosynthesis controls to long term dynamics at tropical forests is far from trivial (Körner, 2009, and references therein). In addition, changes in $\mathrm{CO}_{2}$ and climate are unlikely to be the same across all species: for instance, several studies have suggested that lianas are becoming more abundant in tropical forests and their high leaf area relative to total mass ay be a reason for their faster growth (Schnitzer and Bongers, 2011); if this increase has been caused by the ongoing $\mathrm{CO}_{2}$ increase, then the net effect of $\mathrm{CO}_{2}$ enhancement can be significantly reduced. Recently, Clark et al. (2013) assessed the long term measurements of above-ground net primary productivity (ANPP) at La Selva, a tropical rainforest site in Costa Rica, and did not find any evidence of $\mathrm{CO}_{2}$ fertilization effect over the past decade, and were unable to identify an increase in ANPP due to increasing $\mathrm{CO}_{2}$; instead, wood production was more (negatively) correlated with nighttime temperature and vapour pressure deficit. Likewise, Zhao and Running (2010) used the MODIS net primary productivity algorithm to estimate the NPP variability and trends over the past decade, and their estimates suggested that global NPP may have marginally decreased, and that the decrease was mostly due to droughts in the Southern Hemisphere, in particular in 2005, which coincided with a major drought in the Southwestern Amazon (Marengo et al., 2008).

The Amazon is the largest contiguous tropical rainforest, with the area within the Amazon Basin extending over 5.8 million $\mathrm{km}^{2}$ (Keller et al., 2004b) and storing nearly 100 Pg of carbon (Baccini et al., 2012, see Fig. 1.2 for estimated distribution of biomass across the region from


Figure 1.2: Above-ground biomass distribution across tropical South America, using the dataset from Baccini et al. (2012). Grey lines are political boundaries and the white line corresponds to Amazonia (Amazon Basin plus the Guiana Shield). The position of several sites that will be used throughout this dissertation are shown for reference.
dataset), and it has been the focus of a large scientific efforts under the Large-Scale Biosphere Experiment in Amazonia (LBA Keller et al., 2004b; Davidson et al., 2012). The LBA project aggregated a wide range of multi-disciplinary studies involving researchers from numerous institutions, areas of knowledge, and countries, towards better understanding how the Amazon region would respond to future changes in climate and land use. In spite of the significant progress in knowledge brought by LBA, many questions remain open to date. One such question is exactly on how resilient to droughts the Amazonian forests will be should the frequency of droughts increase, and whether the forest is approaching a tipping point in which large areas of the forest could be lost and replaced by a lower biomass, more open canopy ecosystem akin to savannahs (Nobre and

Borma, 2009; Marengo et al., 2011a). The Amazon has experienced at least four major droughts over the past 25 years, most notably 1991-1992 and 1997-1998 in the North and East, and 20042005 and 2010 in the Southwestern part, (Davidson et al., 2012)), and some areas of the Amazon, particularly the Southern part, may be experiencing a drying trend (Fu et al., 2013). Controlled field experiments simulating reduction of $50 \%$ of rainfall at two locations in the Amazon showed significant increase in mortality after 3 years of the experiment, with large trees being particularly susceptible (Nepstad et al., 2007; da Costa et al., 2010). In addition, Phillips et al. (2009) found significant decrease in net biomass accumulation over large areas of the Amazon following the 2005 drought, and later Phillips et al. (2010) using pantropical data also found higher mortality amongst larger trees following droughts. While observed mortality cannot be directly attributed to droughts and confounding effects such as windthrow due to squall lines (Negrón-Juárez et al., 2010), results from remote sensing suggest that significant changes in the forest structure occurred after the drought and these changes persisted for several years (Saatchi et al., 2013).

Several numerical modelling studies have been carried out testing the possibility of savannization in the Amazon, and generally found that large areas of the Amazon may be vulnerable to become either savannahs or dry forests, particularly in Southern Amazonia, and when the $\mathrm{CO}_{2}$ fertilization effect is not included (e.g. Lapola et al., 2009; Senna et al., 2009; Rammig et al., 2010). While such studies provide important insights on vulnerable areas and contain sophisticated and realistic representation of ecosystem processes, their representation of the vegetation is often simplistic and biome-based as opposed to individual-based. The relevance of individualbased becomes evident from studies showing the response of plant community to climate extremes. For example, mortality in plant communities following a climate extreme is strongly dependent on abiotic and biotic variability in the micro-environment, and rates are also strongly dependent on different tolerances between species (Allen et al., 2010, and references therein); moreover, as mentioned before, both the controlled experiments and observations from tropical forests have indication mortality rates amongst larger trees, and also varied across different genera (Nepstad et al., 2007; da Costa et al., 2010). Different responses within the plant community are not restricted
to the Amazon: for example, Carnicer et al. (2011) found that while Mediterranean species responded to increasing drought and warming with increased defoliation and mortality, the response varied significantly amongst different species. Furthermore, plant community significantly alters the local environment, and results from such modifications may further affect the dynamics of the plant community as well as the establishment and maintenance of populations at longer term. For instance, recently De Frenne et al. (2013) used plant presence data from forest inventories in Europe and North America, and found that increase in presence of warm adapted understory species over the past decades was lower at denser forests. Finally, disturbances are also important drivers of the plant community dynamics, and vegetation structure and floristic composition is often significantly different depending on the disturbance history: for example, Chambers et al. (2009) compared the forest structure and floristic composition of two areas near Manaus (M34 Fig. 1.2), one undisturbed region and another that had been affected by a large blowdown event, and found significantly lower average wood density, basal area, and above-ground biomass in the disturbed area, with significantly higher abundance of typical pioneer genera such as Pouroma, Cecropia, adn Vismia at the area affected by blowdowns. Likewise, Xaud et al. (2013) found that areas affected by multiple fires in transitional forests in Roraima had significantly lower stature and basal area, and higher abundance of Cecropia.

Given the relevance of distribution of individuals and micro-environments within the ecosystems, many authors have advocated that the next generation of predictive ecosystem models must be based on individuals as opposed to average properties of the biomes (e.g. Moorcroft, 2006; Purves and Pacala, 2008; van der Molen et al., 2011; Evans, 2012). Amongst individual based models, the Ecosystem Demography Model (Moorcroft et al., 2001) solves the dynamics of the ecosystem by accounting for individuals of different sizes and life strategy groups, and different patches characterized by the type of disturbance that last occurred and the time since last disturbance. More importantly, the basic equations that describe the ecosystem do not require solving every individual and every single patch; instead, it solves the probability distribution function of patch ages for each disturbance type, and for any given patch, it solves the demographic density of
each plant functional group by size. This model has previously applied to a wide range of applications and biomes (e.g. Moorcroft et al., 2001; Albani et al., 2006; Desai et al., 2007; Medvigy et al., 2009; Ise and Moorcroft, 2010; Fisher et al., 2010; Antonarakis et al., 2011; Kim et al., 2012). Recently, Powell et al. (2013) compared the ability of a suite of dynamic vegetation models to represent the results from the throughfall exclusion experiments in the Amazon, and found that the Ecosystem Demography model had a better prediction of the timing of biomass loss, presumably due to a more realistic representation of the processes and interactions and competition between individuals.

How the model represents the structure of the population and landscape at a variety of biomes is illustrated in Fig. 1.3, for typical tropical rainforest and a woody savannah sites. It can be observed that in ED-2.2 biomes are also emerging properties that come with the distribution of size and age: for example, Paracou (GYF) has a low disturbance regime, which allows a high density of stems to develop (Fig. 1.3c) whereas in Brasília (BSB) a high disturbance regime (Fig. 1.3d) generated a low density of trees of generally lower stature. Moreover, the population community is structurally different between the sites (Fig. 1.3e,f), with absence of tall trees at recently disturbed sites and high abundance of early successional trees, as opposed to old patches, where mid or late successional trees become more common, and in general the population of small trees is greater amongst small trees living in old cohorts. In addition, the differences in the plant community emerge from different probability density functions of patches (Fig. 1.3g), being several times higher for recently disturbed patches, and an absence of very old patches (older than 100 yr ) in Brasília.

### 1.2 Thesis overview

Because of the relevance of the Amazon forest in the global context of changes in climate, carbon stocks, and biodiversity, it is fundamental to understand how resilient the ecosystem is to changes in climate that may push it outside the optimal conditions. In this context, the main goal of this dis-


Figure 1.3: Overview on how the size and age structure represents different biomes, (a) Paracou (GYF), a tropical rainforest site in French Guiana, and (b) Brasília (BSB), a woody savannah site at the Cerrado region in Brazil. Model representation of (c) GYF and (d) BSB at near equilibrium stage (Sec. 3.4.1). Distribution of cohorts within (e) GYF and (f) BSB(), by size (diameter at the breast height and DBH and height), age since last disturbance (gap age) and functional group (colors). Dot size is proportional to the logarithm of population of individuals within each patch. (g) Distribution of ages since last disturbance at both locations. Photograph credits: (a) http:// www.ecofog.gf/spip.php?article365, and (b) Enzo Todesco. See Fig. 1.2 for location of both sites in South America.
sertation is to estimate how much shift in the rainfall regime at different areas of the Amazon forest could stand before they experienced major significant losses. In addition, I aimed at identifying how the plant community structure and composition could change should the Amazon responded
to drier climates. To answer this question, I used the Ecosystem Demography Model, which has the unique way of representing the structure of the biome in terms of individuals, and their ability to access and compete for resources that are needed for plants to maintain their living tissues, grow and reproduce, and represent their death in case they fail to access such resources or are affected by some other disturbance. Model development and improvement was a major part of this dissertation, and this effort was largely done in collaboration with Ryan G. Knox. The first version of the Ecosystem Demography model (Moorcroft et al., 2001) had a very simplistic representation of biophysical processes, which limited its use for understanding the impact of changes that strongly depend on processes that occur in high frequency. A major improvement in the biophysics had been carried out by Medvigy (2006), and the work presented here is largely built on top of his development; nevertheless, many issues had to be addressed before I could effectively use the model for this work. First, the model had been previously tested only for forest sites, and several original assumptions and phenomenological formulations would cause instabilities over non-forested regions. This eventually lead us to develop a much improved biophysical model, which is now derived from formal derivations from thermodynamic laws, and the system of prognostic equations is based on enthalpy and internal energy as opposed to temperature.

In Chap. 2, I present the development of the version 2.2 of the Ecosystem Demography Model (ED-2.2), with particular emphasis on the new thermodynamic closure, and all modules necessary to close the enthalpy, water, and carbon dioxide cycles. In addition, I present detailed description of all modules that directly contribute to the aforementioned cycles, including hydrology and energy exchange between soil layers; the updated two-stream model for resolving the distribution of irradiance throughout the canopy; the surface layer model, which simulates the eddy covariance fluxes leaving the canopy, and the exchange of heat and water between the different surfaces and the canopy air space; the updated leaf physiology model, which controls photosynthetic activity and transpiration loss; and the autotrophic and heterotrophic respiration model. While this chapter is heavily mathematical, it constitutes an important reference for future model developments. The work in this chapter is in preparation for submission to a journal with focus on model development
(e.g. Geoscientific Model Development).

In Chap. 3, I present an extensive model evaluation of the current model against multiple data sets to determine the main strengths and areas where further development of the model are needed. First I evaluate the model with imposed plant community structure from forest censuses, and drive the model using site-level measurements at several locations in tropical South America, mostly but not exclusively at the Amazon forest, and compare results with eddy covariance towers, additional auxiliary measurements, and values reported from publications, in order to determine the main source of uncertainties, and identify potentially confounding effects. In addition, I compare equilibrium vegetation simulations starting from near bare ground conditions for the same locations plus additional sites located either at the transition or outside the Amazon, in order to evaluate whether the model can reproduce the variability between sites and across the region. Finally I evaluate the differences in the model dynamics towards equilibrium by using the ED-2.2 compared with simplified versions in which size, age, or functional diversity are averaged. This extensive evaluation will be also prepared as a companion publication for Chap. 2 on the same journal.

In Chap. 4, I present the results on the estimates of the vulnerability of Amazonian forests to a drier climate. Here I focus on two sites with the most data on biophysical and long term dynamics available, that also have a significant seasonality and interannual variability of rainfall - Paracou (GYF) and Santarém km 67 (S67), and develop multiple rainfall regime scenarios that are based on long-term rainfall observations at both locations. I start by presenting the comparison between the observed and modelled dynamics, and explore the predicted response to increasingly drier scenarios, first looking into the effects on the community as a whole, where I observed that while Paracou showed very little response to increasingly drier conditions due to the excessive average rainfall, in Santarém km 67 the forest could start losing significant biomass at relatively modest shifts in climate, with the actual magnitude being dependent on soil conditions and plant drought adaptations. In addition, I analyse the structural changes in plant community for the simulations that showed the most response, and found that while all plants could experience higher mortality,
evergreen, early successional, and larger trees had most losses and least recovery, whereas in some cases losses of the most vulnerable trees was compensated by the increase of population of trees with lower demand. Finally, I also identified the return period of extreme of sufficiently long droughts, defined as a consecutive period of 12 months with water deficit, could be used to predict areas most vulnerable to droughts, and calculated the return period from multiple rainfall data sets to estimate which regions would be the most vulnerable to drying climate. While the extreme South and Eastern Amazonia were also predicted to be as vulnerable as previous works, a large band crossing the northern and central areas of the Amazon, along with drier areas in Bolivia and Peru, could also be less resilient particularly if the average rainfall decreased. The main findings in this chapter is being prepared for submission to Ecological Applications.

In Chap. 5 I present a summary of the main findings, along with suggestions for future work that could improve our understanding of the response and resilience of tropical forests to future changes in climate and land use.

Finally, a significant amount of work also done in collaboration with Ryan Knox was to couple the Brazilian Regional Atmospheric Modelling System (BRAMS, K. Longo et al., 2013) to the Ecosystem Demography model. This coupling also required extensive model development of the atmospheric component, from ensuring that the thermodynamic laws between the two models were consistent to improvements on cumulus parameterizations, planetary boundary layer turbulence, and the feedbacks of parameterized clouds on radiation profile. The coupled model system is currently being used to evaluate the feedbacks between the ecosystem and the atmosphere under predicted changes in land use in South America, in particular how future change in land use from realistic scenarios (e.g. SimAmazonia Soares-Filho et al., 2006; Merry et al., 2009) could affect the distribution of heat and rainfall within the Amazon, and how this could further affect the dynamics of the remaining forests. This is an ongoing project, thus it has not been included in this dissertation. Nevertheless, the resulting coupled model has been also actively used for research led by other researchers, and the first results of this collaborative development have been submitted for publication (Knox et al., 2013a,b).

## Chapter 2

## Enthalpy, water, and carbon-dioxide cycles in the Ecosystem Demography Model, version 2.2

The developments and improvements to the biophysical and biogeochemical parameterizations of ED-2.2 were done in collaboration with Ryan Knox, David Medvigy, and Naomi Levine.

### 2.1 Introduction

Modelling the interactions between vegetation and the atmosphere has evolved considerably over the past decades (Levis, 2010). In one of the first studies analysing the interaction between biosphere and atmosphere, Charney et al. (1975) obtained a significant increase in rainfall over the Sahara by only lowering the Saharan albedo to values typical of plant-covered landscape; a few years later, Deardorff (1978) demonstrated that predictions of near surface temperature for a wheat field in England could be substantially improved by including a bulky parameterization of vegetation that became the first generation of "big leaf" models, later extended and modified to provide global surface boundary conditions (e.g., NCAR/BATS, Dickinson et al., 1986). The next genera-
tions of biosphere models increased in complexity by including more mechanistic representation of radiation transfer, roughness and transpiration (e.g. SiB, Sellers et al., 1986), and some representation of photosynthesis and respiration for prescribed biomes (e.g. TEM, LSM, and SiB2, Raich et al., 1991; Bonan, 1995; Sellers et al., 1996, respectively). Meanwhile, several biogeographic models were being developed to predict the global distribution of potential equilibrium biomes based on mean climate conditions (e.g. BIOME and MAPSS, Prentice et al., 1992; Neilson, 1995, respectively), although processes such as establishment, competition, and mortality were still incipient and were largely independent of the biophysical processes. In 1996, Haxeltine and Prentice and Foley et al. presented a new approach in which competition and dominance of different plant functional types (PFTs) was directly related to the productivity, linking processes occurring at high temporal frequency such as net primary productivity to long-term dynamics. By also including climate variability, Foley et al. introduced the concept of dynamic global vegetation model (DGVM), by which changes in climate could also shift the ecosystem out of equilibrium. Later developments of DGVMs, such as LPJ (Sitch et al., 2003), CLM-DGVM (Levis et al., 2004) and TRIFFID/JULES (Hughes et al., 2004; Clark et al., 2011) among others, also included mechanisms such as disturbance through fires and multiple types of mortality due to the various constraints on biome.

Although DGVMs are capable of reproducing the main patterns of the current biome distribution (e.g. Sitch et al., 2003; Blyth et al., 2011), there is still a significant uncertainty on how the ecosystems may respond to climate change, in part because of the uncertainties on the impact in regional climate, but also because of the uncertainty of how the ecosystems may respond to any given change, as discussed by Sitch et al. (2008). In particular, transitions between closed-canopy forests and treeless biomes are much sharper in these models when compared with observations (Good et al., 2011). One reason for such result is that the classic definition of PFT is blurred between individual and biome characteristics: Purves and Pacala (2008) mentioned that PFTs are defined from a combination of biogeographic range, and some very simple morphological aspects; however, they lack variation in height (or rooting depth) and function in the ecosystem. As a result,
plant communities are often represented as a single vegetation type, preventing a proper representation of complex interactions between individuals that form this biome (Moorcroft, 2006; Evans, 2012). Both the traits and developmental stage of a plant are fundamental explaining its ability to compete for resources. For example, in forest ecosystems, tree size determines how much water and light an individual can access, and its physiological and life history traits determine how much resources are needed, and how efficiently the individual can obtain such resources compared to other individuals that are also accessing the same resources. Experimental studies indicate that biodiversity can enhance the ecosystem function, especially if they are carried out for longer periods (e.g., Tilman and Downing, 1994; Naeem and Li, 1997; Cardinale et al., 2007), while some studies carried out on dry lands suggest that biodiversity could contribute to enhanced ecosystem functionality in highly stressed environments (Jucker and Coomes, 2012).

An alternative approach to most big-leaf based DGVMs are the individual based vegetation models, also know as gap models (c.f. Bugmann, 2001). These models simulate the birth, growth, and death of individual plants, hence incorporating the heterogeneity of the plant community. Since birth and death are stochastic processes, multiple realisations are required to determine the longterm, large-scale dynamics of these models, which limits its applicability over large regions or global scale.

The Ecosystem Demography Model (ED), developed by Moorcroft et al. (2001), specifically addresses the need to incorporate heterogeneity in the plant community while remaining deterministic. The equations that describe the plant community are derived from the individual properties, but properly scaled in order to obtain the dynamics of the distribution of demographic density as a function of the individual size and PFT, and the age since the last disturbance, later extended to by Albani et al. (2006) to account for the type of disturbance; this approach was originally named the size- and age-structured model (Moorcroft et al., 2001), and along this text will be referred to as the size-, strategy-, and age-structured model (SSAS), Strategy has been included in the name to stress that unlike most DGVMs, PFTs in ED are defined not only based on biogeographic range, but, as pointed out by van der Molen et al. (2011), they also represent plant strategical properties, or dif-
ferent functional groups within the same community, which is often considered more descriptive of ecosystem functioning than strict taxonomic classes (Hooper et al., 2002; Reiss et al., 2009). These functional groups represent a suite of physiological, morphological, and life history traits, thereby mechanistically representing the different ways plants utilise resources, although this also requires knowing how such traits vary in the plant community of interest (Fisher et al., 2010).

The original formulation of the ED model had a very simple representation of the biogeophysical processes that drive the energy, water, and carbon dioxide $\left(\mathrm{CO}_{2}\right)$ cycles. Since the inception of version 2 , there has been an ongoing effort towards a more comprehensive and mechanistic representation of the biogeophysical and biogeochemical cycles (Medvigy, 2006; Medvigy et al., 2009; Knox, 2012). In this chapter I describe the state of the improved biogeophysical and biogeochemical module in the most recent version of the model (ED-2.2), with a special focus on processes that occur in sub-daily scale. While one will notice that many parameterizations and sub-models in ED-2.2 are based on other DVGMs, one fundamental difference, is that in ED-2.2 all biogeophysical properties are those of a horizontally and vertically heterogeneous plant community and define the resource availability and micro-environment of the different individuals within the plant canopy.

In Sec. 2.2, I present a general overview of the model, including the multiple hierarchical levels associated with the SSAS approach, the different time scales associated with the model, and the input data required to drive the model. In Sec. 2.3, I present an overview of the fundamental prognostic and diagnostic equations used to determine the enthalpy, water and carbon dioxide cycles. In Sec. 2.4, I present the main sub-models used to determine the enthalpy, water, and $\mathrm{CO}_{2}$ fluxes.


Figure 2.1: Schematic of the multiple hierarchical levels in ED-2.2. Red arrows represent the nesting, showing how each parent level is split into the child groups. The definition of polygons and sites (static levels) and patches and cohorts (dynamic levels) is given in the main text.

### 2.2 Structure of the ED-2.2 model

### 2.2.1 Hierarchical levels

The solution of the plant community dynamics in ED is determined through hierarchical structures within the domain of interest and time span, as shown in the schematic in Fig. 2.1. The domain of interest is geographically divided into polygons (y): within any polygon, we assume all that time-dependent abiotic conditions such as meteorological conditions above the plant community are uniform, therefore, a polygon can be thought as a site of interest near an eddy flux tower, or the lower boundary condition for one grid column in an atmospheric model. The polygon may be subdivided into $S$ sites; each site with fractional area $A_{s}$ shares the same time-independent abiotic conditions such as soil texture. Both polygons and sites are defined at the beginning of the simulation and are fixed in time, and no geographic information is assumed for sites and further
sub-divisions. In addition, let $a[s]^{1}$ be the age since the last disturbance of any patch of plant community within the site; $i \in\{1,2, \ldots, I\}$ be the index of the disturbance types that can generate a new patch; and $\alpha \equiv \alpha(a, t)$ be the age- and time-dependent matrix of probability distribution of age since last disturbance, where each element $\alpha_{i, s, y}$ corresponds to one disturbance type $i$ within a site of area $A_{s}$ that satisfies

$$
\begin{align*}
\sum_{s=1}^{S} A_{s} & =1  \tag{2.1a}\\
\sum_{i=1}^{I}\left[\int_{0}^{\infty} \alpha_{i, s, y}(a, t) \mathrm{d} a\right] & =1 \tag{2.1b}
\end{align*}
$$

From Eqn. (2.1b), the probability can be also thought as the patch relative area within a site. Finally, let $\mathbf{N} \equiv \mathbf{N}(\mathbf{c}, a, t)$ be the array where each element $n_{m, i, s, y}$ corresponds to the distribution of cohorts of same size $\mathbf{c}$ living in a patch of age $a$ at time $t$, for each PFT $m$, and disturbance type $i$ within site $s$ of polygon $y$; and $\mathbf{c}=\left(C_{\lambda} ; C_{\rho} ; C_{\sigma} ; C_{\delta} ; C_{\tau}\right)\left[\mathrm{kg}_{\mathrm{C}}\right.$ plant $\left.^{-1}\right]$ is the vector that determines the size of any individual plant, and whose components are the biomass of leaves, fine roots, sapwood, structural tissues, and storage (starch and sugars), respectively.

Following Moorcroft et al. (2001), Albani et al. (2006), and Medvigy and Moorcroft (2012), the fundamental partial differential equations that describe the dynamics of demographic density and probability distribution within each site in the SSAS model are defined as (dependencies omitted for clarity):

$$
\begin{align*}
& \underbrace{\frac{\partial n_{m, i, s, y}}{\partial t}}_{\begin{array}{c}
\text { Change in } \\
\text { demographic } \\
\text { density }
\end{array}}=\underbrace{-\frac{\partial n_{m, i, s, y}}{\partial a}}_{\begin{array}{c}
\text { Ageing } \\
\text { of plant } \\
\text { community }
\end{array}} \underbrace{-\nabla_{\mathbf{c}} \cdot\left(\dot{\mathbf{g}}_{m} \cdot n_{m, i, s, y}\right)}_{\text {Growth }} \underbrace{-\dot{\mu}_{m} \cdot n_{m, i, s, y}}_{\text {Mortality }},  \tag{2.2a}\\
& \underbrace{\frac{\partial \alpha_{i, s, y}}{\partial t}}_{\begin{array}{c}
\text { Change in } \\
\text { age structure }
\end{array}}=\underbrace{-\frac{\partial \alpha_{i, s, y}}{\partial a}}_{\begin{array}{c}
\text { Ageing } \\
\text { of plant } \\
\text { community }
\end{array}} \underbrace{\sum_{i^{\prime}=1}^{I} \dot{\lambda}_{i, i^{\prime}} \alpha_{i, s, y}}_{\text {Disturbance }}, \tag{2.2b}
\end{align*}
$$

[^0]where $\dot{\mu}_{m}\left[\mathrm{~s}^{-1}\right]$ is the mortality rate for each PFT; $\dot{\mathbf{g}}_{m}\left[\mathrm{~kg}_{\mathrm{C}}\right.$ plant $\left.^{-1} \mathrm{~s}^{-1}\right]$ is the growth rate for each size component, and $\nabla_{\mathbf{c}}$. is the divergent operator for the size vector; $\dot{\lambda}_{i, i^{i}}\left[\mathrm{~s}^{-1}\right]$ is the disturbance rate from a patch of type $i$ to a patch of type $i^{\prime}$. The boundary conditions for Eqn. (2.2) are:
\[

$$
\begin{align*}
n_{m, i, s, y}\left(\mathbf{c}_{0_{m}}, a, t\right)= & \frac{1}{\dot{\mathbf{g}}_{0_{m}} \cdot \mathbf{1}}\{\underbrace{\iiint_{\mathbf{c}_{0}}^{\infty}\left(1-d_{m}\right) \dot{r}_{m} n_{m, i} \alpha_{i} \mathrm{~d} \mathbf{c}}_{\text {Local recruitment }} \\
& +\underbrace{\sum_{s=1}^{S} \sum_{i=1}^{I}\left[\int_{0}^{\infty} \iiint_{\mathbf{c}_{0}}^{\infty} d_{m} \dot{r}_{m} n_{m, i, s, y} \alpha_{i, s, y} \mathrm{~d} \mathbf{c} \mathrm{~d} a\right]}_{\text {Recruitment from random dispersal }}\}  \tag{2.3a}\\
n_{m, i, s, y}(\mathbf{c}, 0, t)= & \underbrace{\sum_{i^{\prime}=1}^{I}\left[\int_{0}^{\infty} \dot{\sigma}_{m, i^{\prime}} n_{m, i^{\prime}, s, y} \alpha_{i^{\prime}, s, y} \mathrm{~d} a\right]}_{\text {Plant community following disturbance }}  \tag{2.3b}\\
\alpha_{i, s, y}(0, t)= & \underbrace{\sum_{i^{\prime}=1}^{I}\left[\int_{0}^{\infty} \dot{\lambda}_{i^{\prime}, i} \alpha_{i^{\prime}, s, y} \mathrm{~d} a\right]}_{\text {Probability of recently disturbed patch }} \tag{2.3c}
\end{align*}
$$
\]

where $\mathbf{c}_{0_{m}}$ is the size of the smallest individual; $\dot{\mathbf{g}}_{0_{m}}$ is the growth rate for individuals with size $\mathbf{c}_{0_{m}} ; \mathbf{1}$ is the unity vector for size; $\dot{r}_{m}\left[\mathrm{~s}^{-1}\right]$ is the recruitment rate; $d_{m}$ is the fraction of recruits that are randomly dispersed instead of locally recruited, which depends on the PFT; and $\dot{\sigma}_{m, i} \equiv \dot{\sigma}_{m, i}(\mathbf{c})$ is the survivorship probability for a PFT $m$ following a disturbance of type $i$. The model initial conditions are discussed in the next section.

In addition, let $C_{\mathrm{B}} \equiv C_{\mathrm{B}}(\mathbf{e})$ be the individual carbon balance. This property plays a direct role on controlling the plant community dynamics, which is represented by the functional form of mortality $\left(\dot{\mu}_{m} \equiv \dot{\mu}_{m}\left(\mathbf{c}, C_{\mathrm{B}}(\mathbf{e})\right)\right)$, growth $\left(\dot{\mathbf{g}}_{m} \equiv \dot{\mathbf{g}}_{m}\left(\mathbf{c}, C_{\mathrm{B}}(\mathbf{e})\right)\right)$, and recruitment rates $\left(\dot{r}_{m} \equiv \dot{r}_{m}\left(\mathbf{c}, C_{\mathrm{B}}(\mathbf{e})\right)\right)$. Carbon balance is a function of the environment perceived by the individual, here represented by the vector $\mathbf{e} \equiv \mathbf{e}\left(m, \mathbf{c}, s, y, t, \mathbf{n}_{i}\right)$ where each component represents a different environmental variable. The perceived environment ultimately determines the resource availability for the individual, therefore it depends on the individual characteristics ( $m, \mathbf{c}$ ), abiotic factors ( $s, y, t$ ), and biotic factors due to the plant community where the individual lives (represented by $\mathbf{n}_{i}$, the population vector
within any patch). Finally, let $\mathbf{E}=\mathbf{E}\left(s, y, t, \mathbf{n}_{i}\right)$ be the vector of environmental conditions associated with the plant community as a whole; this vector is also a function of abiotic factors $(s, y, t)$ and biotic factors associated with the local community $\left(\mathbf{n}_{i}\right)$, and ultimately controls the disturbance rates $\left(\dot{\lambda}_{i, i^{\prime}}=\dot{\lambda}_{i, i^{\prime}}(\mathbf{E})\right)$. Because the microenvironment and plant community structure vary within the same large-scale conditions, in ED-2.2 we must solve the biogeophysical and biogeochemical cycles for each patch separately.

Because Eqn. (2.2) cannot be solved analytically, the distribution of cohorts and patches is approximated by discrete classes. In principle I new patches could be created every time step taken to solve Eqn. (2.2b) and $M$ cohorts could be created within each patch for every Eqn. (2.2a) time step, whereas older patches and older cohorts would lose area through disturbance and population through mortality. Since the number of patches and cohorts would rapidly become too large for viable simulations, it is necessary to aggregate them. Because the SSAS approach accounts for heterogeneities in the plant community environment, we aggregate patches and cohorts based on the similarity of the environmental conditions; in ED-2.2, the default method to aggregate patches of the same disturbance history is by comparing the cumulative leaf area index at multiple height levels, using the methodology illustrated in Fig. 2.2. For simplicity in this example I assume only one type of disturbance (e.g. natural disturbance), and the environment to be defined by the cumulative leaf area index ( $\Sigma L A I$ ) at two height levels (in this example referred to as mid-canopy and understorey). Each environment characteristic is sub-divided into environmental levels (six levels in this example). Patches are grouped together only if their age classes are contiguous and the environmental level for each environment property. In Fig. 2.2, the widest boundary between patches is shown as vertical dot-dashed lines, and there are as many lines as times that either mid-canopy or understorey $\Sigma$ LAI changes the environmental level. The only exception for age contiguity is when a patch is empty (i.e. no size class amongst all PFTs contain any vegetation), in which case they are all merged into a single patch. Importantly, patches are not evenly distributed in area or age, only environmental conditions.

Likewise, cohorts of the same PFT that have similar DBH and leaf phenological conditions


Figure 2.2: Schematic of the grouping of patches for one particular land use type using environmental conditions to group different age classes. Green curves correspond to the $\Sigma$ LAI of each height level, here shown as the relative value to the maximum $\Sigma L A I$ of each height level, so the environmental boundaries of both classes overlap; horizontal dotted lines are the boundaries between environmental levels, and vertical dot-dashed lines are the edges between two patches. Purple line corresponds to the probability of each age class, but notice that this value is not used to define patches.
may be merged. While the user may define the ideal number of patches and cohorts per patch, the actual number may be higher or lower depending on the similarities.

Since ED-2.2 represents a multitude of processes that inherently have different time scales, the model also integrates different processes using a variety of nested time steps that are appropriate for each process; Tab. 2.1 contains the list with the group of processes solved by each time step. It must be noted that the biogeophysical and biogeochemical processes are dynamic: these processes are solved using a fourth-order Runge-Kutta integration scheme, which is dynamically adjusted according to error estimates.

Table 2.1: Time step associated with processes resolved by ED-2.2. The thermodynamic sub-step is dynamic and it depends on the error evaluation of the integrator, but it cannot be longer than the biophysics step, which is defined by the user. Other steps are fixed as of ED-2.2.

| Step | Symbol | Time scale | Processes |
| :---: | :---: | :---: | :---: |
| Thermodynamic sub-step | $\Delta t_{\text {thermo }}$ | $1 \mathrm{~s}-\Delta t_{\text {biophys }}$ | Energy and water fluxes |
|  |  |  | Eddy fluxes (including $\mathrm{CO}_{2}$ flux) |
|  |  |  | Most thermodynamic state functions |
| Biophysics step | $\Delta t_{\text {biophys }}$ | $2-15$ min | Canopy air space pressure |
|  |  |  | Evaluation of energy, water, and $\mathrm{CO}_{2}$ budgets |
|  |  |  | Radiation model |
|  |  |  | Photosynthesis model |
|  |  |  | Root respiration |
|  |  |  | Heterotrophic respiration |
|  |  |  | Update of the above-canopy environment |
| Phenology step | $\Delta t_{\text {live }}$ | 1 day | Maintenance of active tissues |
|  |  |  | Update of the storage pool |
|  |  |  | Leaf phenology |
|  |  |  | Plant carbon balance |
|  |  |  | Integration of mortality rate due to cold |
|  |  |  | Soil litter pools |
| Cohort dynamics step | $\Delta t_{\text {cohort }}$ | 1 mo | Growth of structural tissues |
|  |  |  | Cohort height update |
|  |  |  | Mortality rate |
|  |  |  | Reproduction - Cohort creation |
|  |  |  | Integration of fire disturbance rate |
|  |  |  | Cohort fusion, fission, and extinction |
| Patch (gap) dynamics step | $\Delta t_{\text {patch }}$ | 1 yr | Patch creation due to natural disturbance |
|  |  |  | Patch creation due to land use change |
|  |  |  | Patch fusion and termination |

### 2.2.2 Model requirements

ED-2.2 source code is mostly written in Fortran 90, with a few file management routines written in C, with output files in HDF-5 format, and the option of running regional-level simulations in parallel mode, hence requiring HDF-5 and MPI libraries. The code uses dynamic allocation of variables and extensive use of pointers to efficiently reduce the amount of data transferred between routines. Polygon-, site-, patch-, and cohort-dependent variables are always written as long vectors that contain information from all polygons, sites, patches, and cohorts in the simulation and mapped using


Figure 2.3: Schematic of the integration between forest inventory data, meteorological conditions, and the different modules in ED-2.2. Further description on biophysical and biogeochemical solvers is described in Sec. 2.3, and long-term dynamics description is available at Moorcroft et al. (2001); Medvigy et al. (2009).
auxiliary vectors with size and count information. This approach reduces the amount of memory required and output file size, which is fundamental for long-term simulations. In addition, to ensure readability and consistency throughout the code, and allow efficient future developments, any procedure that is carried out by multiple modules is always written into functions or subroutines.

In Fig. 2.3, I present an schematic of which initial and boundary conditions are necessary for running ED-2.2, and where these conditions are used. Input data falls into three main categories: demographic (initial condition), edaphic (fixed boundary condition), and meteorological (initial condition and time-dependent boundary condition).

Five types of initial demographic conditions are possible in ED-2.2. To initialize a plant community from tree inventory, one must ideally have a full list of all individuals with size greater than $\mathbf{c}_{0}$, identified to the species level, along with the coordinates or some sort of geographic information such as quadrants within the plot. If quadrants are not provided, the user may split the plot into
quadrants that should roughly represent the crown area of the largest trees (Moorcroft et al., 2001, e.g., $15 \mathrm{~m} \times 15 \mathrm{~m}$ in a tropical forest); the age since last disturbance and the type of disturbance may be included if they are known, otherwise they are assumed to be old age and natural disturbance. Alternatively, initial conditions can be derived from airborne measurements, following the methodology described by Antonarakis et al. (2011). In addition, a prescribed near bare ground condition may be used: in this case a small population of cohorts $n_{m, 1}\left(\mathbf{c}_{0}, 0,0\right)=0.1$ plantm $^{-2}$ for all PFTs is assigned to natural disturbance type, with the entire polygon being at age $a=0$ and natural disturbance. For theoretical applications, it is also possible to run the model assuming no vegetation (true bare ground). Finally, plant community from previous simulations can be used to provide the initial conditions.

Edaphic conditions include the predominant soil texture class or the sand, silt, and clay fraction (App. B), and the type of bottom soil boundary condition (bedrock, reduced drainage, or free drainage). Soils in ED-2.2 are generally assumed inorganic; although there is an option to assign peat, the hydraulic parameters must be manually adjusted for the site.

Meteorological conditions are typical measurements of eddy flux towers and include temperature, specific humidity, $\mathrm{CO}_{2}$ mixing ratio, and pressure of the air above canopy, precipitation rate, incoming solar (shortwave) radiation and incoming thermal (longwave). Although ED-2.2 can read different variables with different time resolutions, it is highly recommended to use at least hourly resolution, or at the very least four values a day, and any gap filling on time series must be done prior to the simulation. In case of solar radiation, ideally photosynthetically active radiation (PAR) and near infrared (NIR), both split into direct and diffuse radiation, may be provided; otherwise, the total incoming shortwave radiation is split amongst these components using the Weiss and Norman (1985) model.

### 2.3 Overview of enthalpy, water, and carbon dioxide cycles

Here I present the fundamental equations that describe the biogeophysical and biogeochemical cycles. Since the environmental conditions are function of the local plant community, and resources are shared by the individuals, these cycles must be described at the patch level, and the aggregated response of the plant community can be aggregated to the polygon level once the cycles are resolved for each patch. One important assumption in ED-2.2 is that patches do not exchange enthalpy, water, and carbon dioxide with other patches, thus patches are treated as independent systems. From this point I will only refer to the patch- and cohort-levels, and indices associated with patches, sites and polygons will be omitted for clarity.

### 2.3.1 Definition of the thermodynamic state

Consider that each patch is a thermodynamic envelope comprised of multiple thermodynamic systems: the soil layers, temporary surface water or snow, cohorts ${ }^{2}$, and the canopy air space. Although patches do not exchange heat and mass with other patches, they are allowed to exchange heat and mass with the air aloft and lose water and associated internal energy through surface and sub-surface runoff. We also assume that each thermodynamic system within the patch instantaneously reaches thermal equilibrium, and that intensive variables such as pressure and temperature are uniform within each thermodynamic system. The fundamental equations that describe the system thermodynamics are the first law of thermodynamics in terms of enthalpy $H\left[\mathrm{Jm}^{-2}\right]$, and mass continuity for incompressible fluids for total water mass $W\left[\mathrm{~kg}_{\mathrm{W}} \mathrm{m}^{-2}\right]$ :

$$
\underbrace{\frac{\mathrm{d} H}{\mathrm{~d} t}}_{\begin{array}{l}
\text { Change in }  \tag{2.4a}\\
\text { enthalpy }
\end{array}}=\underbrace{\dot{Q}}_{\text {Net heat flux }}+\underbrace{\dot{H}}_{\begin{array}{c}
\text { Net enthalpy flux } \\
\text { due to mass flux }
\end{array}}-\underbrace{\mathcal{V} \frac{\mathrm{d} p}{\mathrm{~d} t}}_{\text {Pressure correction }}
$$

[^1]\[

\underbrace{\frac{\mathrm{d} W}{\mathrm{~d} t}}_{$$
\begin{array}{c}
\text { Change in }  \tag{2.4b}\\
\text { water mass }
\end{array}
$$}=\underbrace{\dot{W}}_{Net mass flux}
\]

where $\mathcal{V}$ is the volume of the thermodynamic system and $p$ is the ambient pressure, and enthalpy and internal energy. The merit of solving the changes in enthalpy over internal energy $(E)$ is that pressure is always included in atmospheric measurements. Nonetheless, the only thermodynamic system where this distinction matters is the canopy air space: work associated with thermal expansion of solids and liquids is several orders of magnitude smaller than heat (c.f. Dufour and van Mieghem, 1975), and changes in pressure contribute significantly less to enthalpy because the specific volume is small. Hence, for all systems except the canopy air space, changes in enthalpy are roughly equivalent to changes in internal energy, and for these systems I use internal energy and enthalpy interchangeably.

Variations in internal energy and enthalpy are more important than their actual values. Therefore, enthalpy is defined as the difference between the current state and an arbitrary but predetermined and fixed reference state where we assume enthalpy to be zero. First, let $Y\left[\mathrm{~kg}_{\mathrm{Y}} \mathrm{m}^{-2}\right]$ be the mass of the material and $h_{y}$ be the specific enthalpy of any material $y\left[\mathrm{Jkg}_{\mathrm{Y}}^{-1}\right]$; because enthalpy is an extensive thermodynamic variable, the total enthalpy is the sum of enthalpies ( $H=\sum_{y} Y_{y} h_{y}$ ). For any material other than water (d), $h_{\mathrm{d}}$ is defined as zero when the material temperature is 0 K ; for water, the zero level is also at $0 K$, with the additional condition that water is completely frozen. The specific enthalpy for all materials other than water $\left(h_{\mathrm{d}}\right)$, ice $\left(h_{i}\right)$, liquid water $\left(h_{\ell}\right)$ or vapor $\left(h_{v}\right)$ are defined as:

$$
\begin{align*}
& h_{\mathrm{d}}(T)=\underbrace{q_{\mathrm{d}} T}_{\text {Heating material }},  \tag{2.5a}\\
& h_{i}(T)=\underbrace{q_{i} T}_{\text {Heating ice }},  \tag{2.5b}\\
& h_{\ell}(T)=\underbrace{q_{i} T_{i \ell}}_{\text {Heating ice }}+\underbrace{l_{i \ell}\left(T_{i \ell}\right)}_{\text {Melting ice }}+\underbrace{q_{\ell}\left(T-T_{i \ell}\right)}_{\text {Heating liquid }}, \tag{2.5c}
\end{align*}
$$

$$
\begin{equation*}
h_{v}(T)=\underbrace{q_{i} T_{i \ell}}_{\text {Heating ice }}+\underbrace{l_{i \ell}\left(T_{i \ell}\right)}_{\text {Melting ice }}+\underbrace{q_{\ell}\left(T_{\ell v}-T_{i \ell}\right)}_{\text {Heating liquid }}+\underbrace{l_{\ell v}\left(T_{i \ell}\right)}_{\text {Vaporization }}+\underbrace{q_{p v}\left(T-T_{\ell v}\right)}_{\text {Heating vapor }}, \tag{2.5d}
\end{equation*}
$$

where $q_{i}$ and $q_{\ell}$ are the specific heats for ice and liquid water; $q_{p v}$ is the specific heat at constant pressure for water vapor; $T_{i \ell}$ and $T_{\ell v}$ are the temperatures where ice melted and liquid water vaporised; and $l_{i \ell}$ and $l_{\ell v}$ are the latent heat of melting and vaporization, respectively. In case ice sublimates, Eqn. (2.5d) is still valid, since $l_{i v}(T)=l_{\ell v}(T)+l_{i \ell}(T)$ for any temperature $T$. By definition (e.g. Dufour and van Mieghem, 1975), the latent heat associated with phase change is the difference in enthalpy between the two phases at the temperature in which the phase change happens, therefore, we can determine the dependency of latent heat on temperature:

$$
\begin{align*}
& \left(\frac{\partial l_{\ell v}}{\partial T}\right)_{p}=\left(\frac{\partial h_{v}}{\partial T}\right)_{p}-\left(\frac{\partial h_{\ell}}{\partial T}\right)_{p}=q_{p v}-q_{\ell}  \tag{2.6a}\\
& \left(\frac{\partial l_{i \ell}}{\partial T}\right)_{p}=\left(\frac{\partial h_{\ell}}{\partial T}\right)_{p}-\left(\frac{\partial h_{i}}{\partial T}\right)_{p}=q_{\ell}-q_{i} \tag{2.6b}
\end{align*}
$$

If we further assume that the transition between ice and liquid phases can only occur at the water triple point $\left(T_{3}\right)$, and that the latent heat of fusion $l_{i \ell 3} \stackrel{\text { def }}{=} l_{i \ell}\left(T_{3}\right)$ and vaporization $l_{\ell v 3} \stackrel{\text { def }}{=} l_{\ell v}\left(T_{3}\right)$ are known, we can combine Eqn. (2.5) to obtain a generic state function for $h$ :

$$
\begin{align*}
h=\frac{H}{D+W} & =\underbrace{\frac{D}{D+W}}_{\mathrm{d}} q_{\mathrm{d}} T+\underbrace{\frac{W}{D+W}}_{\mathrm{w}}\left[i q_{i} T+\ell q_{\ell}\left(T-T_{s c \ell}\right)+v q_{p v}\left(T-T_{s c v}\right)\right]  \tag{2.7a}\\
T_{s c \ell} & =T_{3}-\frac{q_{i} T_{3}+l_{i \ell 3}}{q_{\ell}}  \tag{2.7b}\\
T_{s c v} & =T_{3}-\frac{q_{i} T_{3}+l_{i \ell 3}+l_{\ell v 3}}{q_{p v}} \tag{2.7c}
\end{align*}
$$

where d and w are the specific mass of other materials and water, respectively, and $i, \ell$, and $v$ are fraction of ice, liquid water, and vapor, respectively. Importantly, Eqn. (2.7a) does not contain any information about the temperature at which the phase changes had occurred, which is necessary since enthalpy must be a state function (path-independent). Hereafter, we will refer to the enthalpy as internal energy for all pools other than the canopy air space, since they are assumed equivalent,

Table 2.2: Independent state functions for each pool solved by ED-2.2 that are not universal constants. Each soil layer $k$, temporary surface water layer $j$ and cohort $n$ are considered independent pools.

| Thermodyn. system | State function | Time step | Symbol | Units |
| :---: | :---: | :---: | :---: | :---: |
| Vegetation (cohort $m$ ) | Internal energy | $\Delta t_{\text {thermo }}$ | $E_{\pi_{m}}$ | $\mathrm{Jm}^{-2}$ |
|  | Intercepted water mass | $\Delta t_{\text {thermo }}$ | $W_{\pi_{m}}$ | $\mathrm{kg}_{\mathrm{W}} \mathrm{m}^{-2}$ |
|  | Mass of vegetation tissues | $\Delta t_{\text {live }}$ | $D_{\pi_{m}}$ | $\mathrm{kg}_{\text {Dry }} \mathrm{m}^{-2}$ |
| Surface water (layer $j$ ) | Internal energy | $\Delta t_{\text {thermo }}$ | $E_{S_{j}}$ | $\mathrm{Jm}^{-2}$ |
|  | Water mass | $\Delta t_{\text {thermo }}$ | $W_{s_{j}}$ | $\mathrm{kg}_{\mathrm{W}} \mathrm{m}^{-2}$ |
| Soil (layer k) | Bulk internal energy | $\Delta t_{\text {thermo }}$ | $\mathcal{E}_{k}$ | $\mathrm{Jm}^{-3}$ |
|  | Volumetric soil moisture | $\Delta t_{\text {thermo }}$ | $\vartheta_{k}$ | $\mathrm{m}_{\mathrm{W}}^{3} \mathrm{~m}^{-3}$ |
|  | Mass (bulk density) of dry soil | Constant | $\mathcal{D}_{k}$ | $\mathrm{kg}_{\text {Dry }} \mathrm{m}^{-3}$ |
| Canopy air space | Specific enthalpy | $\Delta t_{\text {thermo }}$ | $h_{a}$ | $\mathrm{Jkg}_{\mathrm{A}}^{-1}$ |
|  | Specific humidity | $\Delta t_{\text {thermo }}$ | $w_{a}$ | $\mathrm{kg}_{\mathrm{C}} \mathrm{kg}_{\mathrm{A}}^{-1}$ |
|  | Pressure | $\Delta t_{\text {biophys }}$ | $p_{a}$ | Pa |
|  | Equivalent canopy depth | $\Delta t_{\text {cohort }}$ | $\bar{z}_{a}$ | m |

whereas enthalpy will be used only when a gas phase is present. In Tab. 2.2, I present the list of independent thermodynamic variables needed to determine the thermodynamic state.

### 2.3.2 Heat, mass flux, and enthalpy fluxes

The enthalpy and water cycles for each patch in ED-2.2 is summarized in Fig. 2.4, and these cycles are solved every thermodynamic sub-step $\Delta t_{\text {thermo }}$, using a fourth-order Runge-Kutta integrator with dynamic time step to maintain the error within prescribed tolerance. For all fluxes and variables, the following subscripts correspond to the different thermodynamic systems: canopy air space (CAS, $a$ ); cohort ( $\pi_{m}, m \in\{1,2, \ldots, M\}$ ); temporary surface water layers (TSW, $s_{j}, j \in$ $\{1,2, \ldots, J\}$ ); and soil (ground) layers ( $g_{k}, k \in\{1,2, \ldots, K\}$ ). For cohorts, we also use the additional subscripts to refer to specific plant components: leaf and leaf surface $\left(\lambda_{m}\right)$, leaf boundary layer ( $\beta_{m}$ ) and leaf intercellular space $\chi_{m}$; and branch wood, wood surface, and wood boundary layer $\left(\omega_{m}\right)$. The system surroundings are also represented by subscripts: environment above the canopy air space (e), and runoff/drainage sink (o). Flux variables are denoted by a dot and two indices, and fluxes are positive when they go from the system represented by the first subscript


Figure 2.4: Schematic of the enthalpy fluxes (all arrows) and water fluxes (all but solid black arrows) that are solved in ED-2.2; The schematic is based on Walko et al. (2000); Medvigy et al. (2009). In this example, the patch has three cohorts, a single surface water layer, and three soil layers. Letters near the arrows are the subscripts associated with fluxes, although the flux variable has been omitted here for clarity. Black arrows represent heat flux with no exchange of mass, and white arrows represent exchange of mass and associated enthalpy (solid for processes involving phase change, dashed otherwise).
towards the second subscript; arrows in Fig. 2.4 represent allowed directions.

## Soil

Every soil layer is assumed fixed; and let $\Delta z_{g_{k}}$ be the thickness of any given layer. The thermodynamic state is defined in terms of the soil volume: the bulk specific internal energy $\mathcal{E}_{k},\left[\mathrm{Jm}^{-3}\right]$ and volumetric soil water content $\vartheta_{k},\left[\mathrm{~m}_{\mathrm{W}}^{3} \mathrm{~m}^{-3}\right]$, which can be related to Eqn. (2.4) by defining $E_{g_{k}} \stackrel{\text { def }}{=} \mathcal{E}_{k} \Delta z_{g_{k}}$ and $W_{g_{k}} \stackrel{\text { def }}{=} \rho_{\ell} \cdot \vartheta_{k} \cdot \Delta z_{g_{k}}$, where $\rho_{\ell}$ is the density of liquid water. Soil net fluxes for any layer $k$ are defined as:

$$
\begin{align*}
& \dot{Q}_{g_{k}}=\underbrace{\delta_{k 1} \cdot \dot{Q}_{g_{k-1}, g_{k}}-\delta_{k K} \cdot \dot{Q}_{g_{k}, g_{k+1}}}_{\text {Heat diffusion between layers }}-\delta_{k K} \cdot(\underbrace{\dot{Q}_{g_{K}, s_{1}}}_{\begin{array}{c}
\text { Heat diffusion } \\
\text { Ground to TSW }
\end{array}}+\underbrace{\dot{Q}_{g_{K}, a}}_{\begin{array}{c}
\text { Heat flux } \\
\text { Ground to CAS }
\end{array}}-\underbrace{\dot{Q}_{e, g_{K}}}_{\text {Net radiation }}),  \tag{2.8a}\\
& \dot{H}_{g_{k}}=\underbrace{\not \delta_{k 1} \cdot \dot{E}_{g_{k-1}, g_{k}}-\delta_{k K} \cdot \dot{E}_{g_{k}, g_{k+1}}}_{\text {Water flux between layers }}-\delta_{k K} \cdot(\underbrace{\dot{E}_{g_{K}, s_{1}}}_{\begin{array}{c}
\text { Percolation } \\
\text { from TSW }
\end{array}}+\underbrace{\dot{H}_{g_{K}, c}}_{\begin{array}{c}
\text { Ground } \\
\text { evaporation }
\end{array}}) \\
& -\underbrace{\delta_{k 1} \cdot \dot{E}_{g_{1}, o}}_{\begin{array}{c}
\text { Sub-surface } \\
\text { Runoff }
\end{array}}-\underbrace{\sum_{\substack{n=1 \\
\rho_{m} \geq k}}^{M}\left(\dot{E}_{g_{k}, \chi_{m}}\right)}_{\begin{array}{c}
\text { Plant water uptake }
\end{array}}  \tag{2.8b}\\
& \dot{W}_{g_{k}}=\underbrace{\not \delta_{k 1} \cdot \dot{W}_{g_{k-1}, g_{k}}-\delta_{k K} \cdot \dot{W}_{g_{k}, g_{k+1}}}_{\text {Water flux between layers }}-\delta_{k K} \cdot(\underbrace{\dot{W}_{g_{K}, s_{1}}}_{\begin{array}{c}
\text { Percolation } \\
\text { from TSW }
\end{array}}+\underbrace{\dot{W}_{g_{K}, a}}_{\begin{array}{c}
\text { Ground } \\
\text { evaporation }
\end{array}}) \tag{2.8c}
\end{align*}
$$

where $\delta_{x y}$ is the Kronecker's delta function (1 if $x=y, 0$ otherwise) and $\delta_{x y} \stackrel{\text { def }}{=} 1-\delta_{x y}$, and $k_{\rho_{m}}$ is the deepest layer that cohort $m$ can access water, and is a function of the cohort size and functional type (c.f. App. C).

To convert internal energy into temperature, we must also know the mass and specific heats. Soil water is normally expressed in terms of liquid-equivalent volumetric fraction $\left(\vartheta_{k}\right)$, thus the bulk density of water in the layer is simply $\mathcal{W}_{k}=\rho_{\ell} \vartheta_{k}$. Dry soil is a combination of sand, silt, clay, and air filling any pore space not filled by water, and its bulk density $\mathcal{D}$ for each layer is based on Monteith and Unsworth (2008) (Section 15.3):

$$
\begin{align*}
\mathcal{D} & =\left(\sum_{t=0}^{3} \rho_{t} \mathcal{V}_{t}\right),  \tag{2.9a}\\
\mathcal{V}_{t} & = \begin{cases}\vartheta_{\mathrm{Po}}-\vartheta_{k} \approx \frac{\vartheta_{\mathrm{Re}}+\vartheta_{\mathrm{Po}}}{2} & t=0 \\
v_{t}\left(1-\vartheta_{\mathrm{Po}}\right) & t \neq 0\end{cases} \tag{2.9b}
\end{align*}
$$

where $t$ indices $0,1,2,3$ correspond to air, sand, silt, and clay, respectively; $\rho_{t}$ and $\mathcal{V}_{t}$ are the spe-
cific gravity and the volumetric fraction of each component. The volumetric soil content depends on the following texture-dependent variables (App. B): $v_{t}$, the soil texture-dependent, volumetric fraction of each soil component excluding water and air; $\vartheta_{\mathrm{Po}}$, the total porosity or maximum soil moisture; and $\vartheta_{\text {Re }}$ is the residual water content. In reality, the volumetric fraction of air is not constant and depends on soil moisture; nevertheless, the total air mass is three orders of magnitude less than the solid materials, thus the contribution of varying air in the pore space is negligible. To reduce the maximum error associated with this assumption, we use the volumetric fraction corresponding to halfway between the minimum and maximum soil moisture.

Specific heat of dry soil is also determined following Monteith and Unsworth (2008), as the weighted average of the specific heats of the four components:

$$
\begin{equation*}
c_{d g}=\frac{\sum_{t=0}^{3}\left(\rho_{t} \mathcal{V}_{t} c_{t}\right)}{\sum_{t=0}^{3}\left(\rho_{t} \mathcal{V}_{t}\right)} \tag{2.10}
\end{equation*}
$$

## Temporary surface water

Temporary surface water exists whenever water falls to the ground, or dew or frost develops on the ground. The layer will be maintained only if the top soil layer cannot hold all water that reaches the ground, or when precipitation falls as snow. If a snowpack develops, the temporary surface water can be divided into several layers (subscript $j$ ), and the thickness of each layer is defined using the same algorithm as LEAF-2 (Walko et al., 2000). Net fluxes are defined as:

$$
\begin{align*}
& \dot{Q}_{s_{j}}=\underbrace{\delta_{j 1} \cdot \dot{Q}_{s_{j-1}, s_{j}}-\delta_{j J} \cdot \dot{Q}_{s_{j}, s_{j+1}}}_{\text {Heat diffusion between layers }}+\underbrace{\delta_{j 1} \cdot \dot{Q}_{g_{K}, s_{1}}}_{\begin{array}{c}
\text { Heat diffusion } \\
\text { Ground to TSW }
\end{array}}+\underbrace{\dot{Q}_{e, s_{j}}}_{\text {Net radiation }}-\underbrace{\delta_{j J} \dot{Q}_{s_{J}, a}}_{\begin{array}{c}
\text { Heat flux } \\
\text { TSW to CAS }
\end{array}},  \tag{2.11a}\\
& \dot{H}_{s_{j}}=\underbrace{\delta_{j 1} \cdot \dot{E}_{s_{j-1}, s_{j}}-\delta_{j J} \cdot \dot{E}_{s_{j}, s_{j+1}}}_{\begin{array}{c}
\text { Percolation between } \\
\text { TSW layers }
\end{array}}+\underbrace{\delta_{j 1} \cdot \dot{E}_{g_{K}, s_{1}}}_{\begin{array}{c}
\text { Percolotaion } \\
\text { to ground }
\end{array}}+\delta_{j J} \cdot[\underbrace{\sum_{m=1}^{M}\left(\dot{E}_{\pi_{m}, s_{J}}\right)}_{\text {Canopy dripping }}-\underbrace{\dot{E}_{S_{J}, a}}_{\substack{\text { Surface } \\
\text { Runoff }}}-\underbrace{\dot{H}_{S_{J}, a}}_{\begin{array}{c}
\text { TSW } \\
\text { evaporation }
\end{array}}], \tag{2.11b}
\end{align*}
$$

$$
\dot{W}_{s_{j}}=\underbrace{\delta_{j 1} \cdot \dot{W}_{s_{j-1}, s_{j}}-\delta_{j J} \cdot \dot{W}_{s_{k}, s_{k+1}}}_{\begin{array}{c}
\text { Percolation between }  \tag{2.11c}\\
\text { TSW layer }
\end{array}}+\underbrace{\delta_{j 1} \cdot \dot{W}_{s_{K}, s_{1}}}_{\begin{array}{c}
\text { Percolotaion } \\
\text { to ground }
\end{array}}+\delta_{j J} \cdot[\underbrace{\sum_{m=1}^{M}\left(\dot{W}_{\pi_{m}, s_{J}}\right)}_{\text {Canopy dripping }}-\underbrace{\dot{W}_{s_{J}, o}}_{\substack{\text { Surface } \\
\text { Runoff }}}-\underbrace{\dot{W}_{s_{J}, a}}_{\substack{\text { TSW } \\
\text { evaporation }}}] .
$$

## Vegetation

Vegetation is solved as an independent thermodynamic system only if the cohort is sufficiently large. In ED-2.2 the minimum mass is defined as the mass of a cohort of minimum allowed size and population density of $1.67 \cdot 10^{-2}$ plantm $^{-2}$ (one sixth of the initial population). Although the actual number varies for each PFT, the typical minimum heat capacity solved by ED-2.2 is of the order of $10 \mathrm{Jm}^{-2} \mathrm{~K}^{-1}$ and leaf area index of $0.005 \mathrm{~m}_{\text {leaf }}^{2} \mathrm{~m}^{-2}$. In case a cohort is smaller than this threshold, it is neglected from all energy and water cycle calculations. The net fluxes for cohorts included in the analysis are:

$$
\begin{align*}
& \dot{Q}_{\pi_{m}}=\underbrace{\dot{Q}_{e, \pi_{m}}}_{\text {Net radiation }}-\underbrace{\dot{Q}_{\pi_{m}, a}}_{\begin{array}{c}
\text { Heat flux } \\
\text { Plant to CAS }
\end{array}}  \tag{2.12a}\\
& \dot{H}_{\pi_{m}}=\underbrace{\dot{E}_{e, \pi_{m}}}_{\begin{array}{c}
\text { Precipitation } \\
\text { Interception }
\end{array}}-\underbrace{\dot{E}_{\pi_{m}, s_{J}}}_{\begin{array}{c}
\text { Canopy } \\
\text { dripping }
\end{array}}+\underbrace{\sum_{k=k_{\rho_{m}}}^{K}\left(\dot{E}_{g_{k}, \lambda_{m}}\right)}_{\begin{array}{c}
\text { Water uptake } \\
\text { from soil }
\end{array}}-\underbrace{\dot{H}_{\chi_{m}, c}}_{\text {Transpiration }}-\underbrace{\dot{H}_{\pi_{m}, c}}_{\begin{array}{c}
\text { Evaporation of } \\
\text { intercepted water }
\end{array}}  \tag{2.12b}\\
& \dot{W}_{\pi_{m}}=\underbrace{\dot{W}_{e, \pi_{m}}}_{\begin{array}{c}
\text { Precipitation } \\
\text { Interception }
\end{array}}-\underbrace{\dot{W}_{\pi_{m}, s_{J}}}_{\text {Canopy }_{\text {dripping }}}+\underbrace{\sum_{k=k_{\rho_{m}}}^{K}\left(\dot{W}_{g_{k}, \lambda_{m}}\right)}_{\text {Water uptake }}-\underbrace{\dot{W}_{\chi_{m}, a}}_{\text {Transpiration soil }}-\underbrace{\dot{W}_{\pi_{m}, a}}_{\begin{array}{c}
\text { Evaporation of } \\
\text { intercepted water }
\end{array}} \tag{2.12c}
\end{align*}
$$

In ED-2.2, vegetation biomass of the different pools is usually expressed in $\left[\mathrm{kg}_{\mathrm{C}}\right.$ plant $\left.^{-1}\right]$, which we call intensive biomass from analogy with thermodynamic definition. For the energy budget, however, we must account for the total extensive internal mass $\left[\mathrm{kgm}^{-2}\right]$ since internal energy is also stored in non-carbon material, including the interstitial and intracellular water of leaves and above ground wood. Internal water is considered a plant functional trait that remains constant throughout the simulation, although it can be different for different plant functional types.

Therefore the extensive mass of the vegetation tissue ( $D_{\pi_{m}}$ ) for any cohort $m$ is given by

$$
\begin{align*}
D_{\pi_{m}} & =D_{\lambda_{m}}+D_{\omega_{m}}  \tag{2.13a}\\
D_{\lambda_{m}} & =n_{\pi_{m}} \mathrm{M}^{C: B i o} C_{\lambda_{m}}\left(1+\mathrm{M}_{\lambda_{m}}^{W D}\right), \text { and }  \tag{2.13b}\\
D_{\omega_{m}} & =n_{\pi_{m}} \mathrm{M}^{C: B i o} f_{\mathrm{AG}_{m}} C_{\omega}\left(1+\mathrm{M}_{\omega_{m}}^{W D}\right), \tag{2.13c}
\end{align*}
$$

where $\mathrm{M}^{C: B i o}$ is the conversion from carbon to oven dry biomass; $n_{\pi_{m}}$ is the demographic density [plant m ${ }^{-2}$ ]; $C_{\lambda_{m}}$ and $C_{\omega_{m}}$ are the intensive carbon biomass of leaves and wood (App. C), respectively; $D_{\lambda_{m}}$ and $D_{\omega_{m}}$ are the extensive internal mass leaves and wood, respectively; $f_{\mathrm{AG}_{m}}$ is the fraction of woody biomass that is above ground; and $\mathbf{M}_{\lambda_{m}}^{W D}$ and $\mathbf{M}_{\omega_{m}}^{W D}$ are the PFT-dependent water to oven dry mass ratios for leaves and wood.

The vegetation specific heat $\left(q_{d \pi_{m}}\right)$ is based on Gu et al. (2007) parameterization, and it is determined by the weighted average of leaves and wood specific heats, which in turn are weighted averages of the specific heat of the oven-dry materials and water:

$$
\begin{equation*}
q_{d \pi_{m}}=\frac{1}{D_{\pi_{m}}}\left[D_{\lambda_{m}} \frac{q_{\lambda}^{\mathrm{OD}}+\mathrm{M}_{\lambda_{m}}^{W D} q_{\ell}}{1+\mathrm{M}_{\lambda_{m}}^{W D}}+D_{\omega_{m}}\left(\frac{q_{\omega}^{\mathrm{OD}}+\mathrm{M}_{\omega_{m}}^{W D} q_{\ell}}{1+\mathrm{M}_{\omega_{m}}^{W D}}+\Delta q_{\omega}^{\mathrm{Bond}}\right)\right] \tag{2.14}
\end{equation*}
$$

where $q_{\lambda}^{\mathrm{OD}}$ and $q_{\omega}^{\mathrm{OD}}$ are the specific heats of oven-dry leaves and wood, respectively; and $\Delta q_{\omega}^{\mathrm{Bond}}$ is a term included by Gu et al. (2007) and Forest Products Laboratory (2010) to represent the additional heat capacity associated with the bonding between wood and water. Although $q_{\omega}^{\mathrm{OD}}$ and $\Delta q_{\omega}^{\mathrm{Bond}}$ are both functions of temperature in Gu et al., we further simplified them to constants in ED-2.2. In addition, using $q_{\ell}$ as the specific heat for water is equivalent to assume that internal water does not freeze.

## Canopy air space (CAS)

Since the canopy air space is a gas, extensive properties are not well constrained because the total mass cannot be directly compared to observations, therefore, all prognostic and diagnostic variables are solved in the intensive form. Total enthalpy and total water mass at the canopy air
space can be written in terms of air density $\rho_{a}$ and the equivalent depth of the canopy air space $\bar{z}_{a}$ as:

$$
\begin{align*}
H_{a} & =\rho_{a} \bar{z}_{a} h_{a}  \tag{2.15a}\\
W_{a} & =\rho_{a} \bar{z}_{a} w_{a},  \tag{2.15b}\\
\bar{z}_{a} & =\max \left[5.0, \frac{\sum_{m=1}^{M_{\text {closed }}} z_{\pi_{m}} \mathrm{BA}_{\pi_{m}}}{\sum_{m=1}^{M_{\text {closed }}} \mathrm{BA}_{\pi_{m}}}\right], \tag{2.15c}
\end{align*}
$$

where $\mathrm{BA}_{\pi_{m}}\left[\mathrm{~cm}^{2} \mathrm{~m}^{-2}\right]$ and $z_{\pi_{m}}[\mathrm{~m}]$ are the basal area and the height of cohort $m$, respectively; and $M_{\text {closed }}$ is the cohort below which the fraction of open canopy is zero, and we assume that cohorts are ordered from tallest to shortest. In case the canopy is open, $M_{\text {closed }}$ is the total number of cohorts, and a minimum value of 5 m is imposed when vegetation is absent or too short, to prevent numerical instabilities. Because the equivalent canopy depth depends only on the cohort size, $\bar{z}_{a}$ is updated at the cohort dynamics step ( $\Delta t_{\text {cohort }}$ ). If we substitute Eqn. (2.15a) and (2.15b) into Eqn. (2.4a) and (2.4b), respectively, and assume that changes in density over short time steps are much smaller than changes in enthalpy or humidity, we obtain the following equations for the canopy air space budget:

$$
\begin{align*}
\frac{\mathrm{d} h_{a}}{\mathrm{~d} t} & =\frac{1}{\rho_{a} \bar{z}_{a}} \cdot\left(\dot{Q}_{a}+\dot{H}_{a}-\bar{z}_{a} \frac{\mathrm{~d} p_{a}}{\mathrm{~d} t}\right),  \tag{2.16a}\\
\frac{\mathrm{d} w_{a}}{\mathrm{~d} t} & =\frac{\dot{W}_{a}}{\rho_{a} \bar{z}_{a}} \tag{2.16b}
\end{align*}
$$

where

$$
\dot{Q}_{a}=\underbrace{\sum_{m=1}^{M} \dot{Q}_{\pi_{m}, a}}_{\substack{\text { Heat flux }  \tag{2.16c}\\
\text { Plant to CAS }}}+\underbrace{\dot{Q}_{S_{J, a}}}_{\substack{\text { Heat flux } \\
\text { TSW to CAS }}}+\underbrace{\dot{Q}_{g_{K}, a}}_{\begin{array}{c}
\text { Heat flux } \\
\text { Ground to CAS }
\end{array}},
$$

$$
\begin{align*}
& \dot{H}_{a}=\underbrace{\dot{H}_{e, a}}_{\text {Eddy flux }}+\sum_{m=1}^{M}(\underbrace{\dot{H}_{\pi_{m}, a}}_{\begin{array}{c}
\text { Evaporation of } \\
\text { intercepted water }
\end{array}}+\underbrace{\dot{H}_{\chi_{m}, a}}_{\text {Transpiration }})+\underbrace{\dot{H}_{J, a}}_{\text {TSW evaporation }}+\underbrace{\dot{H}_{g_{K}, a}}_{\text {Ground evaporation }}  \tag{2.16d}\\
& \dot{W}_{a}=\underbrace{\dot{W}_{e, a}}_{\text {Eddy flux }}+\sum_{m=1}^{M}(\underbrace{\dot{W}_{\pi_{m}, a}}_{\begin{array}{c}
\text { Evaporation of } \\
\text { intercepted water }
\end{array}}+\underbrace{\dot{W}_{\chi_{m}, a}}_{\text {Transpiration }})+\underbrace{\dot{W}_{S_{J, a}}}_{\text {TSW evaporation }}+\underbrace{\dot{W}_{g_{K}, a}}_{\text {Ground evaporation }} \tag{2.16e}
\end{align*}
$$

Canopy air pressure $p_{a}$ is assumed to remain constant throughout the integration time step ( $\Delta t_{\text {thermo }}$ ). At the end of the time step, the air pressure above canopy $p_{e}$ is updated using the meteorological forcing, at which time $p_{a}$ and $h_{a}$ are also updated. To determine $p_{a}$ we combine three assumptions:

1. Both canopy air space and the air above are a mix of two perfect gases, dry air and water vapor (Dufour and van Mieghem, 1975):

$$
\begin{equation*}
p=\rho \mathcal{R}^{\star}\left[\frac{1}{\mathcal{M}_{d}}(1-w)+\frac{1}{\mathcal{M}_{w}} w\right] T=\rho \frac{\mathcal{R}^{\star}}{\mathcal{M}_{d}} T_{V}, \tag{2.17}
\end{equation*}
$$

where $\mathcal{R}^{\star}$ is the universal gas constant, and $\mathcal{M}_{d}$ and $\mathscr{M}_{w}$ are the molar masses of dry air and water, and $T_{V}$ is the virtual temperature, which is the temperature that pure dry air would be at if pressure and density were the same as the observed air.
2. $p_{a}$ instantaneously changes when $p_{e}$ is updated, and this update does not involve any exchange of mass or energy. This is equivalent to assume that potential temperature of the canopy air space $\theta_{a}$ and air aloft $\theta_{e}$ do not change when pressure is updated, even if enthalpy and temperature are not conserved. Potential temperature, approximated to the potential temperature of dry air, is defined as:

$$
\begin{equation*}
\theta=T\left(\frac{p_{0}}{p}\right)^{\frac{\mathcal{R}^{\star}}{M_{d} q_{p \mathrm{~d}}}}, \tag{2.18}
\end{equation*}
$$

where $p_{0} \stackrel{\text { def }}{=} 10^{5} \mathrm{~Pa}$.
3. The layer between canopy air space depth $\bar{z}_{a}$ and reference height of the air aloft $z_{e}$ is in hydrostatic equilibrium:

$$
\begin{equation*}
\frac{\partial p}{\partial z}=-\rho g_{\oplus} \tag{2.19}
\end{equation*}
$$

where $g_{\oplus}$ is the gravity acceleration.
Combining Eqn. (2.17), (2.18), and (2.19), and assuming that $\theta_{V} \stackrel{\text { def }}{=} \theta\left(T_{V}\right)$ yields to

$$
\begin{equation*}
p_{a}=\left[p^{\frac{\mathcal{R}^{\star}}{\mathcal{M}_{d} q_{\mathrm{pd}}}}+\frac{g_{\oplus}\left(z_{e}-\bar{z}_{a}\right)}{q_{p \mathrm{~d}} \bar{\theta}_{V}} p_{0}^{\frac{\mathcal{R}^{\star}}{\mathcal{M}_{d} q_{\mathrm{pd}}}}\right]^{\frac{\mathscr{M}_{d} q_{p \mathrm{~d}}}{\mathcal{R}^{\star}}}, \tag{2.20}
\end{equation*}
$$

where $\overline{\theta_{V}}$ is the virtual potential temperature averaged between $z_{e}$ and $\bar{z}_{a}$. Once pressure is updated at the biophysics time step, temperature and enthalpy are also updated using Eqn. (2.18) and (2.7), respectively. Since canopy air pressure is known at all times, canopy air density $\rho_{a}$ is determined using Eqn. (2.17).

The specific heat at constant pressure of the canopy air space $\left(q_{p_{a}}\right)$ is determined similarly to the vegetation and soils, as the weighted average between dry air and water vapor:

$$
\begin{equation*}
q_{p_{a}}=\left(1-w_{a}\right) q_{p \mathrm{~d}}+w_{a} q_{p v} \tag{2.21}
\end{equation*}
$$

### 2.3.3 ED-2.2 Carbon dioxide cycle

In ED-2.2, the carbon dioxide cycle is a subset of the full carbon cycle, and is shown in Fig. 2.5, and the canopy air space is the only thermodynamic system solved by ED-2.2 with $\mathrm{CO}_{2}$ storage; nonetheless, we assume that the contribution of $\mathrm{CO}_{2}$ to density and heat capacity of the canopy air space is negligible, hence only the molar $\mathrm{CO}_{2}$ mixing ratio $c_{a}\left[\mathrm{~mol}_{\mathrm{C}} \mathrm{mol}_{\text {Air }}^{-1}\right]$ is traced.

The change in $\mathrm{CO}_{2}$ storage is determined by the following differential equation:

$$
\begin{equation*}
\rho_{a} \bar{z}_{a} \frac{\mathrm{~d} c_{a}}{\mathrm{~d} t}=\dot{C}_{e, a}-\sum_{m=1}^{M}\left(\dot{C}_{\chi_{m}, a}+\dot{C}_{\rho_{m}, a}+\dot{C}_{\tau_{m}, a}+\dot{C}_{\Delta_{m}, a}\right)-\sum_{i=1}^{3}\left(\dot{C}_{z_{i}, a}\right) \tag{2.22}
\end{equation*}
$$



Figure 2.5: Schematic of the patch-level carbon cycle solved in ED-2.2; for a patch containing two cohorts. Like in Fig. 2.4, letter near the arrows are the subscripts associated with fluxes. Fluxes shown in white are part of the $\mathrm{CO}_{2}$ cycle discussed in this manuscript.
where $\dot{C}_{\chi m, a}$ is the net flux of $\mathrm{CO}_{2}$ between leaf and canopy air space (positive when leaf respiration exceeds photosynthetic assimilation); $\dot{C}_{\rho m, a}$ is the root respiration; ${\dot{C_{\tau}^{m}} \boldsymbol{, a}}$ and $\dot{C}_{\Delta_{m}, a}$ are the respiration terms associated with the storage pool, the first related to the turnover, and the second with the maintenance of the existing tissues and growth of new tissues; and the $\dot{C}_{z_{i}}$ terms are the heterotrophic respiration associated with the soil carbon, which is divided in three pools according to their characteristic life time: fast $z_{1}$, intermediate (structural) $z_{2}$, and slow $z_{3}$.

In addition to canopy air space, we also define a virtual cohort pool of carbon biomass ( $\Delta C_{\pi_{m}}$ $\left[\mathrm{Kg}_{\mathrm{C}}\right.$ plant $\left.^{-1}\right]$ ) which contains the net uptake of $\mathrm{CO}_{2}$ :

$$
\begin{equation*}
n_{m} \frac{\mathrm{~d} \Delta C_{\pi_{m}}}{\mathrm{~d} t}=-\mathcal{M}_{\mathrm{C}}\left(\dot{C}_{\chi_{m}, a}+\dot{C}_{\rho_{m}, a}+\dot{C}_{\Delta_{m}, a}\right) \tag{2.23}
\end{equation*}
$$

This virtual pool is used at the phenology step to perform maintenance of live tissues and to update the storage pool. The update of living tissue biomass from $\Delta C_{\pi_{m}}$ is summarized in App. F.2, and the transfer of carbon from plants to the soil carbon pools and between the soil carbon pools have been discussed in previous ED publications (c.f. Moorcroft et al., 2001; Albani et al., 2006; Medvigy,
2006) thus not discussed here.

### 2.4 Sub-models and parameterizations

In this section I present the sub-model and parameterizations used to determine each of the flux terms presented in Sec. 2.3.2 and Sec. 2.3.3.

### 2.4.1 Precipitation and vegetation dripping

Total incoming precipitation $\dot{W}_{\infty, e}$ is split into through fall $\dot{W}_{e, s_{J}}$ and the interception by each cohort $\dot{W}_{e, \pi_{m}}$, based on the fraction of open canopy $O_{a}$, and the total plant area index:

$$
\begin{align*}
\dot{W}_{e, s_{J}} & =O_{a} \dot{W}_{\infty, e},  \tag{2.24}\\
\dot{W}_{e, \pi_{m}} & =\left(1-O_{a}\right) \dot{W}_{\infty, e}\left[\frac{\Pi_{m}}{\sum_{m=1}^{M} \Pi_{m}}\right],  \tag{2.25}\\
O_{a} & =\prod_{m=1}^{M}\left(1-X_{\pi_{m}}\right), \tag{2.26}
\end{align*}
$$

where $\Pi_{m}=\Lambda_{m}+\Omega_{m}$ is the total plant area index, $\Lambda_{m}$ and $\Omega_{m}$ being the leaf and wood area indices, both defined from PFT-dependent allometric relations (App. C); $X_{\pi_{m}}$ is the crown area index of each cohort $m$, defined in App. C. Through fall precipitation is always placed on the topmost temporary surface water layer $(j=J)$. In case no temporary surface water layer exists, a new layer is created, although it may be extinct in case all water is able to percolate down to the top soil layer (c.f. Appendix 2.4.2).

Precipitation is assumed to be either rain, snow, or a mix of both. Rain is only allowed when $T_{e}$ is above freezing, and rain temperature is always assumed to be at $T_{e}$; snow is usually at $T_{e}$ as well, except when $T_{e}$ is slightly above freezing, in which case snow temperature is assumed to be at $T_{3}$ :

$$
\begin{equation*}
\dot{E}_{\infty, e}=\dot{W}_{\infty, e}\left[\left(1-\ell_{e}\right) q_{i} \min \left(T_{3}, T_{e}\right)+\ell_{e} q_{\ell}\left(T_{e}-T_{s c \ell}\right)\right], \tag{2.27}
\end{equation*}
$$

where $\ell_{e}$ is the rainfall fraction, from Jin et al. (1999) parameterization, slightly modified to make the function continuous:

$$
\ell_{e}= \begin{cases}1.0 & , \text { if } T_{e}>275.66 \mathrm{~K}  \tag{2.28}\\ 0.4+1.2\left(T_{e}-T_{3}-2.0\right) & , \text { if } 275.16 K<T_{e} \leq 275.66 \mathrm{~K} \\ 0.2\left(T_{e}-T_{3}\right) & , \text { if } T_{3}<T_{e} \leq 275.16 \mathrm{~K} \\ 0.0 & , \text { if } T_{e} \leq T_{3}\end{cases}
$$

The internal energy flux due to precipitation is then partitioned using the same scaling as in Eqn. (2.24) and (2.25).

Water is only allowed to accumulate on top of leaves and branches until it reaches the local cohort holding capacity $w_{\max }$, which can be set by the user, and is typically of the order of $0.05-$ $0.40 \mathrm{~kg}_{\mathrm{W}} \mathrm{m}_{\text {leaf+wood }}^{-2}$ (Wohlfahrt et al., 2006). Water and the associated internal energy in excess of the holding capacity is immediately lost to the top temporary surface water layer due to vegetation dripping:

$$
\begin{align*}
\dot{W}_{\pi_{m}, s_{J}} & =-\frac{1}{\Delta t_{\text {thermo }}} \max \left[0, W_{\pi_{m}}-w_{\max }\left(\Lambda_{m}+\Omega_{m}\right)\right],  \tag{2.29a}\\
\dot{E}_{\pi_{m}, s_{J}} & =\dot{W}_{\pi_{m}, s_{J}}\left[\left(1-\ell_{\pi_{m}}\right) q_{i} T_{\pi_{m}}+\ell_{\pi_{m}}\left(T_{\pi_{m}}-T_{s c \ell}\right)\right], \tag{2.29b}
\end{align*}
$$

where $\ell_{\pi_{m}}$ is the liquid fraction of surface water on top of cohort $m$. Vegetation dripping does not distinguish water and ice that had been accumulated due to precipitation and due to dew or frost formation.

### 2.4.2 Hydrology sub-model and ground energy exchange

The ground model encompasses energy and water fluxes between adjacent layers of soil and temporary surface water, as well as losses of water and internal energy due to surface runoff and drainage. In this section fluxes between adjacent layers are positive when they are upwards, whereas runoff and drainage fluxes are non-negative.

In ED-2.2, the total number of soil layers $K$ and the thickness of each layer $\Delta z_{g_{k}}$ are defined by the user. Typically, the top layer is set to 0.02 m , which is a compromise between computational
efficiency and ability to represent the stronger gradients near the surface, and layers with increasing depth are added for the entire rooting zone. The maximum number of temporary surface water layers $J_{\max }$ is also defined by the user; however, the actual number of layers $J$ and equivalent thickness of each layer $\left(\Delta \bar{z}_{s_{j}}\right)$ is dynamic, and it depends on the total mass and the water phase. Both $J$ and $\Delta \bar{z}_{s_{j}}$ are updated every $\Delta t_{\text {thermo }}$ using the same methodology as LEAF-2 (Walko et al., 2000).

Sensible heat flux between two adjacent soil (temporary surface water) layers $k-1$ and $k(j-1$ and $j$ ) are determined based on thermal conductivity $\Upsilon_{H}$ and temperature gradient (Bonan, 2008), with an additional term for temporary surface water to scale the flux when the temporary surface water covers only a fraction $f_{\text {tsw }}$ of the ground:

$$
\begin{align*}
\dot{Q}_{g_{k-1}, g_{k}} & =-\left\langle\Upsilon_{H}\right\rangle_{g_{k-1}, g_{k}}\left(\frac{\partial T_{g}}{\partial z}\right)_{g_{k-1}, g_{k}}  \tag{2.30a}\\
\dot{Q}_{s_{j-1}, s_{j}} & =-f_{\mathrm{tsw}}\left\langle\Upsilon_{H}\right\rangle_{s_{j-1}, s_{k}}\left(\frac{\partial T_{s}}{\partial z}\right)_{s_{j-1}, s_{j}} \tag{2.30b}
\end{align*}
$$

where the operator $\rangle$ is the log-linear interpolation from the mid-point height of layers $k-1(j-$ $1)$ and $k(j)$ to the height at the interface. The bottom boundary condition of Eqn. (2.30a) is $\left(\partial T_{g} / \partial z\right)_{g_{0}, g_{1}} \stackrel{\text { def }}{=} 0$. The interface between the top soil layer and the first temporary surface water $\dot{Q}_{g_{K}, s_{1}}$ is found by applying Eqn. (2.30b) with $\left(T ; \Upsilon_{H} ; \Delta z\right)_{s_{0}}=\left(T ; \Upsilon_{H} ; \Delta z\right)_{g_{K}}$.

The fraction of ground covered by the temporary surface water is determined using the same formulation proposed by (Niu and Yang, 2007), with the same coefficients used in the Community Land Model (NCAR-CLM Oleson et al., 2010):

$$
f_{\text {tsw }}= \begin{cases}0 & \text { if } J=0  \tag{2.31a}\\ \tanh \left[\frac{\sum_{j=1}^{J} z_{g_{j}}}{2.5 z_{0_{\text {soil }}}}\left(\frac{\bar{\rho}_{s}}{\rho^{\circledast}}\right)^{-1.0}\right] & \text { if } J>0\end{cases}
$$

where

$$
\begin{equation*}
\bar{\rho}_{s}=\left(\sum_{j=1}^{J} W_{s_{j}}\right) \cdot\left(\sum_{j=1}^{J} \bar{z}_{s_{j}}\right)^{-1} \tag{2.31b}
\end{equation*}
$$

Soil thermal conductivity at layer $\left(\Upsilon_{H g_{k}}\right)$ is a function of the soil texture and soil moisture, and is determined using the de Vries weighted average of conductivities of each constituent of the soil (e.g. Parlange et al., 1998):

$$
\begin{align*}
\Upsilon_{H g_{k}} & =\frac{\sum_{t=0}^{3}\left[\left(\frac{3 \Upsilon_{H \ell}}{2 \Upsilon_{H \ell}+\Upsilon_{H t}}\right) \mathcal{V}_{t, k} \Upsilon_{H t}\right]+\vartheta_{g_{k}} \Upsilon_{H \ell}}{\sum_{t=0}^{3}\left[\left(\frac{3 \Upsilon_{H \ell}}{2 \Upsilon_{H \ell}+\Upsilon_{H t}}\right) \mathcal{V}_{t, k}\right]+\vartheta_{g_{k}}}  \tag{2.32a}\\
V_{t, k} & = \begin{cases}\vartheta_{\mathrm{Po}}-\vartheta_{k} & t=0 \\
\mathcal{V}_{t}^{\text {Dry }}\left(1-\vartheta_{\mathrm{Po}}\right) & t \neq 0\end{cases} \tag{2.32b}
\end{align*}
$$

where subscript $\mathcal{V}_{t, k}$ are the volumetric fraction for soil components air, sand, silt, and clay $(t=$ $0,1,2,3$, respectively); $\Upsilon_{H t}=(0.025 ; 8.80 ; 5.87 ; 2.92) \mathrm{Wm}^{-1} \mathrm{~K}^{-1}$ are the thermal conductivities for air, sand, silt, and clay, respectively; $\Upsilon_{H \ell}=0.57 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}$ is the thermal conductivity of water; $\mathcal{V}_{t}^{\text {Dry }}$ is the dry matter volumetric fraction; and $\vartheta_{\mathrm{Po}}$ is the soil porosity. In Eqn. (2.32a), the weights are the product between the volumetric fraction and a function that represents both the ratio of the thermal gradient of the soil constituents and the thermal gradient of water and the shape of each soil constituent (Camillo and Schmugge, 1981); in ED-2.2 we assume all particles to be spherical. The thermal conductivity of each temporary surface water layer $\left(\Upsilon_{H s_{j}}\right)$ is a function of the layer temperature $T_{s_{j}}$ and bulk layer density $\rho_{s_{j}} \stackrel{\text { def }}{=} W_{s_{j}} / \Delta \bar{s}_{s_{j}}$, and is found using the same parameterization as LEAF-2 (Walko et al., 2000):

$$
\begin{align*}
\Upsilon_{H s_{j}} & =1.093 \cdot 10^{-3} \exp \left(0.028 T_{s_{j}}\right) \\
& \times\left(0.03+3.03 \cdot 10^{-4} \rho_{s_{j}}-1.77 \cdot 10^{-7} \rho_{s_{j}}^{2}+2.25 \cdot 10^{-9} \rho_{s_{j}}^{3}\right) \tag{2.33}
\end{align*}
$$

Ground water exchange between layers occurs only if water is in liquid phase. The water flux between soil layers $g_{k-1}$ and $g_{k}, k \in\{2,3, \ldots, K-1\}$ is determined from Darcy's law (Bonan,
2008):

$$
\begin{equation*}
\dot{W}_{g_{k-1}, g_{k}}=-\rho_{\ell}\left\langle G_{\Psi}\right\rangle_{g_{k-1}, g_{k}}\left[\frac{\partial \Psi}{\partial z}+\frac{\mathrm{d} z_{g}}{\mathrm{~d} z}\right]_{g_{k-1}, g_{k}} \tag{2.34}
\end{equation*}
$$

where $\Psi[\mathrm{m}]$ is the soil matric potential and $G_{\Psi}\left[\mathrm{kg}_{\mathrm{W}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$ is the hydraulic conductivity, both defined after Brooks and Corey (1964), with an additional correction term applied to hydraulic conductivity to reduce conductivity in case the soil is partially or completely frozen:

$$
\begin{align*}
\Psi_{k} & =\Psi_{\mathrm{Po}}\left(\frac{\vartheta_{\mathrm{Po}}}{\vartheta_{k}}\right)^{6}  \tag{2.35a}\\
G_{\Psi_{k}} & =\left[10^{-7\left(1-\ell_{g_{k}}\right)}\right] G_{\Psi, \mathrm{Po}}\left(\frac{\vartheta_{\mathrm{Po}}}{\vartheta_{k}}\right)^{26+3} \tag{2.35b}
\end{align*}
$$

where $\Psi_{\mathrm{Po}}$ and $G_{\Psi, \mathrm{Po}}$ are the soil-texture dependent, matric potential and hydraulic conductivity at bubbling pressure (assumed to be when $\vartheta=\vartheta_{\mathrm{Po}}$ ); 6 is the slope of the retention curve in logarithm scale (Cosby et al., 1984) and $\ell_{g_{k}}$ is the fraction of liquid water of soil moisture at layer $g_{k}$. The definition of $\Psi_{\mathrm{Po}}, G_{\Psi, \mathrm{Po}}$, and $\sqrt[6]{ }$ follows Cosby et al. (1984) and is available in App. B.

The term $\mathrm{d} z_{g} / \mathrm{d} z$ in Eqn. (2.34) is the flux due to gravity, and it is 1 for all layers except the bottom boundary condition, which depends on the sub-surface drainage. Sub-surface drainage at the bottom boundary depends on the type of drainage, and is determined using a slight modification of Eqn. (2.34). Let $a_{o}$ be the angle between the impeding layer beneath the lowest level and the horizontal. By assuming zero gradient in soil moisture between the lowest layer and the boundary condition, the sub-surface drainage flux $\dot{W}_{g_{1}, o}$ becomes:

$$
\begin{equation*}
\dot{W}_{g_{1}, o}=-\dot{W}_{g_{0}, g_{1}}=\rho_{\ell} G_{\Psi_{g_{1}}} \sin a_{o} . \tag{2.36}
\end{equation*}
$$

Special cases of Eqn. (2.36) are the zero-flow conditions ( $a_{o}=0$ ) and free drainage ( $a_{o}=\pi / 2$ ).
For the temporary surface water, water flux between layers through percolation is calculated similarly to LEAF-2 (Walko et al., 2000). Liquid water in excess of $10 \%$ is in principle free to percolate to the layer below, although the maximum percolation of the first surface water layer is
limited by the amount of pore space available at the top ground layer:

$$
\begin{align*}
\dot{W}_{g_{K}, s_{1}} & =-\frac{1}{\Delta t_{\text {thermo }}} \max \left[0, W_{s_{1}}\left(\frac{\ell_{s_{1}}-0.1}{0.9}\right), \rho_{\ell}\left(\vartheta_{\mathrm{Po}}-\vartheta_{K}\right) \Delta z_{g_{K}}\right]  \tag{2.37a}\\
\dot{W}_{s_{j-1}, s_{j}} & =-\frac{W_{s_{j}}}{\Delta t_{\text {thermo }}} \max \left(0, \frac{\ell_{s_{j}}-0.1}{0.9}\right) \quad, \text { if } j>1 \tag{2.37b}
\end{align*}
$$

Surface runoff of liquid water is simulated using a simple extinction function, applied only at the top most temporary surface water layer:

$$
\begin{equation*}
\dot{W}_{s_{J}, o}=\ell_{S_{J}} W_{s_{J}} \exp \left(-\frac{\Delta t_{\text {thermo }}}{t_{\text {Runoff }}}\right) \tag{2.38}
\end{equation*}
$$

where $t_{\text {Runoff }}$ is a user-defined decay time, usually of the order of a few minutes to a few hours.
Because water fluxes exchange mass, they also exchange internal energy. Runoff and subsurface drainage fluxes are functions of the layer temperature:

$$
\begin{align*}
\dot{E}_{g_{1}, o} & =\dot{W}_{g_{1}, o} q_{\ell}\left(T_{g_{1}}-T_{s c \ell}\right),  \tag{2.39a}\\
\dot{E}_{g_{J}, o} & =\dot{W}_{s_{J}, o} q_{\ell}\left(T_{s_{J}}-T_{s c \ell}\right), \tag{2.39b}
\end{align*}
$$

whereas the internal energy flux between two adjacent layers depends on the sign of the flux in order to determine the donor layer:

$$
\dot{E}_{f_{l-1} f_{l}}= \begin{cases}\dot{W}_{f_{l-1} f_{l}} q_{\ell}\left(T_{f_{l}}-T_{s c \ell}\right) & , \text { if } \dot{W}_{f_{l-1} f_{l}}<0  \tag{2.40}\\ 0 & , \text { if } \dot{W}_{f_{l-1} f_{l}}=0, \\ \dot{W}_{f_{l-1} f_{l}} q_{\ell}\left(T_{f_{l-1}}-T_{s c \ell}\right) & , \text { if } \dot{W}_{f_{l-1} f_{l}}>0\end{cases}
$$

where the subscript $f_{l}$ represents either soil $\left(g_{k}\right)$ or temporary surface water $\left(s_{j}\right)$.

### 2.4.3 Radiation model

The radiation budget is solved for three independent bands (subscript $b$ ), the photosynthetically active radiation (PAR, $b=1$ ), near infra-red radiation (NIR, $b=2$ ) and the thermal infra-red radiation (TIR, $b=3$ ). For each band, the canopy radiation solver assumes that each cohort corresponds
to one layer, and within each layer the optical and thermal properties are constant. For all bands, the top boundary condition is provived by the meteorological forcing; in case of PAR and NIR, the downward radiation is comprised of a beam (direct) and isotropic (diffuse) components, whereas TIR radiation is assumed to be all diffuse. Direct radiation that is intercepted then reflected or transmitted by the cohorts or reflected by the ground becomes all diffuse.

## Canopy radiation

Two solvers for canopy radiation exist in ED-2.2: a multi-layer version of the two-stream model Sellers (1985); Liou (2002); Medvigy (2006); and a multiple scattering model based on Zhao and Qualls (2005, 2006). Since the algorithm for solving the multiple scattering model is the same as presented by Zhao and Qualls (2005, 2006), in this section I only present the derivation of the two-stream model. The layer optical properties described here, however, are used by both models.

Below I present the general equations that describe the extinction of downward direct radiation (Eqn. 2.41a) and the two-stream model for hemispheric diffuse radiation (Eqn. 2.41b, and Eqn. 2.41c) for each band $b$ and each cohort $m$, where $m=1$ and $m=M$ correspond to the shortest and tallest cohort, respectively, based on Sellers (1985):

$$
\begin{align*}
\mu_{m}^{\odot} \frac{\mathrm{d} \dot{Q}_{b, m}^{\odot}}{\mathrm{d} \tilde{\Pi}}= & -\dot{Q}_{b, m}^{\odot},  \tag{2.41a}\\
\bar{\mu}_{m} \frac{\mathrm{~d} \dot{Q}_{b, m}^{\Downarrow}}{\mathrm{d} \tilde{\Pi}}= & -\dot{Q}_{b, m}^{\Downarrow}+\left(1-\beta_{b, m}\right) \varsigma_{b, m} \dot{Q}_{b, m}^{\Downarrow}+\varsigma_{b, m} \beta_{b, m} \dot{Q}_{b, m}^{\Uparrow}  \tag{2.41b}\\
& +\frac{\bar{\mu}_{m}}{\mu_{m}^{\odot}} \varsigma_{b, m}\left(1-\beta_{b, m}^{\odot}\right) \dot{Q}_{b, m}^{\odot}+\left(1-\varsigma_{b, m}\right) \dot{Q}_{b, m}^{\bullet}, \\
-\bar{\mu}_{m} \frac{\mathrm{~d} \dot{Q}_{b, m}^{\Uparrow}}{\mathrm{d} \tilde{\Pi}}= & -\dot{Q}_{b, m}^{\Uparrow}+\left(1-\beta_{b, m}\right) \varsigma_{b, m} \dot{Q}_{b, m}^{\Uparrow}+\varsigma_{b, m} \beta_{b, m} \dot{Q}_{b, m}^{\Downarrow}  \tag{2.41c}\\
& +\beta_{b, m}^{\odot} \frac{\bar{\mu}_{m}}{\mu_{m}^{\odot}} \varsigma_{b, m} \dot{Q}_{b, m}^{\odot}+\left(1-\varsigma_{b, m}\right) \dot{Q}_{b, m}^{\diamond},
\end{align*}
$$

where

$$
\begin{align*}
\dot{\mathbf{Q}}_{b}^{\odot} & =\left(\dot{Q}_{b, 1}^{\odot}, \dot{Q}_{b, 2}^{\odot}, \ldots, \dot{Q}_{b, M}^{\odot}\right)  \tag{2.42a}\\
\dot{\mathbf{Q}}_{b}^{\Downarrow} & =\left(\dot{Q}_{b, 1}^{\Downarrow}, \dot{Q}_{b, 2}^{\Downarrow}, \ldots, \dot{Q}_{b, M}^{\Downarrow}\right)  \tag{2.42b}\\
\dot{\mathbf{Q}}_{b}^{\Uparrow} & =\left(\dot{Q}_{b, 1}^{\Uparrow}, \dot{Q}_{b, 2}^{\Uparrow}, \ldots, \dot{Q}_{b, M}^{\Uparrow}\right)  \tag{2.42c}\\
\dot{\mathbf{Q}}_{b}^{\star} & =\left(\dot{Q}_{b, 1}^{\diamond}, \dot{Q}_{b, 2}^{\star}, \ldots, \dot{Q}_{b, M}^{\star}\right)=\delta_{b 3} \sigma_{\mathrm{B}}\left(T_{v_{1}}^{4}, T_{v_{2}}^{4}, \ldots, T_{v_{M}}^{4}\right) \tag{2.42d}
\end{align*}
$$

are the profiles of downward direct, downward (hemispheric) diffuse, upward (hemispheric) diffuse irradiances and irradiance emitted by a black body at the same temperature as the cohort $\left(T_{v_{m}}\right)$, respectively (Fig. 2.6); and $\sigma_{\mathrm{B}}$ is the Stefan-Boltzmann constant; $\varsigma_{b, m}$ is the scattering coefficient ( $1-\varsigma_{b, m}$ is the absorptivity); $\beta_{b, m}$ and $\beta_{b, m}^{\odot}$ are the backscattered fraction of scattered direct and diffuse irradiance, respectively; $\tilde{\Pi}$ is the effective cumulative plant area index, assumed zero at the top of each layer and increasing downwards ( $\tilde{\Pi}_{m}$ is the total for layer $m$ ); and $\mu_{m}^{\odot}$ and $\bar{\mu}_{m}$ are the inverse of the optical depth per unit of $P$ for direct and diffuse radiation, respectively.

The first term on the right-hand side of Eqn. (2.41a), (2.41b), and (2.41c) represent the light extinction due to interception by leaves and branches. The remaining terms of Eqn. (2.41b) and (2.41c) represent the contribution from the following interactions, respectively: (2) forward scattering of intercepted diffuse irradiance from the same hemisphere; (3) backscattering of intercepted irradiance from the opposite hemisphere; (4) scattering of intercepted direct radiation (forward scattering for $\dot{Q}_{b, m}^{\Downarrow}$, and backscattering for $\dot{Q}_{b, m}^{\Uparrow}$ ); and (5) thermal emission of radiation, where it is assumed that absorptivity equals to emissivity, hence the $1-\varsigma$ term. The system present in Eqn. (2.41) is never solved with all terms: $\dot{\mathbf{Q}}_{1}^{\star}=\dot{\mathbf{Q}}_{2}^{\boldsymbol{\star}}=\mathbf{0}$, because thermal emission is negligible in the PAR-NIR range; and $\dot{\mathbf{Q}}_{3}^{\odot}=\mathbf{0}$, because we assume that all incoming irradiance is diffuse in the TIR band.

The effective plant area index $\tilde{\Pi}$ is the total area (leaves and branches) that is corrected to account for that leaves are not uniformly distributed in the layer, and it is defined as $\tilde{\Pi}_{m}=\Omega_{m}+$ $b_{m} \Lambda_{m}$, where $b_{m}$ is the PFT-dependent clumping index (Chen and Black, 1992). $\tilde{\Pi}$ is assumed zero at the top of the layer, increasing downwards.


Figure 2.6: Schematic of the radiation layers for a patch with $M$ layers, showing the grid arrangement of the irradiance profiles relative to the cohort positions. Symbols $o_{b, m}^{\odot}$ and $o_{b, m}$ represent the various optical properties of direct and diffuse irradiance, respectively; other symbols are described in the main text.

The inverse of the optical depth per unit of plant area index ( $\mu$ ) for a radiation beam coming from any given angle of incidence $Z$ is determined from the same parameterization described by Sellers (1985) and Oleson et al. (2010):

$$
\begin{equation*}
\mu\left(Z, \chi_{v}\right)=\frac{\cos Z}{G\left(Z, \chi_{v}\right)} \tag{2.43}
\end{equation*}
$$

where $\mathcal{G}\left(Z, \chi_{v}\right)$ is the average projection of all leaves and branches onto the horizontal, defined after Goudriaan (1977):

$$
\begin{align*}
\mathcal{G}\left(Z, \chi_{v}\right) & =F_{1}+F_{2} \cos Z, \\
F_{1} & =0.5-0.633 \chi_{v}-0.33 \chi_{v}^{2}  \tag{2.44}\\
F_{2} & =0.877\left(1-2 F_{1}\right)
\end{align*}
$$

where $Z$ is 0 when the beam is coming from the zenith and $\pi$ when coming from the nadir (Fig. 2.6); and $\chi_{v}$ is the mean orientation of leaves and branches, a PFT-dependent parameter that ranges from -1 (vertical leaves) to +1 (horizontal leaves), with 0 corresponding to spherically distributed leaves. Equation (2.44) is valid only when $-0.4 \leq \chi_{v} \leq 0.6$, which is the case for most plants in the wild (Goudriaan, 1977), and also all plant functional types in ED-2.2.

For direct radiation, $\mu_{m}^{\odot}=\mu\left(Z^{\odot}, \chi_{v_{m}}\right)$, where $Z^{\odot}$ is the solar zenith angle, whereas for hemispheric radiation, all angles between 0 and $\pi / 2$ contribute equally ${ }^{3}$, and therefore $\bar{\mu}_{m}$ is the average across all possible values (Sellers, 1985):

$$
\begin{equation*}
\bar{\mu}_{m}=\int_{0}^{\pi / 2} \frac{\cos (Z)}{\mathcal{G}\left(Z, \chi_{v_{m}}\right)} \sin (Z) \mathrm{d} Z=\frac{1}{F_{2_{m}}}\left[1+\frac{F_{1_{m}}}{F_{2_{m}}} \log \left(\frac{F_{1_{m}}}{F_{1_{m}}+F_{2_{m}}}\right)\right] . \tag{2.45}
\end{equation*}
$$

The scattering parameters $\varsigma_{b, m}, \beta_{b, m}$ and $\beta_{b, m}^{\odot}$ for each cohort $m$ are found using the same formulation as the Community Land Model (CLM, Oleson et al., 2010), which is mostly derived from Goudriaan (1977) and Sellers (1985). The scattering coefficient is $\zeta_{b, m}=\zeta_{R_{b, m}}+\varsigma_{T_{b, m}}$, where $\varsigma_{R_{b, m}}$ and $\varsigma_{T_{b, m}}$ are the PFT- and band-dependent reflectance and transmittance, respectively. The cohort parameters are found by scaling the PFT-dependent, leaf $\left(\varsigma_{R_{b, \lambda}} ; \varsigma_{T_{b, \lambda}}\right)$ and $\operatorname{wood}\left(\varsigma_{R_{b, \omega}} ; \varsigma_{T_{b, \omega}}\right)$ properties with their effective area:

$$
\begin{align*}
\varsigma_{R_{b, m}} & =\frac{1}{\tilde{\Pi}_{m}}\left(\Omega_{m} \varsigma_{R_{b, \omega}}+b_{m} \Lambda_{m} \varsigma_{R_{b, \lambda}}\right)  \tag{2.46a}\\
\varsigma_{T_{b, m}} & =\frac{1}{\tilde{\Pi}_{m}}\left(\Omega_{m} \varsigma_{T_{b, \omega}}+b_{m} \Lambda_{m} \varsigma_{T_{b, \lambda}}\right) \tag{2.46b}
\end{align*}
$$

Both the bulk diffuse backscattering $\beta_{b, m}$ and forwarding scattering $1-\beta_{b, m}$ contain contribution from reflectance and transmittance because leaves and branches are not perfectly horizontal; therefore the fraction depends on the mean leaf and branch inclination relative to the horizontal plane $\left(\bar{a}_{m}\right)$, which is related to the leaf orientation by the same approximation used by Oleson et al. (2010):

[^2]\[

$$
\begin{align*}
\beta_{b, m} & =\frac{1}{2 \varsigma_{b, m}}\left[\varsigma_{R_{b, m}}+\varsigma_{T_{b, m}}+\left(\varsigma_{R_{b, m}}-\varsigma_{T_{b, m}}\right) \cos ^{2}\left(\bar{a}_{m}\right)\right]  \tag{2.47a}\\
\cos \bar{a}_{m} & \approx \frac{1+\chi_{v_{m}}}{2} \tag{2.47b}
\end{align*}
$$
\]

For direct radiation, backscattering $\beta_{b, m}^{\odot}$ and single-scattering albedo $\varsigma_{b, m}^{\odot}$ are the same as Sellers (1985); Oleson et al. (2010) and are determined by taking the limit $\varsigma_{b, m} \rightarrow 0$ of Eqn. (2.41b) and (2.41c), assuming isotropic scattering of leaves and branches, and the projected area from Eqn. (2.44):

$$
\begin{align*}
\beta_{b, m}^{\odot} & =\frac{\bar{\mu}_{m}+\mu_{m}^{\odot}}{\bar{\mu}_{m}} \frac{\varsigma_{b, m}^{\odot}}{\varsigma_{b, m}}  \tag{2.48a}\\
\frac{\varsigma_{b, m}^{\odot}}{\varsigma_{b, m}} & =\frac{1}{2} \int_{0}^{\pi / 2} \frac{\mathcal{G}\left(Z^{\odot}, \chi_{v_{m}}\right) \cos Z}{\mathcal{G}\left(Z^{\odot}, \chi_{v_{m}}\right) \cos Z+\mathcal{G}\left(Z, \chi_{v_{m}}\right) \cos Z^{\odot}} \sin Z \mathrm{~d} Z  \tag{2.48b}\\
& =\frac{1}{2\left(1+F_{2_{m}} \mu_{m}^{\odot}\right)}\left\{1-\frac{F_{1_{m}} \mu_{m}^{\odot}}{1+F_{2_{m}} \mu_{m}^{\odot}} \ln \left[\frac{1+\left(F_{1_{m}}+F_{2_{m}}\right) \mu_{m}^{\odot}}{F_{1_{m}} \mu_{m}^{\odot}}\right]\right\} .
\end{align*}
$$

Because we assume that the optical properties are constant within each layer, it is possible to find an analytical solution for the full profile of direct and diffuse radiation. First, let $\dot{Q}_{b, m}^{\odot}, \dot{Q}_{b, m}^{\Downarrow}$, and $\dot{Q}_{b, m}^{\Uparrow}$ be the solution for band $b$ and layer $m$ immediately beneath the cohort ( $\tilde{\Pi}=\tilde{\Pi}_{m}$ ), and $\dot{Q}_{0_{b, m}}^{\odot}, \dot{Q}_{0_{b, m}}^{\Downarrow}$, and $\dot{Q}_{0_{b, m}}^{\Uparrow}$ be the solution for band $b$ and layer $m$ immediately above the cohort $(\tilde{\Pi}=0)$, as shown in Fig. 2.6. The direct radiation profile within each layer is simply given by

$$
\begin{align*}
\dot{Q}_{b, m}^{\odot} & =\dot{Q}_{0_{b, m}}^{\odot} \exp \left(-\frac{\tilde{\Pi}}{\mu_{m}^{\odot}}\right),  \tag{2.49a}\\
\dot{Q}_{0_{b, m}}^{\odot} & =\dot{Q}_{b, m+1}^{\odot}  \tag{2.49b}\\
\dot{Q}_{b, N+1}^{\odot} & =\dot{Q}_{b, \infty, e}^{\odot} \tag{2.49c}
\end{align*}
$$

where $\dot{Q}_{b, \infty, e}^{\odot}$ is the above-canopy, incoming direct radiation for band $b$ and serves as the top boundary condition. Because the value at level $M+1$ is known, it is possible to determine all levels $m \in(1,2, \ldots, M)$ by integrating the layers from top to bottom.

For the diffuse components, an analytic solution can be found by defining two auxiliary vari-
ables $\dot{Q}_{m}^{+} \stackrel{\text { def }}{=} \dot{Q}_{m}^{\Downarrow}+\dot{Q}_{m}^{\Uparrow}$ and $\dot{Q}_{m}^{-}=\dot{Q}_{m}^{\Downarrow}-\dot{Q}_{m}^{\Uparrow}$. By subtracting (adding) Eqn. (2.41b) to (2.41c), and using Eqn. (2.49) we obtain

$$
\begin{align*}
& \frac{\mathrm{d} \dot{Q}_{b, m}^{+}}{\mathrm{d} \tilde{\Pi}}=-\frac{1-\left(1-2 \beta_{b, m}\right) \varsigma_{b, m}}{\bar{\mu}_{m}} \dot{Q}_{b, m}^{-}+\frac{\left(1-2 \beta_{b, m}^{\odot}\right) \varsigma_{b, m} \dot{Q}_{b, m+1}^{\odot}}{\mu_{m}^{\odot}}  \tag{2.50a}\\
& \frac{\mathrm{d} \dot{Q}_{b, m}^{-}}{\mathrm{d} \tilde{\Pi}}=-\frac{1-\varsigma_{b, m}}{\bar{\mu}_{m}} \dot{Q}_{b, m}^{+}+\frac{\varsigma_{b, m} \dot{Q}_{b, m+1}^{\odot}}{\mu_{m}^{\odot}}+\frac{2\left(1-\varsigma_{b, m}\right) \dot{Q}_{b, m}^{\bullet}}{\mu_{m}} . \tag{2.50b}
\end{align*}
$$

By differentiating Eqn. (2.50a) and (2.50b) and substituting the first derivatives by Eqn. (2.50b) and (2.50a), we obtain two independent, second-order ordinary differential equations:

$$
\begin{align*}
\frac{\mathrm{d}^{2} \dot{Q}_{b, m}^{+}}{\mathrm{d} \tilde{\Pi}^{2}} & =\varkappa_{b, m}^{2} \dot{Q}_{b, m}^{+}+\kappa_{b, m}^{+} \exp \left(-\frac{\tilde{\Pi}}{\mu_{m}^{\odot}}\right)-2 \varkappa_{b, m}^{2} \dot{Q}_{b, m}^{\bullet}  \tag{2.51a}\\
\frac{\mathrm{d}^{2} \dot{Q}_{b, m}^{-}}{\mathrm{d} \tilde{\Pi}^{2}} & =-\varkappa_{b, m}^{2} \dot{Q}_{b, m}^{-}+\kappa_{b, m}^{-} \exp \left(-\frac{\tilde{\Pi}}{\mu_{m}^{\odot}}\right)  \tag{2.51b}\\
\varkappa_{b, m} & =\frac{1}{\bar{\mu}_{m}} \sqrt{\left[1-\left(1-2 \beta_{b, m}\right) \varsigma_{b, m}\right]\left(1-\varsigma_{b, m}\right)}  \tag{2.51c}\\
\kappa_{b, m}^{+} & =-\left[\frac{1-\left(1-2 \beta_{b, m}\right) \varsigma_{b, m}}{\bar{\mu}_{m}}+\frac{1-2 \beta_{b, m}^{\odot}}{\mu_{m}^{\odot}}\right] \frac{\varsigma_{b, m} \dot{Q}_{b, m+1}^{\odot}}{\mu_{m}^{\odot}}  \tag{2.51d}\\
\kappa_{b, m}^{-} & =-\left[\frac{\left(1-\varsigma_{b, m}\right)\left(1-2 \beta_{b, m}^{\odot}\right)}{\bar{\mu}_{m}}+\frac{1}{\mu_{m}^{\odot}}\right] \frac{\varsigma_{b, m} \dot{Q}_{b, m+1}^{\odot}}{\mu_{m}^{\odot}} \tag{2.51e}
\end{align*}
$$

The solution of Eqn. (2.51a) and Eqn. (2.51b) is a combination of homogeneous and particular solution, and can be determined analytically to be:

$$
\begin{align*}
\dot{Q}_{b, m}^{+}(\tilde{\Pi})= & x_{1, b, m}^{-} \exp \left(-\varkappa_{b, m} \tilde{\Pi}\right)+x_{2, b, m}^{-} \exp \left(+\varkappa_{b, m} \tilde{\Pi}\right) \\
& +\frac{\kappa_{b, m}^{+} \mu_{m}^{\odot}}{1-\varkappa_{b, m}^{2} \mu_{m}^{\odot^{2}}} \exp \left(-\frac{\tilde{\Pi}}{\mu_{m}^{\odot}}\right)+2 \dot{Q}_{b, m}^{\bullet}  \tag{2.52a}\\
\dot{Q}_{b, m}^{-}(\tilde{\Pi})= & x_{1, b, m}^{+} \exp \left(-\varkappa_{b, m} \tilde{\Pi}\right)+x_{2, b, m}^{+} \exp \left(+\varkappa_{b, m} \tilde{\Pi}\right) \\
& +\frac{\kappa_{b, m}^{-} \mu_{m}^{\odot^{2}}}{1-\varkappa_{b, m}^{2} \mu_{m}^{\odot^{2}}} \exp \left(-\frac{\tilde{\Pi}}{\mu_{m}^{\odot}}\right) \tag{2.52b}
\end{align*}
$$

where $x_{1, b, m}^{-}, x_{2, b, m}^{-}, x_{1, b, m}^{+}$, and $x_{2, b, m}^{+}$are coefficients to be determined. By differentiating Eqn. (2.52) and comparing with Eqn. (2.50), and using that they must be equal for any $\tilde{\Pi}, \mu_{m}^{\odot}$, $\varkappa_{b, m}$, and $\dot{Q}_{b, m}$, it can be shown that the number of parameters is reduced to two, which I will call $\left(x_{b, 2 m-1}, x_{b, 2 m}\right) ; m \in\{1,2, \ldots, M, M+1\}$. In addition, by recalling the definition of $\dot{Q}_{m}^{+}$and $\dot{Q}_{m}^{-}$, one obtain the profile of downward and upward diffuse irradiances:

$$
\begin{align*}
\dot{Q}_{b, m}^{\Downarrow}(\tilde{\Pi})= & x_{b, 2 m-1} v_{b, m}^{+} \exp \left(-\varkappa_{b, m} \tilde{\Pi}\right)+x_{b, 2 m} v_{b, m}^{-} \exp \left(+\varkappa_{b, m} \tilde{\Pi}\right) \\
& +\Upsilon_{b, m}^{+} \exp \left(-\frac{\tilde{\Pi}}{\mu_{m}^{\odot}}\right)+\dot{Q}_{b, m}^{\bullet},  \tag{2.53a}\\
\dot{Q}_{b, m}^{\Uparrow}(\tilde{\Pi})= & x_{b, 2 m-1} v_{b, m}^{-} \exp \left(-\varkappa_{b, m} \tilde{\Pi}\right)+x_{b, 2 m} v_{b, m}^{+} \exp \left(+\varkappa_{b, m} \tilde{\Pi}\right) \\
& +\Upsilon_{b, m}^{-} \exp \left(-\frac{\tilde{\Pi}}{\mu_{m}^{\odot}}\right)+\dot{Q}_{b, m}^{\bullet},  \tag{2.53b}\\
v_{b, m}^{ \pm}= & \frac{1}{2}\left[1 \pm \sqrt{\frac{1-\varsigma_{b, m}}{1-\left(1-2 \beta_{b, m}\right) \varsigma_{b, m}}}\right],  \tag{2.53c}\\
\Upsilon_{b, m}^{ \pm}= & \frac{\left(\kappa_{b, m}^{+} \pm \kappa_{b, m}^{-}\right) \mu_{m}^{\odot}}{2\left(1-\varkappa_{b, m}^{2} \mu_{m}^{\odot}\right)} . \tag{2.53d}
\end{align*}
$$

To determine $\left(x_{b, 2 m-1}, x_{b, 2 m}\right) ; m \in\{1,2, \ldots, M, M+1\}$ we need three independent systems of $2 M+2$ equations (one system of equations for each band). For $m \in\{1,2, \ldots, M\}$, the solution must be such that meets boundary conditions for all middle layers (Fig. 2.6), with one additional boundary condition for upward radiation coming out of the ground (Line 1), and another for incoming downward radiation from above the canopy (Line $2 M+2$ ):

Line 1: $\quad \dot{Q}_{b, 1}^{\Uparrow}-\varsigma_{b, f}\left(\dot{Q}_{b, 1}^{\Downarrow}+\dot{Q}_{b, 1}^{\odot}\right)-\left(1-\varsigma_{b, f}\right) \dot{Q}_{b, f}^{\diamond}=0$
Line $2 m: \quad \dot{Q}_{0_{b, m}}^{\Downarrow}-\dot{Q}_{b, m+1}^{\Downarrow} \quad=0 \quad, m \in\{1,2, \ldots, M\}$
Line $2 m+1: \quad \dot{Q}_{0_{b, m}}^{\Uparrow}-\dot{Q}_{b, m+1}^{\Uparrow} \quad=0 \quad, m \in\{1,2, \ldots, M\}$
Line $2 M+2: \quad \dot{Q}_{0_{b, M+1}}^{\Downarrow}-\dot{Q}_{b, \infty, e}^{\Downarrow} \quad=0$
where $\varsigma_{b, f}$ is the ground (soil and temporary surface water) scattering coefficient (Sec. 2.4.3), $\dot{Q}_{b, f}^{\star}$ is the ground black body emission, and $\dot{Q}_{b, e \infty}^{\Downarrow}$ is the above-canopy, downward diffuse radiation
for the band. For the top boundary condition, it is also assumed that $\tilde{\Pi}_{M+1}=0 ; \bar{\mu}_{M+1}=1$; $\dot{Q}_{b, M+1}^{\diamond}=0 ; \varsigma_{b, M+1}=1$ (no absorption or emission); and $\beta_{b, M+1}=\beta_{b, M+1}^{\odot}=0$ (all irradiance is transmitted). Because $\varsigma_{b, M+1}=1$ creates singularities for $v_{b, M+1}^{ \pm}$, we use the limit $\varsigma_{b, M+1} \rightarrow 0$, so that $v_{b, M+1}^{+}=1$ and $v_{b, M+1}^{-}=0$. Substituting Eqn. (2.49) and (2.53) into (2.54) yields to

$$
\begin{equation*}
\mathbf{S}_{b} \cdot \mathbf{x}_{b}=\mathbf{y}_{b} \tag{2.55}
\end{equation*}
$$

where $\mathbf{x}_{b}=\left(x_{b, 1}, x_{b, 2}, \ldots, x_{b, 2 M+1}, x_{b, 2 M+2}\right)$ are the constants from Eqn. (2.53a) and (2.53b); $\mathbf{S}_{b}$ is $\mathrm{a}(2 M+2) \times(2 M+2)$ sparse matrix with following non-zero elements:

$$
\begin{array}{rlrl}
s_{b_{1,1}} & =\left(v_{b, 1}^{-}-\varsigma_{b, f} v_{b, 1}^{+}\right) \exp \left(-\varkappa_{b, 1} \tilde{\Pi}_{1}\right) & & \\
s_{b_{1,2}} & =\left(v_{b, 1}^{+}-\varsigma_{b, f} v_{b, 1}^{-}\right) \exp \left(\varkappa_{b, 1} \tilde{\Pi}_{1}\right) & & \\
s_{b_{2 m, 2 m-1}} & =v_{b, m}^{+} & & m \in(1,2, \ldots, M+1) \\
s_{b_{2 m, 2 m}} & =v_{b, m}^{-} & , m \in(1,2, \ldots, M+1) \\
s_{b_{2 m, 2 m+1}} & =-v_{b, m+1}^{+} \exp \left(-\varkappa_{b, m+1} \tilde{\Pi}_{b, m+1}\right) & & , m \in(1,2, \ldots, M)  \tag{2.56}\\
s_{b_{2 m, 2 m+2}} & =-v_{b, m+1}^{-} \exp \left(+\varkappa_{b, m+1} \tilde{\Pi}_{b, m+1}\right) & & , m \in(1,2, \ldots, M) \\
s_{b_{2 m+1,2 m-1}} & =v_{b, m}^{-} & & , m \in(1,2, \ldots, M) \\
s_{b_{2 m+1,2 m}} & =v_{b, m}^{+} & & , m \in(1,2, \ldots, M) \\
s_{b_{2 m+1,2 m+1}} & =-v_{b, m+1}^{-} \exp \left(-\varkappa_{b, m+1} \tilde{\Pi}_{m+1}\right) & & , m \in(1,2, \ldots, M) \\
s_{b_{2 m+1,2 m+2}} & =-v_{b, m+1}^{+} \exp \left(+\varkappa_{b, m+1} \tilde{\Pi}_{m+1}\right) & & , m \in(1,2, \ldots, M)
\end{array}
$$

and $\mathbf{y}_{b}=\left(y_{b, 1}, y_{b, 2}, \ldots, y_{b, 2 M+1}, y_{b, 2 M+2}\right)$, where

$$
\begin{array}{rlr}
y_{b, 1} & =\varsigma_{b, f} \dot{Q}_{b, 1}^{\odot}+\left(1-\varsigma_{b, f}\right)\left(\dot{Q}_{b, f}^{\diamond}-\dot{Q}_{b, 1}^{\star}\right)-\left(\Upsilon_{b, 1}^{-}-\varsigma_{b, f} \Upsilon_{b, 1}^{+}\right) \mathrm{e}^{\left(-\frac{P_{1}}{\mu_{1}^{\odot}}\right)} & \\
y_{b, 2 m} & =\Upsilon_{b, m+1}^{+} \exp \left(-\frac{P_{m+1}}{\mu_{m+1}^{\odot}}\right)-\Upsilon_{b, m}^{+}+\dot{Q}_{b, m+1}^{\diamond}-\dot{Q}_{b, m}^{\diamond} & , m \in(1,2, \ldots, M) \\
y_{b, 2 m+1} & =\Upsilon_{b, m+1}^{-} \exp \left(-\frac{P_{m+1}}{\mu_{m+1}^{\odot}}\right)-\Upsilon_{b, m}^{-}+\dot{Q}_{b, m+1}^{\diamond}-\dot{Q}_{b, m}^{\diamond} & , m \in(1,2, \ldots, M) \\
y_{b, 2 M+2} & =\dot{Q}_{b, \infty, e}^{\Downarrow}-\Upsilon_{b, M+1}^{+}-\dot{Q}_{b, M+1}^{\diamond} & \tag{2.57}
\end{array}
$$

Once all $\mathbf{x}_{b}$ are resolved and $\dot{\mathbf{Q}}_{b}^{\Downarrow}$ and $\dot{\mathbf{Q}}_{b}^{\Uparrow}$ profiles are fully determined, we find the irradiance that
is absorbed by each cohort $\dot{Q}_{e v_{m}}, m \in\{1,2, \ldots, M\}$ :

$$
\begin{equation*}
\dot{Q}_{e, \pi_{m}}=\sum_{b=1}^{3} \dot{Q}_{b, e, \pi_{m}}, \tag{2.58a}
\end{equation*}
$$

where $\dot{Q}_{b, e, \pi_{m}}$ is the difference between incoming and outgoing irradiance for each band:

$$
\begin{equation*}
\dot{Q}_{b, e, \pi_{m}}=\left(\dot{Q}_{b, m+1}^{\odot}+\dot{Q}_{b, m+1}^{\Downarrow}+\dot{Q}_{b, m}^{\Uparrow}\right)-\left(\dot{Q}_{b, m}^{\odot}+\dot{Q}_{b, m}^{\Downarrow}+\dot{Q}_{b, m+1}^{\Uparrow}\right) . \tag{2.58b}
\end{equation*}
$$

## Ground radiation

The ground radiation sub-model determines the irradiance emitted by the ground surface, and the profile of irradiance through the temporary surface water layers and top soil layer. In reality, the ground radiation and the canopy radiation model are interdependent, since the incoming radiation at the top ground layer is determined from the canopy radiation model, and the ground scattering coefficient ( $\varsigma_{g}$ ) is needed for the bottom boundary condition (Eqn. (2.54) and Eqn. (2.57)). Nonetheless, the scattering coefficient does not depend on the total incoming radiation, therefore we can solve the irradiance profile for a standardized incoming radiation, and once we determine the downward radiation at the bottom of the canopy, we can scale the absorbed irradiance for each layer.

The effective ground scattering coefficient $\varsigma_{g}$ is the weighted average of the exposed soil scattering $\varsigma_{s}$, the combined backscattering of temporary surface water and soil scattering of irradiance transmitted through the temporary surface water:

$$
\begin{equation*}
\varsigma_{b, f}=\left(1-f_{\mathrm{tsw}}\right) \varsigma_{b, g}+f_{\mathrm{tsw}} \varsigma_{b, s}\left(1+\tau_{b, s} \varsigma_{b, g}\right), \tag{2.59}
\end{equation*}
$$

where $\varsigma_{b, g}$ is the reflectance of the top soil layer; and $\varsigma_{b, s}$ and $\tau_{b, s}$ are the reflectance and transmittance of the temporary surface water, respectively. Soil reflectance is a function of the soil color and volumetric soil moisture at the topmost layer, determined from the same parameterization and soil color classes as in Oleson et al. (2010):

$$
\begin{equation*}
\varsigma_{b, g}=\min \left[\varsigma_{b, g_{K}}^{\mathrm{Po}}+0.11-0.40 \vartheta_{g_{K}}, \zeta_{b, g K}^{\mathrm{Re}}\right], \tag{2.60}
\end{equation*}
$$

where $\zeta_{b, g_{K}}^{\mathrm{Re}}$ and $\varsigma_{b, g_{K}}^{\mathrm{Po}}$ are the soil color-dependent reflectance for dry and saturated soils, respectively. In reality, the temporary surface water reflectance $\varsigma_{b, s}$ depends on the liquid fraction, snow grain size and age, impurities, and the direction of incoming radiation, but here we simply assume a linear interpolation of soil reflectance at saturation and pure snow reflectance $\left(\varsigma_{b}^{\circledast}\right)$, assumed constant for each band:

$$
\begin{equation*}
\varsigma_{b, s}=\varsigma_{b}^{\circledast}+\ell_{s_{J}}\left(\varsigma_{b, g_{K}}^{\mathrm{Po}}-\varsigma_{b}^{\circledast}\right) . \tag{2.61}
\end{equation*}
$$

Following Verseghy (1991) and Walko et al. (2000), the transmissivity of intercepted irradiance for PAR and NIR is solved following Beer's law, with a direction-independent extinction coefficient:

$$
\begin{equation*}
\tau_{b, s}=\left(1-\delta_{b 3}\right) \exp \left(-\frac{\sum_{j=1}^{J} \Delta \bar{z}_{s_{j}}}{f_{\mathrm{tsw}} \bar{\mu}_{s}}\right) \tag{2.62}
\end{equation*}
$$

where $\bar{\mu}_{s} \stackrel{\text { def }}{=} 0.05 \mathrm{~m}$ is the same coefficient used by Verseghy (1991) and Walko et al. (2000), and the additional $1 / f_{\text {tsw }}$ term accounts for the temporary surface water clumping when it does not cover all ground. Temporary surface water is assumed to be opaque for the TIR band.

Black body emission from the ground $\left(\dot{Q}_{b, f}\right)$ is determined from the weighted average of exposed soil and temporary surface water, with the weights being the product between the area and the emissivities $(1-\varsigma)$ :

$$
\begin{equation*}
\dot{Q}_{b, s}^{*}=\delta_{b 3} \frac{\left(1-f_{\mathrm{tsw}}\right)\left(1-\varsigma_{b, g}\right)\left(\sigma_{B} T_{g_{K}}^{4}\right)+f_{\mathrm{tsw}}\left(1-\varsigma_{b, s}\right)\left(\sigma_{B} T_{S_{J}}^{4}\right)}{\left(1-f_{\mathrm{tsw}}\right)\left(1-\varsigma_{b, g}\right)+f_{\mathrm{tsw}}\left(1-\varsigma_{b, s}\right)} . \tag{2.63}
\end{equation*}
$$

Once the irradiance profile is determined for the canopy, we obtain irradiance absorbed by each temporary surface water layer by integrating the transmissivity profile for each layer, starting from the top layer:

$$
\dot{Q}_{e, s_{j}}= \begin{cases}\sum_{b=1}^{2}\left\{f_{\text {tsw }}\left(\dot{Q}_{b, 1}^{\Downarrow}+\dot{Q}_{b, 1}^{\odot}\right)\left[1-\mathrm{e}^{\left(-\frac{\Delta \bar{s}_{s_{J}}}{\mu_{s}}\right)}\right]\right\} & , \text { if } j=J  \tag{2.64}\\ +f_{\text {tsw }}\left(1-\varsigma_{3, s}\right)\left(\dot{Q}_{3,1}^{\Downarrow}-\sigma_{B} T_{s_{J}}^{4}\right) \\ \left.\left.\sum_{b=1}^{2}\left\{f_{\text {tsw }}\left(\dot{Q}_{b, 1}^{\Downarrow}+\dot{Q}_{b, 1}^{\odot}\right)\left[\mathrm{e}^{\left(-\frac{\Sigma_{j^{\prime}=j+1}^{J}}{\bar{\mu}_{s}}\right.}\right)-\mathrm{e}^{\left(-\frac{\Delta \bar{z}_{s^{\prime}}}{\bar{s}_{s_{J}}}\right.} \bar{\mu}_{s}\right)\right]\right\} & , \text { otherwise }\end{cases}
$$

### 2.4.4 Surface layer model and eddy fluxes

The surface layer model determines the fluxes of enthalpy, water, and carbon dioxide between the canopy air space and the air aloft, and is based on the Monin-Obukhov similarity theory (Monin and Obukhov, 1954; Foken, 2006). This theory has been widely used by biosphere-atmosphere models representing a variety of biomes (e.g. Walko et al., 2000; Oleson et al., 2010; Best et al., 2011), although this is often an extrapolation of the original theory that may not be applicable to heterogeneous vegetation, or tall vegetation, as pointed out by Foken (2006).

The first step is to find the characteristic displacement height $z_{d}$ and vegetation roughness length $z_{0}$ of the patch. When the patch contains cohorts, we determine $z_{d}$ and $z_{0}$ by adapting the momentum transfer model proposed by Massman (1997). This model is convenient for use in ED-2 2 because it does not assume fixed vegetation structures, therefore it can be determined and updated based on the demography of each patch. In ED-2.2, we use the discrete form of the original formulation. The canopy environment is split in a fixed vertical grid with $F_{\infty}$ layers spanning from the ground to the maximum possible vegetation height $z_{a_{\infty}}=35 \mathrm{~m}$. Layers are thinner near the ground to capture the higher density of the small size plants in more detail. The height of the top of each canopy layer $\left(z_{a_{f}}\right)$, and the top layer with vegetation $(F)$ are defined as:

$$
\begin{align*}
z_{a_{f}} & =z_{a_{1}} f^{\left(\frac{\ln z_{a_{\infty}-}-\ln z_{a_{1}}}{\ln F_{\infty}}\right)} \quad f \in\{0,1, \ldots, F\}  \tag{2.65a}\\
F & =\left\lceil\left(F_{\infty}\right)^{\left(\frac{\ln z \pi_{1}-\ln a_{1}}{\ln z \pi_{\infty}-\ln a_{1}}\right)}\right] \tag{2.65b}
\end{align*}
$$

where $z_{a_{1}}=0.05 \mathrm{~m}, z_{\pi_{1}}$ is the height of the tallest cohort, and $\rceil$ is the ceiling operator.
The displacement height is defined according to Shaw and Pereira (1982) and represents the effective height of the mean drag from all cohorts and soil surface. The roughness height is defined after Raupach $(1994,1995)$ and represents the limit above the displacement height below which the typical logarithmic-based, surface layer wind profile is no longer valid. In the original formulation the displacement height is normalized by the height of the tallest cohort; in ED-2.2 we apply a correction to scale the height with the effective canopy depth $\bar{z}_{a}$ while using the contribution from all cohorts:

$$
\begin{align*}
& z_{d}=\bar{z}_{a}\left\{1-\frac{1}{z_{v_{1}}} \sum_{f=1}^{F}\left[\mathrm{e}^{\left.\left.-\frac{2\left(\Xi_{F}-\Xi_{f}\right)}{\xi_{\mathrm{sfc}}} \Delta z_{a_{f}}\right]\right\},}\right.\right.  \tag{2.66}\\
& z_{0}=\left(\bar{z}_{a}-z_{d}\right) \exp \left(-\kappa \sqrt{\frac{2}{\xi_{\mathrm{sfc}}}}+\tilde{\psi}_{0}\right), \tag{2.67}
\end{align*}
$$

where $\kappa$ is the von Kármán constant; $\Delta z_{a_{f}}=z_{a_{f}}-z_{a_{f-1}}$ is the layer thickness; $\xi_{\text {sfc }}$ is the surface drag coefficient, which is related to the ratio of the wind speed at the top cohort and the surface (c.f. Albini, 1981); $\Xi_{f}$ is the cumulative cohort drag area per unit of ground area at layer $f$; and $\tilde{\psi}_{0}$ is the flux profile function of momentum at the roughness height (see Eqn. 2.79 below), here approximated to 0.190 as in Raupach (1995). Both $\xi_{\text {sfc }}$ and $\Xi_{f}$ are defined after Massman (1997):

$$
\begin{align*}
\xi_{\mathrm{sfc}} & =2\left[y_{s 1}+y_{s 2} \mathrm{e}^{y_{s 3} \Xi_{F}}\right]^{2}  \tag{2.68}\\
\Xi_{f} & =\sum_{f^{\prime}=1}^{f} \frac{\xi_{D_{f^{\prime}}} a_{f^{\prime}}}{\mathcal{P}_{f^{\prime}}} \Delta z_{a_{f^{\prime}}} \tag{2.69}
\end{align*}
$$

where $\xi_{D_{f}}$ is the drag coefficient due to cohorts at layer $f ;\left(y_{s 1}, y_{s 2}, y_{s 3}\right)=(0.320,0.264,15.1)$ are constants (Massman, 1997); $\mathcal{P}$ is the sheltering factor for momentum associated with the cohorts; and $\omega_{f}$ is the plant (leaves and wood) area density function at layer $f$ :

$$
\begin{equation*}
\varpi_{f}=\sum_{m=1}^{M} \frac{\Lambda_{m}+\Omega_{m}}{z_{\pi_{m}}-\hat{z}_{\pi_{m}}} \mathbf{v}_{f, m} \tag{2.70a}
\end{equation*}
$$

$$
\mathrm{v}_{\sigma_{f, m}}= \begin{cases}0 & \text { if } z_{\pi_{m}} \leq z_{a_{f-1}} \text { or } \hat{z}_{\pi_{m}} \geq z_{a_{f}}  \tag{2.70b}\\ \frac{\min \left(z_{m}, z_{a_{f}}\right)-\max \left(\hat{z}_{\pi_{m}}, z_{a_{f-1}}\right)}{\Delta z_{a_{f}}} & \text { otherwise }\end{cases}
$$

where $\hat{z}_{\pi_{m}}$ and $z_{\pi_{m}}$ are the height at the bottom and top of the crown of cohort $m$, as described in App. C. Wohlfahrt and Cernusca (2002) pointed out that the drag coefficient and the shelter factor are not completely separable, and provided an alternative functional form of the $\xi_{D / P}$ ratio. The function used in ED-2.2 is derived from Wohlfahrt and Cernusca fit for plant density function, although we re-wrote the original parameterization using logistic function to reduce the number of parameters:

$$
\begin{equation*}
\frac{\xi_{D_{f}}}{\mathcal{P}_{f}}=x_{1}+\frac{x_{2}}{1+\mathrm{e}^{x_{3} \sigma_{f}}} \tag{2.71}
\end{equation*}
$$

where $\mathbf{x}=(0.086,1.192,0.480)$ are adjustable parameters.
In case the patch has no cohorts, we assume that the roughness height $z_{0 \varnothing}$ depends only on the bare soil roughness $z_{0 g}$ plus any snow or water standing on top of the ground $z_{0 s}$ :

$$
\begin{equation*}
z_{0 \varnothing}=z_{0 g}\left(1-f_{\mathrm{tsw}}\right)+z_{0 s} f_{\mathrm{tsw}} . \tag{2.72}
\end{equation*}
$$

The momentum $\left(\dot{U}_{e, a}\right)$ and buoyancy $\left(\dot{\Theta}_{e, a}\right)$ fluxes between the free atmosphere and the canopy air space at the top of the canopy air space can be represented either by the gradient or the eddy flux form (Monteith and Unsworth, 2008):

$$
\begin{array}{ll}
\dot{U}_{e, a}=\rho_{a} K_{U} \frac{\partial u}{\partial z}=\rho_{a} \overline{u_{z}^{\prime} u_{x}^{\prime}}, & \text { (Momentum) } \\
\dot{\Theta}_{e, a}=-\rho_{a} K_{\Theta} q_{p_{a}} \frac{\partial \theta_{V}}{\partial z}=-\rho_{a} q_{p_{a}} \overline{u_{z}^{\prime} \theta_{V}^{\prime}}, & \text { (Buoyancy) } \tag{2.74}
\end{array}
$$

where $K_{U}$ and $K_{\Theta}$ are the eddy diffusivities of momentum and buoyancy ${ }^{4}$, respectively; $u_{x}$ is the horizontal wind speed, $u_{z}$ is the vertical velocity; $\theta_{V}$ is the virtual potential temperature; and $q_{p_{a}}$ is the specific heat of the canopy air space (Eqn. 2.21).

[^3]The Monin-Obukhov similarity theory is based on the Buckingham $\Pi$-theory (Stull, 1988), which requires as many fundamental scales as fundamental dimensions. Let the fundamental dimensions be the canopy air density $\left(\rho_{a}\right)$ and three characteristic scales, namely the friction velocity $\left(u^{\star}\right)$, characteristic virtual temperature gradient $\left(\theta_{V}^{\star}\right)$, and the diffusivity-corrected Obukhov length LO (Panofsky, 1963):

$$
\begin{align*}
u^{\star} & =\sqrt{\frac{\dot{U}_{e, a}}{\rho}}=\sqrt{\left|\overline{u_{x}^{\prime} u_{z}^{\prime}}\right|},  \tag{2.75a}\\
\theta_{V}^{\star} & =-\frac{1}{\kappa u^{\star}} \frac{\dot{\Theta}_{e, a}}{\rho q_{p_{a}}}
\end{align*}=-\frac{\overline{u_{z}^{\prime} \theta_{V}^{\prime}}}{u^{\star}}, ~\left(\begin{array}{ll}
\text { LO } & =\frac{1}{\operatorname{Pr}} \frac{\dot{U}_{e, a}}{\dot{\Theta}_{e, a}} \frac{\theta_{V_{0}}}{g_{\oplus}} \frac{u^{\star}}{\kappa} \approx \frac{\left(\theta_{V_{e}}+\theta_{V_{a}}\right) u^{\star 2}}{2 \kappa g_{\oplus} \theta_{V}^{\star}}, \tag{2.75b}
\end{array}\right.
$$

where $\kappa$ is the von Kármán constant, $g_{\oplus}$ is the gravity acceleration, and $\operatorname{Pr} \stackrel{\text { def }}{=} K_{U} / K_{\Theta}$ is the turbulent Prandtl number. Another important dimensionless quantity is the bulk Richardson number $\mathrm{Ri}_{B}$, defined as:

$$
\begin{equation*}
\mathrm{Ri}_{B}=\frac{2 g_{\oplus}\left(z^{\star}-z_{0}\right)\left(\theta_{V_{e}}-\theta_{V_{a}}\right)}{\left(\theta_{V_{e}}+\theta_{V_{a}}\right) u_{e}^{2}} \tag{2.76}
\end{equation*}
$$

where $z^{\star} \stackrel{\text { def }}{=} z_{e}-z_{d}$. The bulk Richardson number depends only on variables that are already determined and it is informative on whether the layer between the canopy air space and the reference height $z_{e}$ is unstable, neutral, or unstable. By combining Eqn. (2.76) and (2.75c), we determine a dimensionless height scale $\zeta$ :

$$
\begin{equation*}
\zeta(z)=\frac{z-z_{d}}{\mathrm{LO}} \tag{2.77a}
\end{equation*}
$$

and the particular cases

$$
\begin{align*}
\zeta^{\star} & =\frac{z^{\star}}{\mathrm{LO}}=\zeta_{0}+\kappa \mathrm{Ri}_{B}\left(\frac{u_{e}}{u^{\star}}\right)^{2} \frac{\theta_{V}^{\star}}{\theta_{V_{e}}-\theta_{V_{a}}}  \tag{2.77b}\\
\zeta_{0} & =\frac{z_{0}}{\mathrm{LO}}=\frac{z_{0}}{z^{\star}} \zeta^{\star} \tag{2.77c}
\end{align*}
$$

By choosing an appropriate combination of factors, Monin and Obukhov (1954) have shown that the dimensionless gradients of wind and temperature (here based on virtual potential temperature and the accounting for the Prandtl number) can be written as a function of the characteristic scales and dimensionless stability functions $\varphi_{U}$ and $\varphi_{\Theta}$, which can be thought as correction factors from the logarithmic wind profile under neutral conditions (Monteith and Unsworth, 2008):

$$
\begin{align*}
\frac{\partial}{\partial \zeta}\left(\frac{u_{x}}{u^{\star}}\right) & =\frac{1}{\kappa \zeta} \varphi_{U}(\zeta)  \tag{2.78a}\\
\frac{\partial}{\partial \zeta}\left(\frac{\theta_{V}}{\theta_{V}^{\star}}\right) & =\frac{\operatorname{Pr}}{\kappa \zeta} \varphi_{\Theta}(\zeta) \tag{2.78b}
\end{align*}
$$

Following Panofsky (1963), if we define the flux profile functions:

$$
\begin{align*}
& \psi_{U}(\zeta)=\int_{0}^{\zeta} \frac{1-\varphi_{U}\left(\zeta^{\prime}\right)}{\zeta^{\prime}} \mathrm{d} \zeta^{\prime}  \tag{2.79}\\
& \psi_{\Theta}(\zeta)=\int_{0}^{\zeta} \frac{1-\varphi_{\Theta}\left(\zeta^{\prime}\right)}{\zeta^{\prime}} \mathrm{d} \zeta^{\prime} \tag{2.80}
\end{align*}
$$

and integrate Eqn. (2.78a) and (2.78b) between $\zeta_{0}$, where wind is assumed to be zero, and any reference level $\zeta$ using the Leibniz integration rule, we obtain the horizontal wind and virtual potential temperature profile functions:

$$
\begin{align*}
& u_{x}(\zeta)=\frac{u^{\star}}{\kappa}\left[\ln \left(\frac{\zeta}{\zeta_{0}}\right)-\psi_{U}(\zeta)+\psi_{U}\left(\zeta_{0}\right)\right]  \tag{2.81}\\
& \theta_{V}(\zeta)=\theta_{V_{a}}+\frac{\operatorname{Pr} \theta_{V}^{\star}}{\kappa}\left[\ln \left(\frac{\zeta}{\zeta_{0}}\right)-\psi_{\Theta}(\zeta)+\psi_{\Theta}\left(\zeta_{0}\right)\right] \tag{2.82}
\end{align*}
$$

If we substitute Eqn. (2.81) and (2.82) for $\zeta=\zeta^{\star}$ into Eqn. (2.77b), we obtain an equation where the only unknown is $\zeta^{\star}$ :

$$
\begin{equation*}
\zeta^{\star}=\frac{\operatorname{Ri}_{B}}{\operatorname{Pr}}\left(\frac{z^{\star}}{z^{\star}-z_{0}}\right) \frac{\left[\ln \left(\frac{\zeta^{\star}}{\zeta_{0}}\right)-\psi_{U}\left(\zeta^{\star}\right)+\psi_{U}\left(\zeta_{0}\right)\right]^{2}}{\ln \left(\frac{\zeta^{\star}}{\zeta_{0}}\right)-\psi_{\Theta}\left(\zeta^{\star}\right)+\psi_{\Theta}\left(\zeta_{0}\right)} \tag{2.83}
\end{equation*}
$$

The flux profile functions used here are the same as described by Beljaars and Holtslag (1991). These functions are the Businger-Dyer flux profile equations for the unstable case (Businger et al., 1971), but they are modified for the stable case to avoid the underestimated flux between the canopy air space and the air aloft under stable conditions:

$$
\begin{align*}
\psi_{U}(\zeta) & = \begin{cases}2 \ln \left[\frac{1+y(\zeta)}{2}\right]+\ln \left[\frac{1+y^{2}(\zeta)}{2}\right]-2 \arctan [y(\zeta)]+\frac{\pi}{2} & , \text { if } \mathrm{Ri}_{B}<0 \\
x_{1} \zeta+x_{2}\left(\zeta-\frac{x_{3}}{x_{4}}\right) \mathrm{e}^{-x_{4} \zeta}+\frac{x_{2} x_{3}}{x_{4}} & , \text { if } \mathrm{Ri}_{B} \geq 0\end{cases}  \tag{2.84a}\\
\psi_{\Theta}(\zeta) & = \begin{cases}2 \ln \left[\frac{1+y^{2}(\zeta)}{2}\right]_{x_{5}} \\
1-\left(1-\frac{x_{1}}{x_{5}} \zeta\right)^{x_{5}}+x_{2}\left(\zeta-\frac{x_{3}}{x_{4}}\right) \mathrm{e}^{-x_{4} \zeta}+\frac{x_{2} x_{3}}{x_{4}} & , \text { if } \mathrm{Ri}_{B}<0\end{cases}  \tag{2.84b}\\
y(\zeta) & =\sqrt[4]{1-x_{6} \zeta} \tag{2.84c}
\end{align*}
$$

where $\mathbf{x}=\left(-1 ;-\frac{2}{3} ; 5 ; 0.35 ; \frac{3}{2} ; 13\right)$ are empirical and adjustable parameters.
Equation (2.83) is transcendental, therefore $\zeta^{\star}$ is calculated using a root-finding technique. Once $\zeta^{\star}$ is determined, we can find $u^{\star}$ using Eqn. (2.81), and define the canopy conductance $g_{a}\left[\mathrm{~ms}^{-1}\right]$ using Eqn. (2.82) as the starting point, similarly to Oleson et al. (2010):

$$
\begin{equation*}
g_{a}=\frac{u^{\star} \theta_{V}^{\star}}{\theta_{V_{e}}-\theta_{V_{a}}}=\frac{\kappa u^{\star}}{\operatorname{Pr}\left[\ln \left(\frac{\zeta^{\star}}{\zeta_{0}}\right)-\psi_{\Theta}\left(\zeta^{\star}\right)+\psi_{\Theta}\left(\zeta_{0}\right)\right]} \tag{2.85}
\end{equation*}
$$

If we assume that the diffusitivity $K_{\Theta}$ is the same for water vapor and enthalpy and $\mathrm{CO}_{2}$, we obtain the following equations for fluxes between canopy air space and the free atmosphere:

$$
\begin{equation*}
\dot{W}_{e, a}=\rho_{a} \underbrace{g_{a}\left(w_{e}-w_{a}\right)}_{\stackrel{\text { def }}{=} u^{\star} w^{\star}}, \tag{2.86a}
\end{equation*}
$$

$$
\begin{gather*}
\dot{H}_{e, a}=\rho_{a} \underbrace{g_{e, a}}_{\underbrace{}_{a}\left(\tilde{h}_{e}-h_{a}\right)},  \tag{2.86b}\\
\dot{C}_{a} \underbrace{\stackrel{\text { def }}{\star} u^{\star} c^{\star}}_{\substack{\text { def } \\
=\\
g_{a}^{\star}\left(c_{e} \\
g_{e}-c_{a}\right)}}, \tag{2.86c}
\end{gather*}
$$

where $\theta_{a}$ and $\theta_{e}$ are $\tilde{h}_{e}$ is the equivalent enthalpy of air at reference height $z_{e}$ when the air is adiabatically moved to the top of the canopy air space, using the definition of potential temperature:

$$
\begin{equation*}
\tilde{h}_{e}=h\left(\tilde{T}_{e}=\theta_{e}\left(\frac{p_{a}}{p_{0}}\right)^{\frac{Q^{\star}}{M_{d} q_{p \mathrm{~d}}}}, w_{e}\right) \quad \text {, from Eqn. (2.7). } \tag{2.87}
\end{equation*}
$$

Sensible heat flux between the free atmosphere and canopy air space ( $Q_{e, a}$ ) can be derived from the definition of enthalpy and enthalpy flux (Eqn. 2.7 and Eqn. 2.86b):

$$
\begin{align*}
\dot{H}_{e, a} & =\rho_{a} g_{a}\left[\left(1-w_{e}\right) q_{p \mathrm{~d}} \tilde{T}_{e}+w_{e} q_{p v}\left(\tilde{T}_{e}-T_{s c v}\right)-\left(1-w_{a}\right) q_{p \mathrm{~d}} T_{a}+w_{a} q_{p v}\left(T_{a}-T_{s c v}\right)\right] \\
& =\underbrace{\rho_{a} g_{a}\left(q_{p_{e}} \tilde{T}_{e}-q_{p_{a}} T_{a}\right)}_{\stackrel{\text { def }}{=} \dot{Q}_{e, a}}-\rho_{a} g_{a}\left(w_{e}-w_{a}\right) q_{p v} T_{s c v}, \\
\dot{Q}_{e, a} & =\dot{H}_{e, a}+\dot{W}_{e, a} q_{p v} T_{s c v} . \tag{2.88}
\end{align*}
$$

### 2.4.5 Heat and water exchange between surfaces and canopy air space

## Leaves and branches

Fluxes of sensible heat $\left(\dot{Q}_{\pi_{m}, a}\right)$ and water vapor $\left(\dot{W}_{\pi_{m}, a}\right)$ between the leaf and wood surface and the canopy air space follow the same principle of conductance and gradient that define the eddy fluxes between the free atmosphere and canopy air space (Eqn. 2.86); let $g_{H \beta_{m}}\left[\mathrm{~ms}^{-1}\right]$ and $g_{W \beta_{m}}\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ be the conductances of heat and water between the leaf surface and the canopy air space, and $g_{H \omega_{m}}$ and $g_{W \omega_{m}}$ be the wood boundary layer counterparts, the sensible heat and water vapor fluxes are:

$$
\begin{align*}
& \dot{Q}_{\pi_{m}, a}=\dot{Q}_{\lambda_{m}, a}+\dot{Q}_{\omega_{m}, a}=2 \Lambda_{m} g_{H \beta_{m}} \rho_{a} q_{p_{a}}\left(T_{\lambda_{m}}-T_{a}\right)+\pi \Omega_{m} g_{H \omega_{m}} \rho_{a} q_{p_{a}}\left(T_{\omega_{m}}-T_{a}\right),  \tag{2.89a}\\
& \dot{W}_{\pi_{m}, a}=\dot{W}_{\lambda_{m}, a}+\dot{W}_{\omega_{m}, a}=\Lambda_{m} g_{W \beta_{m}} \rho_{a}\left(w_{\lambda_{m}}-w_{a}\right)+\Omega_{m} g_{W \omega_{m}} \rho_{a}\left(w_{\omega_{m}}-w_{a}\right) \tag{2.89b}
\end{align*}
$$

where the factors 2 and $\pi$ in Eqn. (2.89a) means that sensible heat is exchanged on both sides of the leaves, and on the longitudinal area of the branches, which are assumed cylindrical. Intercepted water and dew and frost formation is allowed only on one side of the leaves, and an area equivalent to a one-sided flat plate for branches, and therefore only the leaf and wood area indices are used in Eqn. (2.89b). Canopy air space temperature, specific humidity, density, and specific heat, leaf temperature, and wood temperature are determined diagnostically. Specific humidity at the leaf surface $w_{\lambda_{m}} \stackrel{\text { def }}{=} w^{\equiv}\left(T_{\lambda_{m}}, p_{a}\right)$ and branch surface $w_{\omega_{m}} \stackrel{\text { def }}{=} w^{\equiv}\left(T_{\omega_{m}}, p_{a}\right)$ are assumed to be the saturation specific humidity $w^{\equiv}$ at the surface temperature and canopy air space pressure:

$$
\begin{equation*}
w^{\equiv}(T, p)=\frac{1}{1+\frac{\mathcal{M}_{d}}{\mathcal{M}_{w}}\left[\frac{p}{p^{\equiv}(T)}-1\right]}, \tag{2.90}
\end{equation*}
$$

where $p^{\equiv}(T)=\min \left[p_{v i}^{\overline{\bar{x}}}(T), p_{v \ell}^{\overline{\bar{v}}}(T)\right][\mathrm{Pa}]$ is the partial pressure of water vapor at phase equilib-
 after Murphy and Koop (2005):

$$
\begin{align*}
\ln \left[p_{v i}^{\bar{v}}(T)\right]= & 9.550426-\frac{5723.265}{T}+3.53068 \ln (T)-0.00728332 T  \tag{2.91a}\\
\ln \left[p_{v \ell}^{\bar{\equiv}(T)]=}\right. & {\left[54.842763-\frac{6763.22}{T}-4.210 \ln (T)+0.000367 T\right] } \\
& +[0.0415(T-218.8)]  \tag{2.91b}\\
& \times\left[53.878-\frac{1331.22}{T}-9.44523 \ln (T)+0.014025 T\right]
\end{align*}
$$

Eqn. (2.91a) and Eqn. (2.91b) converge to the same vapor pressure when $T=T_{3}$, within an accuracy of $\approx 5 \cdot 10^{-8}$.

Heat conductance for leaves and branches are based on the convective heat transfer overview by Monteith and Unsworth (2008, Section 10.1), where further description of the theory can be found. Following Monteith and Unsworth, convection can be of two types: forced convection, which depends on mechanic turbulence associated with the fluid velocity; and free convection, which is due to buoyancy of the boundary layer fluid. Although convection is often dominated by
either forced or free convection, in ED- 2.2 we always assume that the total conductance is a simple combination of forced and free convection resistances as if they were parallel and independent:

$$
\begin{equation*}
g_{H}=g_{H}^{\text {Free }}+g_{H}^{\text {Forced }}, \tag{2.92}
\end{equation*}
$$

For each convective regime, we define the conductance in terms of the Nusselt number Nu , a dimensionless number that corresponds to the ratio between heat exchange through convection and conduction:

$$
\begin{equation*}
g_{H}=\frac{\eta_{a} \mathrm{Nu}}{\beta} . \tag{2.93}
\end{equation*}
$$

where $\eta_{a}$ is the thermal diffusivity of canopy air space and $\beta$ is the characteristic size of the obstacle. For leaves, the characteristic size $\beta_{\lambda_{m}}$ is a PFT-dependent constant corresponding to the typical leaf width, whereas for branch wood the typical size $\beta_{\omega_{m}}$ is a function of the cohort volume (App. C).

Free convection is a result of the thermal gradient between the obstacle surface and the fluid, and this is normally expressed in terms of the Grashof number $\mathrm{Gr}^{5}$, a dimensionless index that relates buoyancy and viscous forces. In ED-2.2 we use the same empirical functions as Monteith and Unsworth (2008), using flat plate geometry for leaves and horizontal cylinder geometry for branch wood:

$$
\begin{align*}
\mathrm{Nu}_{\lambda_{m}}^{\mathrm{Free}} & =\max [\underbrace{0.50 \mathrm{Gr}_{\lambda_{m}}^{\frac{1}{2}}}_{\text {Laminar flow }}, \underbrace{0.13 \mathrm{Gr}_{\lambda_{m}}^{\frac{1}{3}}}_{\text {Turbulent flow }}],  \tag{2.94a}\\
\mathrm{Nu}_{\omega_{m}}^{\text {Free }} & =\max [\underbrace{0.48 \mathrm{Gr}_{\omega_{m}}^{\frac{1}{2}}}_{\text {Laminar flow }}, \underbrace{0.09 \mathrm{Gr}_{\omega_{m}}^{\frac{1}{3}}}_{\text {Turbulent flow }}],  \tag{2.94b}\\
\mathrm{Gr}_{?_{m}} & =\frac{\varepsilon_{a} g_{\oplus} \beta_{?_{m}}^{3}}{v_{a}^{2}}\left|T_{?_{m}}-T_{a}\right|, \tag{2.94c}
\end{align*}
$$

where $\varepsilon_{a}$ is the thermal dilatation coefficient for the canopy air space and $v_{a}$ is the kinematic vis-

[^4]cosity of the canopy air space, and $?_{m}$ represents either the leaf or wood surface. Like in Monteith and Unsworth, thermal diffusivity and dynamic viscosity are assumed to be linear functions of the canopy air space temperature:
\[

$$
\begin{align*}
\eta_{a}=1.89 \cdot 10^{-5}\left[1+0.007\left(T_{a}-T_{0}\right)\right] & {\left[\mathrm{m}^{2} \mathrm{~s}^{-1}\right] }  \tag{2.95a}\\
v_{a}=1.33 \cdot 10^{-5}\left[1+0.007\left(T_{a}-T_{0}\right)\right] & {\left[\mathrm{m}^{2} \mathrm{~s}^{-1}\right], } \tag{2.95b}
\end{align*}
$$
\]

where the first term on the right hand side are the reference values at temperature $T_{0}=273.15 \mathrm{~K}$. Since we assume canopy air space to be a perfect gas, thermal dilatation is $\varepsilon_{a}=1 / T_{a}$ (Dufour and van Mieghem, 1975).

For forced convection the flow of air through the object at different temperature causes the heat exchange, therefore Nusselt number is written as a function of the Reynolds number Re, a dimensionless index that relates inertial and viscous forces. Like in the free convection case, we use the same empirical functions as Monteith and Unsworth and the same shapes as the free convection case:

$$
\begin{align*}
\mathrm{Nu}_{\lambda_{m}}^{\text {Forced }} & =\max [\underbrace{0.60 \operatorname{Re}_{\lambda_{m}}^{0.5}}_{\text {Laminar flow }}, \underbrace{0.032 \operatorname{Re}_{\lambda_{m}}^{0.8}}_{\text {Turbulent flow }}],  \tag{2.96a}\\
\mathrm{Nu}_{\omega_{m}}^{\text {Forced }} & =\max [\underbrace{0.32+0.51 \operatorname{Re}_{\omega_{m}}^{0.52}}_{\text {Laminar flow }}, \underbrace{0.24 \operatorname{Re}_{\omega_{m}}^{0.60}}_{\text {Turbulent flow }}],  \tag{2.96b}\\
\operatorname{Re}_{?_{m}} & =\frac{u_{\pi_{m}} \beta_{?_{m}}}{\eta_{a}}, \tag{2.96c}
\end{align*}
$$

where $u_{\pi_{m}}$ is the wind speed experienced by the cohort $m$. The wind profile within the canopy air space is determined in two steps. Above the tallest cohort, we assume that the wind can be determined from the similarity theory; from Eqn. (2.77c) we define $\zeta_{f}=\zeta\left(z_{a_{f}}\right)$, and use wind profile function from the similarity theory (Eqn. 2.81) to determine the wind speed at the top of the vegetated layer $u_{a_{F}}=u\left(\zeta_{F}\right)$. Within the canopy, we estimate the wind speed reduction using
the wind profile as a function of cumulative drag(Albini, 1981; Massman, 1997); the wind speed experienced by the cohort is the average wind between the layers where the bottom $\left(\hat{z}_{\pi_{m}}\right)$ and top $\left(z \pi_{m}\right)$ of the crown are located:

$$
\begin{align*}
& u_{a_{f}}=u_{a_{F}} \exp \left(-\frac{\Xi_{F}-\Xi_{f}}{\xi_{\mathrm{sfc}}}\right)  \tag{2.97a}\\
& u_{\pi_{m}}=\max \left[0.25 \mathrm{~ms}^{-1}, \frac{u_{a_{F}}}{z_{a_{f_{m}}}-z_{a_{f_{m}}}} \sum_{f^{\prime}=\hat{f}_{m}}^{f_{m}}\left(u_{a_{f^{\prime}}} \Delta z_{a_{f^{\prime}}}\right)\right], \tag{2.97b}
\end{align*}
$$

where $\hat{f}_{m}$ and $f_{m}$ are the layers corresponding to the bottom and top of the cohort. The minimum wind speed of $0.25 \mathrm{~m} \mathrm{~s}^{-1}$ is imposed to avoid conductance to become unrealistically low and to account for some mixing due to gusts when the mean wind is very weak. Once the heat conductance is determined, we use the same vapor to heat ratio as Leuning et al. (1995) to calculate the water vapor conductance $g_{W ?_{m}}=1.075 g_{H ?_{m}}$.

## Temporary surface water and soil

Sensible heat and water fluxes between the temporary surface water and soil and the canopy air space are calculated similarly to leaves and branches. Surface conductance $g_{\text {sfc }}$ is assumed to be the same for both heat and water, and also the same for soil and temporary surface water:

$$
\begin{align*}
\dot{Q}_{s_{J}, a} & =f_{\mathrm{tsw}} g_{\mathrm{sfc}} \rho_{a} q_{p_{a}}\left(T_{S_{J}}-T_{a}\right)  \tag{2.98a}\\
\dot{W}_{s_{J}, a} & =f_{\mathrm{tsw}} g_{\mathrm{sfc}} \rho_{a}\left(w_{s_{J}}-w_{a}\right)  \tag{2.98b}\\
\dot{Q}_{g_{K}, a} & =\left(1-f_{\mathrm{tsw}}\right) g_{\mathrm{sfc}} \rho_{a} q_{p_{a}}\left(T_{s_{J}}-T_{a}\right)  \tag{2.98c}\\
\dot{W}_{s_{J}, a} & =\left(1-f_{\mathrm{tsw}}\right) g_{\mathrm{sfc}} \rho_{a}\left(w_{g_{K}}-w_{a}\right) \tag{2.98d}
\end{align*}
$$

Specific humidity for temporary surface water is computed exactly as leaves and branches, $w_{s_{J}}=$ $w^{\equiv}\left(T_{S_{J}}, p_{a}\right)$ (Eqn. 2.90 and Eqn. 2.91). For soils the specific humidity also accounts for the soil moisture and the sign of the flux, using a method similar to Avissar and Mahrer (1988):

$$
w_{g_{K}}=\left\{\begin{array}{ll}
s_{g} r_{g} w^{\equiv}\left(T_{g_{K}}, p_{a}\right)+\left(1-s_{g}\right) w_{a} & , \text { if } w^{\equiv}\left(T_{g_{K}}, p_{a}\right)>w_{a}  \tag{2.99}\\
w^{\equiv}\left(T_{g_{K}}, p_{a}\right) & , \text { if } w^{\equiv}\left(T_{g_{K}}, p_{a}\right) \leq w_{a}
\end{array},\right.
$$

where $r_{g}$ is the soil pore relative humidity derived from the Kelvin equation (Philip, 1957), and $s_{g}$ is the soil wetness function, which takes a similar functional form as the relative humidity term from Noilhan and Planton (1989) and the $\beta$ term from Lee and Pielke (1992):

$$
\begin{align*}
r_{g} & =\exp \left(\frac{\mathcal{M}_{w} g_{\oplus} \Psi_{g_{K}}}{\mathcal{R}^{\star} T_{g_{K}}}\right),  \tag{2.100a}\\
s_{g} & =\frac{1}{2}\left\{1.0-\cos \left[\pi \frac{\min \left(\vartheta_{k}, \vartheta_{\mathrm{Fc}}\right)-\vartheta_{\mathrm{Re}}}{\vartheta_{\mathrm{Fc}}-\vartheta_{\mathrm{Re}}}\right]\right\} . \tag{2.100b}
\end{align*}
$$

The total resistance between the surface and the canopy air space is a combination of the resistance if the surface was bare (which is assumed to be the same as $\gamma_{a}$ from Eqn. 2.85), plus the resistance due to the vegetation. In terms of conductance:

$$
\begin{equation*}
\frac{1}{g_{\mathrm{Sfc}}}=\frac{1}{g_{a}}+\frac{1}{g_{\mathrm{Veg}}} \tag{2.101}
\end{equation*}
$$

The vegetation conductance $g_{\text {Veg }}$ definition is based on the Simple Biosphere Model (SiB-2, Sellers et al., 1996). Let the conductance be the total contribution of diffusivity from ground to the top of vegetated layer:

$$
\begin{equation*}
\frac{1}{g_{\mathrm{Veg}}}=\int_{z_{0 \varnothing}}^{z \pi_{1}} \frac{1}{K_{\Theta}(z)} \mathrm{d} z \approx \sum_{f=1}^{F} \frac{\operatorname{Pr}}{K_{U_{f}}} \Delta z_{a_{f}} \tag{2.102}
\end{equation*}
$$

if we assume that $K_{U_{f}} \stackrel{\text { def }}{=} l_{U} u_{x}$ (Sellers et al., 1986), and that within the vegetated layer the winds are determined through Eqn. (2.97a), Eqn. (2.102) becomes

$$
\begin{equation*}
\frac{1}{g_{\mathrm{Veg}}}=\sum_{f=1}^{F}\left[\frac{\operatorname{Pr}}{l_{U} u_{a_{f}}} \exp \left(\frac{\Xi_{F}-\Xi_{f}}{\xi_{\mathrm{Sfc}}}\right)\right] . \tag{2.103}
\end{equation*}
$$

If we assume that $l_{U}$ is constant and the wind profile is continuous, and combine Eqn. (2.73), Eqn. (2.75a), Eqn. (2.78a), and Eqn. (2.79) at $\zeta=\zeta_{F}, l_{U}$ can be estimated as:

$$
\begin{equation*}
l_{U}=\frac{\kappa u^{\star}\left(z_{\pi_{1}}-z_{d}\right)}{u_{a_{F}}} \frac{1}{1-\zeta_{F} \frac{\partial \Psi_{U}}{\partial \zeta}\left(\zeta_{F}\right)} \tag{2.104}
\end{equation*}
$$

## Enthalpy flux due to evaporation and condensation

Dew and frost are made of water that was in the canopy air space and has been transferred to the surface and condensed; likewise, water that evaporates and ice that sublimates from the surfaces immediately become part of the canopy air space. In terms of energy transfer, two processes occur, the phase change and the mass exchange, and both must be accounted for the enthalpy flux. Phase change depends on the latent heat of vaporization $\left(l_{\ell v}\right)$ and sublimation $\left(l_{i v}\right)$, which are linear functions of temperature, based on Eqn. (2.6):

$$
\begin{align*}
l_{\ell v}(T) & =l_{\ell v 3}+\left(q_{p v}-q_{\ell}\right)\left(T-T_{3}\right),  \tag{2.105a}\\
l_{i v}(T) & =l_{i v 3}+\left(q_{p v}-q_{i}\right)\left(T-T_{3}\right) . \tag{2.105b}
\end{align*}
$$

The temperature for phase change must be the surface temperature because this is where the phase change occurs. In the most generic case, if a surface $y$ at temperature $T_{y}$ and a liquid water fraction $\ell_{y}$, the total enthalpy flux between the surface and canopy air space $\dot{H}_{y, a}$ associated with the water flux $W_{y, a}$ is:

$$
\begin{equation*}
\dot{H}_{y, a}=\dot{W}_{y, a}\{\underbrace{\left[\left(1-\ell_{y}\right) q_{i} T_{y}+\ell_{y} q_{\ell}\left(T_{y}-T_{s c \ell}\right)\right]}_{\text {Energy flux due to mass exchange }}+\underbrace{\left[\left(1-\ell_{y}\right) l_{i v}\left(T_{y}\right)+\ell_{y} l_{\ell v}\left(T_{y}\right)\right]}_{\text {Enthalpy flux due to phase change }}\} . \tag{2.106}
\end{equation*}
$$

By using the definitions from Eqn. (2.7c), Eqn. (2.106) can be further simplified to:

$$
\begin{equation*}
\dot{H}_{y, a}=\dot{W}_{y, a}\left[q_{p v}\left(T_{y}-T_{s c v}\right)\right]=\dot{W}_{y, a} \underbrace{}_{\text {Eqn. }}(2.7)), \tag{2.107}
\end{equation*}
$$

which is consistent with the exchange of pure water vapor and enthalpy between the thermodynamic systems. Equation (2.107) is used to determine $\dot{H}_{g_{K}, a}, \dot{H}_{S_{J}, a}$, and $\dot{H}_{\pi_{m}, a}, m \in\{1,2, \ldots, M\}$.

### 2.4.6 Leaf physiology

In ED-2.2 (and previous versions, c.f. Moorcroft et al., 2001; Medvigy et al., 2009), leaf physiology is represented by a model based on (Farquhar et al., 1980; Ball et al., 1987; Collatz et al., 1991) for $\mathrm{C}_{3}$, and Collatz et al. (1992) for $\mathrm{C}_{4}$. Although the concept is the same as in previous versions of ED, the solver algorithm has changed and therefore we present it here.

Let $\dot{A}_{m}\left[\mathrm{~mol}_{\mathrm{C}} \mathrm{m}_{\text {leaf }}^{-2} \mathrm{~s}^{-1}\right]$ be the net leaf-level $\mathrm{CO}_{2}$ uptake rate controlled exclusively by the leaf environment, and let $\dot{S}_{m}\left[\mathrm{~mol}_{\mathrm{H}_{2} \mathrm{O}} \mathrm{m}_{\text {leaf }}^{-2} \mathrm{~s}^{-1}\right]$ be the corresponding water loss through transpiration. From Farquhar et al. (1980), the net $\mathrm{CO}_{2}$ assimilation rate $\dot{A}_{m}$ is determined as:

$$
\dot{A}_{m}=\underbrace{\dot{V}_{\mathrm{C}_{m}}}_{\text {Carboxylation }}-\underbrace{\frac{1}{2} \dot{V}_{\mathrm{O}_{m}}}_{\begin{array}{c}
\text { Oxygenation }  \tag{2.108}\\
\text { (Photorespiration) }
\end{array}}-\underbrace{\dot{D}_{m}}_{\text {Dark respiration }} .
$$

Dark respiration comprises all leaf respiration terms that are not dependent on photosynthesis, and it is mostly due to mitochondrial respiration. Oxygenation releases $0.5 \mathrm{~mol}_{\mathrm{CO}_{2}}$ for each $\mathrm{mol}_{\mathrm{O}_{2}}$, hence the $-\frac{1}{2}$ term, and it is related to carboxylation by means of the $\mathrm{CO}_{2}$ compensation point $\Gamma_{m}^{\star}$ (Lambers et al., 2008):

$$
\begin{equation*}
\dot{V}_{\mathrm{O}_{m}}=\frac{2 \Gamma_{m}^{\star}}{c_{\chi_{m}}} \dot{V}_{\mathrm{C}_{m}} \tag{2.109}
\end{equation*}
$$

where $c_{\chi_{m}}$ is the $\mathrm{CO}_{2}$ mixing ratio at the leaf intercellular space ${ }^{6}$. The $\mathrm{CO}_{2}$ compensation point is determined after Collatz et al. (1991, 1992):

$$
\Gamma_{m}^{\star}= \begin{cases}\frac{\mathrm{O}_{2}{ }^{\oplus}}{2 \tau} & , \text { if cohort } m \text { is a } \mathrm{C}_{3} \text { plant }  \tag{2.110}\\ 0 & , \text { if cohort } m \text { is a } \mathrm{C}_{4} \text { plant }\end{cases}
$$

where $\mathrm{O}_{2}{ }^{\oplus}$ is the reference $\mathrm{O}_{2}$ mixing ratio, and $\tau$ represents the ratio between the rates of carboxylase to oxygenase and is a function of temperature.

Because $\mathrm{C}_{4}$ plants have a mechanism to considerably enhance intracellular $\mathrm{CO}_{2}$, photorespiration is nearly inexistent in $\mathrm{C}_{4}$ plants (Lambers et al., 2008), hence the assumption that $\Gamma_{m}^{\star}$ is

[^5]zero. Indeed, for $\mathrm{C}_{4}$, photosynthesis is ultimately limited by the maximum capacity of RuBisCO (Ribulose-1,5-Biphosphate Carboxylase Oxygenase) to perform carboxylation ( $\dot{V}_{\mathrm{C}_{m}}=\dot{V}_{\mathrm{C}_{m}}^{\max }$ ), provided that the leaf cells have unlimited $\mathrm{CO}_{2}$ and enough photosynthetically active radiation. For $\mathrm{C}_{3}$, this rate is unattainable because even when light is sufficient and neither $\mathrm{CO}_{2}$ nor $\mathrm{O}_{2}$ are limiting on their own, carboxylation and oxygenation are mutually inhibitive reactions (Lambers et al., 2008). Therefore, the maximum rate is often referred as the RuBP-saturated rate $\dot{V}_{\mathrm{C}_{m}}=\dot{V}_{\mathrm{C}, 1}$, and is expressed by a modified Michaelis-Menten kinetics equation:
\[

\dot{V}_{\mathrm{C}_{m}, 1}= $$
\begin{cases}\dot{V}_{\mathrm{C}_{m}}^{\max } \frac{c_{\chi_{m}}}{c_{\chi_{m}}+\mathcal{K}_{\mathrm{ME}_{m}}} & , \text { if cohort } m \text { is a } \mathrm{C}_{3} \text { plant }  \tag{2.111}\\ \dot{V}_{\mathrm{C}_{m}}^{\max } & , \text { if cohort } m \text { is a } \mathrm{C}_{4} \text { plant }\end{cases}
$$
\]

where $\mathcal{K}_{\mathrm{ME}_{m}}=\mathcal{K}_{\mathrm{C}_{m}}\left(1+\mathrm{O}_{2}{ }^{\oplus} / \mathcal{K}_{\mathrm{O}_{m}}\right)$ is the effective Michaelis constant, and $\mathcal{K}_{\mathrm{C}_{m}}$ and $\mathcal{K}_{\mathrm{O}_{m}}$ are the Michaelis constants for carboxylation and oxygenation, respectively.

At low $\mathrm{CO}_{2}$ concentrations $\mathrm{C}_{3}$ photosynthesis is also limited by the RuBisCO activity; for $\mathrm{C}_{4}$ plants, carboxylation at very low $\mathrm{CO}_{2}$ concentration is also reduced due to a lower activity of the PEP carboxylase, which in turn reduces the $\mathrm{CO}_{2}$ concentration in the bundle sheath below saturation (von Caemmerer, 2000). Collatz et al. (1992) pointed out that uptake increases linearly with increasing $\mathrm{CO}_{2}$, until it reaches the saturation imposed by $\dot{V}_{\mathrm{C}_{m}}^{\max }$. The original expression for $\mathrm{CO}_{2}$-limited carboxylation $\left(\dot{V}_{\mathrm{C}_{m}, 2}\right)$ for $\mathrm{C}_{4}$ plants by Collatz et al. (1992) has been modified later (e.g. Foley et al., 1996) to explicitly include $\dot{V}_{\mathrm{C}_{m}}^{\max }$; this is the same expression used in ED-2.2:

$$
\dot{V}_{\mathrm{C}_{m}, 2}=\left\{\begin{array}{ll}
\dot{V}_{\mathrm{C}_{m}, 1} & , \text { if cohort } m \text { is a } \mathrm{C}_{3} \text { plant }  \tag{2.112}\\
k_{\mathrm{PEP}_{m}} c_{\chi_{m}} \dot{V}_{\mathrm{C}_{m}}^{\max } & , \text { if cohort } m \text { is a } \mathrm{C}_{4} \text { plant }
\end{array},\right.
$$


From the total photosynthetically active irradiance absorbed by the cohort $\dot{Q}_{1, a, \pi_{m}}$ (Eqn. 2.58b), we define the photon flux that is absorbed by the leaf $\left(\dot{q}_{m}\left[\operatorname{molm}_{\text {leaf }}^{-2} \mathrm{~s}^{-1}\right]\right)$ :

$$
\begin{equation*}
\dot{q}_{m}=\frac{1}{j} \frac{b_{m}}{\tilde{\Pi}_{m}} \dot{Q}_{1, a, \pi_{m}} \tag{2.113}
\end{equation*}
$$

where $j$ is the average photon specific energy in the PAR band, assumed to be $2.17 \cdot 10^{5} \mathrm{~J} \mathrm{~mol}^{-2}$.

Even though a high fraction $\varepsilon_{m}^{\prime}$ of the absorbed irradiance is used to transport electrons needed by the light reactions of photosynthesis (Lambers et al., 2008), only a fraction of the irradiance absorbed by the leaf is absorbed by the chlorophyll; in addition, the number electrons needed by each carboxylation and oxygenation reaction poses an additional restriction to the total carboxylation rate. The product of these three factors is combined into a single scaling factor for total absorbed PAR, the quantum yield $\left(\varepsilon_{m}\right)$, which is a PFT-dependent property in ED-2.2. The maximum carboxylation rate under light limitation $\dot{V}_{\mathrm{C}_{m}, 3}$ is:

$$
\dot{V}_{\mathrm{C}_{m}, 3}=\varepsilon_{m} \dot{q}_{m} \frac{1}{1+\frac{\dot{V}_{\mathrm{O}_{m}}}{\dot{V}_{\mathrm{C}_{m}}}}= \begin{cases}\varepsilon_{m} \dot{q}_{m} \frac{c_{\chi_{m}}}{c_{\chi_{m}}+2 \Gamma_{m}^{\star}} & , \text { if cohort } m \text { is a } \mathrm{C}_{3} \text { plant }  \tag{2.114}\\ \varepsilon_{m} \dot{q}_{m} & , \text { if cohort } m \text { is a } \mathrm{C}_{4} \text { plant }\end{cases}
$$

As von Caemmerer (2000) points out, carboxylation may also be limited by the export rate of starch and sucrose that is synthesised by triose phospate, especially when $\mathrm{CO}_{2}$ concentration is high combined with high irradiance, or when temperature or $\mathrm{O}_{2}$ concentration are low. This limitation, however, is currently not included in ED-2.2.

Given the low storage capacity of leaf boundary layer air, we assume that the the flux entering and exiting the boundary layer have the same magnitude, thus a single flux value is sought. As shown in Fig. 2.7, fluxes of water and carbon between the leaf intercellular space and the canopy air space must overcome both the stomatal resistance and the boundary layer resistance, whereas sensible heat flux and water flux from leaf surface water must overcome the boundary layer resistance only. Let $c_{\beta_{m}}\left[\operatorname{mol}_{\mathrm{C}} \mathrm{mol}_{\text {Air }}^{-1}\right]$ and $w_{\beta_{m}}\left[\operatorname{mol}_{\mathrm{H}_{2} \mathrm{O}} \mathrm{mol}_{\text {Air }}^{-1}\right]$ be the $\mathrm{CO}_{2}$ mixing ratio and the specific humidity of the leaf boundary layer air space ${ }^{7}$, respectively, and let the specific humidity at the leaf intercellular space to be at saturation at the leaf temperature $w_{\chi_{m}} \stackrel{\text { def }}{=} w^{\equiv}\left(T_{\pi_{m}}, p_{a}\right)$. The potential fluxes of $\mathrm{CO}_{2}$ and water can be written as:

[^6]

Figure 2.7: Schematic of the leaf fluxes for a hypostomatous plant during the photo period. Conductance are represented by the resistance between the different environments ( $g^{-1}$ ). For comparison, the leaf-level sensible heat $\dot{\Theta}_{m}$ and water vapor fluxes $\dot{Y}_{m}$ between the leaf surface and the canopy air space are also shown.

$$
\begin{align*}
& \dot{A}_{m}=\underbrace{\frac{\rho_{a} g_{C \beta_{m}}}{\mathcal{M}_{d}}}_{\hat{g}_{C \beta_{m}}}\left(c_{a}-c_{\beta_{m}}\right)=\underbrace{\frac{\rho_{a} g_{C \chi_{m}}}{\mathcal{M}_{d}}}_{\hat{g}_{C \chi_{m}}}\left(c_{\beta_{m}}-c_{\chi_{m}}\right),=\frac{\hat{g}_{C \beta_{m}} \hat{g}_{C \chi_{m}}}{\hat{g}_{C \beta_{m}}+\hat{g}_{C \chi_{m}}}\left(c_{a}-c_{\chi_{m}}\right),  \tag{2.115a}\\
& \dot{S}_{m}=\underbrace{\frac{\rho_{a} g_{W \beta_{m}}}{\mathcal{M}_{d}}}_{\hat{g}_{W \beta_{m}}}\left(w_{\beta_{m}}-w_{a}\right)=\underbrace{\frac{\rho_{a} g_{W \chi_{m}}}{\mathcal{M}_{d}}}_{\hat{g}_{W \chi_{m}}}\left(w_{\chi_{m}}-w_{\beta_{m}}\right),=\frac{\hat{g}_{W \beta_{m}} \hat{g}_{W \chi_{m}}}{\hat{g}_{W \beta_{m}}+\hat{g}_{W \chi_{m}}}\left(w_{\chi_{m}}-w_{a}\right) . \tag{2.115b}
\end{align*}
$$

where $g_{C \chi_{m}}\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ and $g_{W \chi_{m}}\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ are the stomatal conductance for $\mathrm{CO}_{2}$ and water, respectively. Stomatal conductance is controlled by plants and is a result of a trade-off between the amount of carbon that leaves can uptake and the amount of water that plants may lose. Leuning (1995) proposed a semi-empirical stomatal conductance expression for water based on these trade-offs:

$$
\hat{g}_{W \chi_{m}}= \begin{cases}\hat{g}_{W \chi_{m}}^{\varnothing}+\frac{m_{m} \dot{A}_{m}}{\left(c_{\beta_{m}}-\Gamma_{m}^{\star}\right)\left(1+\frac{w_{\chi_{m}}-w_{\beta_{m}}}{D_{m}}\right)} & , \text { if } \dot{A}_{m}>0  \tag{2.116}\\ \hat{g}_{W \chi_{m}}^{\varnothing} & , \text { if } \dot{A}_{m} \leq 0\end{cases}
$$

where $\hat{g}_{W \chi_{m}}^{\varnothing}$ is the residual conductance when stomata are closed, $m_{m}$ is a slope parameter, and $\bigoplus_{m}$ is an empirical coefficient to control conductance under severe leaf-level water deficit; all of them being PFT-dependent parameters. From Cowan and Troughton (1971), stomatal conductance of $\mathrm{CO}_{2}$ is estimated by the ratio between $\mathrm{CO}_{2}$ and water diffusivity in the air ( $\gamma_{\chi} \approx 1.60$ ), whereas the boundary layer conductance follows the $\gamma_{\beta} \approx \gamma_{\chi}^{\frac{2}{3}}$ ratio because of convection in addition to diffusivity in the leaf boundary layer:

$$
\begin{align*}
& \hat{g}_{W \chi_{m}}=\gamma_{\chi} \hat{g}_{C \chi_{m}}  \tag{2.117a}\\
& \hat{g}_{W \beta_{m}}=\gamma_{\beta} \hat{g}_{C \beta_{m}} . \tag{2.117b}
\end{align*}
$$

The temperature dependency of the solubility ratio $\tau$ and the Michaelis constants for carboxylation are expressed either as an Arrhenius or a $\mathrm{Q}_{10}$ function:

$$
\mathcal{T}(T, x)=x_{15} \times \begin{cases}\exp \left[\mathcal{A}_{x}\left(\frac{1}{T_{15}}-\frac{1}{T}\right)\right] & \text { Arrhenius function }  \tag{2.118}\\ q_{x}{ }^{\left(\frac{T-T_{15}}{10}\right)} & \mathrm{Q}_{10} \text { function }\end{cases}
$$

where $x_{15}$ is the value of variable $x$ at temperature $T_{15}=288.15 \mathrm{~K}$, and $\mathcal{A}_{x}$ and $q_{x}$ are the parameters which describe temperature dependence. In ED-2.2 the user may choose which formulation to use and import the needed parameters. $\dot{V}_{\mathrm{C}_{m}}^{\max }$ and $\dot{D}_{m}$ are also functions of temperature, although they include an additional scaling function to account for the fast decline of both productivity and respiration at low and high temperatures (Sellers et al., 1996; Moorcroft et al., 2001):

$$
\begin{equation*}
\mathcal{T}^{\prime}(T, x)=\frac{\mathcal{T}(T, x)}{\left[1+\mathrm{e}^{-\overparen{\partial}_{x}\left(T-T_{x}^{\text {Cold }}\right)}\right]\left[1+\mathrm{e}^{+\overparen{\delta}_{x}\left(T-T_{x}^{\mathrm{Hot}}\right)}\right]}, \tag{2.119}
\end{equation*}
$$

where $\partial, T^{\text {Cold }}$ and $T^{\text {Hot }}$ for $\dot{V}_{\mathrm{C}_{m}}^{\max }$ and $\dot{D}_{m}$ are PFT-dependent parameters.

While $w_{\chi_{m}}, \dot{V}_{\mathrm{C}_{m}}^{\max }, \dot{D}_{m}, \tau_{m}, \mathcal{K}_{\mathrm{O}_{m}}, \mathcal{K}_{\mathrm{C}_{m}}, \Gamma_{m}^{\star}$, and $\mathcal{K}_{\mathrm{ME}_{m}}$ are functions of only leaf temperature and canopy airspace pressure, nine variables are unknown for each limitation case as well as for the case when the stomata are closed: $\dot{S}_{m}, \dot{A}_{m}, c_{\chi_{m}}, \hat{g}_{W} \chi_{m}, \dot{V}_{\mathrm{C}_{m}}, \dot{V}_{\mathrm{O}_{m}}, \hat{g}_{C \chi_{m}}, c_{\beta_{m}}$, and $w_{\beta_{m}}$. Both the temperature-dependence functions and the solution for the system of equations are presented in App. A. Once all cases are determined, the solution is determined similarly by either a law of minimum (Collatz et al., 1991, 1992; Moorcroft et al., 2001); or when one of the limiting cases does not yield any viable solution, we assume that photosynthesis cannot occur and that stomata are closed; this happens when available light or $c_{\chi_{m}}$ are near or below their compensation point:

$$
\begin{align*}
& \dot{A}_{m}= \begin{cases}\min _{l=1}^{3} \dot{A}_{l, m} & , \text { if } \dot{A}_{l, m} \in \mathbb{R} \\
\dot{A}_{0, m} & , \text { otherwise }\end{cases}  \tag{2.120a}\\
& \dot{S}_{m}=\dot{S}_{l^{\star}, m}, \tag{2.120b}
\end{align*}
$$

where $l^{\star}$ is the limiting case chosen in Eqn. (2.120a). The result from Eqn. (2.120a) implicitly ignores soil moisture limitation on photosynthesis, since Leuning (1995) semi-empirical model for stomatal conductance was developed from seedlings that were well watered. Soil moisture limitation is incorporated as a scaling function $o_{g, \pi_{m}}$ based on Moorcroft et al. (2001), although it has been re-defined in terms of soil matric potential because it is more directly related to the resistance to bring water from the ground to the leaves:

$$
\begin{align*}
o_{g, \pi_{m}} & =\frac{1}{1+\frac{\text { Demand }}{\text { Supply }}}=\frac{1}{1+\frac{\mathcal{M}_{\mathrm{W}} \Lambda_{m} \dot{S}_{m}}{G_{\rho_{m}} n_{m} C_{\rho_{m}} W_{g, k_{\rho_{m}}}^{\star}}},  \tag{2.121a}\\
W_{g, k}^{\star} & =\sum_{k^{\prime}=k}^{K}\left[\rho_{\ell}\left(\vartheta_{\mathrm{Fc}}-\vartheta_{\mathrm{Wp}}\right) \Psi_{k^{\prime}}^{\star} \Delta z_{g_{k^{\prime}}}\right]  \tag{2.121b}\\
\Psi_{k}^{\star} & =\ell_{g_{k}} \frac{\max \left\{\min \left[\Psi_{k}+\frac{1}{2}\left(z_{g_{k}}+z_{g_{k+1}}\right), \Psi_{\mathrm{Fc}}\right], \Psi_{\mathrm{Wp}}\right\}-\Psi_{\mathrm{Wp}}}{\Psi_{\mathrm{Fc}}-\Psi_{\mathrm{Wp}}} \tag{2.121c}
\end{align*}
$$

where $G_{\rho_{m}}\left[\mathrm{~m}^{2} \mathrm{~kg}_{\mathrm{C}_{\text {root }}}^{-1} \mathrm{~s}^{-1}\right]$ is a scaling parameter related to fine root conductance, $C_{\rho_{m}}\left[\mathrm{~kg}_{\mathrm{C}_{\text {root }}} \mathrm{m}^{-2}\right]$ is the fine root biomass, $W_{g, k}^{\star}\left[\mathrm{kg}_{\mathrm{W}} \mathrm{m}^{-2}\right]$ is the available water for photosynthesis, $\Psi_{m}^{\star}$ is a factor
that represents the reduction of available water due to force needed to extract the water. Because there is always some residual stomatal conductance cannot be zero, the scaling factor interpolates between the fully closed case and the solution without soil moisture limitation, yielding to the actual fluxes of $\mathrm{CO}_{2}\left(\dot{C}_{\chi_{m}, a}\left[\mathrm{~mol}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]\right)$ and water $\left(\dot{W}_{\chi_{m}, a}\left[\mathrm{~kg}_{\mathrm{W}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]\right)$ :

$$
\begin{align*}
\dot{C}_{\chi_{m}, a} & =-\#_{m} \Lambda_{m}\left[\left(1-o_{g, \pi_{m}}\right) \dot{A}_{0, m}+o_{g, \pi_{m}} \dot{A}_{l^{\star}, m}\right]  \tag{2.122a}\\
\dot{W}_{\chi_{m}, a} & =\#_{m} \mathcal{M}_{w} \Lambda_{m}\left[\left(1-o_{g, \pi_{m}}\right) \dot{S}_{0, m}+o_{g, \pi_{m}} \dot{S}_{l^{\star}, m}\right] \tag{2.122b}
\end{align*}
$$

where $\#_{m}$ is 1 if the PFT is hypostomatous or 2 if the PFT is amphistomatous or needleleaf. Similarly, the individual gross primary productivity $\left(\mathrm{GPP}_{m}\left[\mathrm{~kg}_{\mathrm{C}}\right.\right.$ plant $\left.\left.^{-1} \mathrm{~s}^{-1}\right]\right)$ and leaf respiration ${ }^{8}$ $\left(\dot{R}_{\lambda_{m}}\left[\mathrm{~kg}_{\mathrm{C}}\right.\right.$ plant $\left.\left.^{-1} \mathrm{~s}^{-1}\right]\right)$ are defined by:

$$
\begin{align*}
\mathrm{GPP}_{m} & =\frac{\mathcal{M}_{\mathrm{C}} \#_{m} \Lambda_{m}}{n_{m}} \cdot\left[\left(1-o_{g, \pi_{m}}\right) \dot{A}_{0, m}+o_{g, \pi_{m}} \dot{A}_{l^{\star}, m}+\dot{D}_{m}\right]  \tag{2.123a}\\
\dot{R}_{\lambda_{m}} & =\frac{\mathcal{M}_{\mathrm{C}} \#_{m} \Lambda_{m}}{n_{m}} \cdot \dot{D}_{m} \tag{2.123b}
\end{align*}
$$

The amount of water lost through transpiration at any given time is assumed to exactly match the amount of soil water brought to the leaf intercellular space through the plant vascular system. Plants may extract water from all layers they have access, and the amount of water extracted from each layer is proportional to the available water in the layer relative to the total available water:

$$
\begin{align*}
\sum_{k^{\prime}=k_{\rho_{m}}}^{K}\left(\dot{W}_{g_{k^{\prime}}, \chi_{m}}\right) & \stackrel{\text { def }}{=} \dot{W}_{\chi_{m}, a}  \tag{2.124a}\\
& \dot{W}_{g_{k}, \chi_{m}} \tag{2.124b}
\end{align*}=\dot{W}_{\chi_{m}, a} \frac{W_{g, k}^{\star}-W_{g, k+1}^{\star}}{W_{g, k_{\rho_{m}}}^{\star}},
$$

where $W_{g, K+1}^{\star} \stackrel{\text { def }}{=} 0$. Although the net water flux due to transpiration at the leaf is assumed to be zero, the net energy flux is not zero because the water enters the leaf as liquid water at the soil temperature, reaches thermal equilibrium with leaves, and is lost to the canopy air space as

[^7]water vapor at the leaf temperature. Therefore, the internal energy flux between the soil layers and the cohort is calculated similarly to Eqn. (2.40), whereas the enthalpy flux between the leaf intercellular space and the canopy air space is solved similarly to Eqn. (2.107):
\[

$$
\begin{align*}
\dot{E}_{g_{k}, \chi_{m}} & =\dot{W}_{k_{k}, \chi_{m}} q_{\ell}\left(T_{g_{k}}-T_{s c \ell}\right)  \tag{2.125a}\\
\dot{H}_{\chi_{m}, a} & =\dot{W}_{\chi_{m}, a} q_{p v}\left(T_{\pi_{m}}-T_{s c v}\right) . \tag{2.125b}
\end{align*}
$$
\]

### 2.4.7 Non-leaf autotrophic respiration

Respiration from fine roots is defined using a phenomenological function of temperature that has the same functional form of leaf respiration (Moorcroft et al., 2001). Because roots are allowed in multiple layers, and in ED-2.2 roots have a uniform distribution of mass throughout the profile, the total respiration (individual-based $\dot{R}_{\rho_{m}}\left[\mathrm{~kg}_{\mathrm{C}}\right.$ plant $\left.{ }^{-1} \mathrm{~s}^{-1}\right]$ or flux-based $\dot{C}_{\rho_{m}, a}\left[\operatorname{mol}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$ ) is the integral of the contribution from each soil layer, weighted by the layer thickness:

$$
\begin{align*}
\dot{R}_{\rho_{m}} & =\frac{1}{z_{g_{K+1}}-z_{g_{k_{\rho_{m}}}}} C_{\rho_{m}} \sum_{k=k_{\rho_{m}}}^{K}\left[\mathcal{T}^{\prime}\left(T_{g_{k}}, \mathcal{B}_{\rho_{m}}\right) \Delta z_{g_{k}}\right],  \tag{2.126a}\\
\dot{C}_{\rho_{m}, a} & =\frac{n_{m} \dot{R}_{\rho_{m}}}{\mathcal{M}_{\mathrm{C}}} \tag{2.126b}
\end{align*}
$$

where $\mathcal{B}_{\rho_{m}}\left[\mathrm{~s}^{-1}\right]$ is the PFT-dependent decay rate due to root respiration, and $\mathcal{T}^{\prime}$ is the same temperature-dependent function from Eqn. (2.119).

Total storage respiration is a combination of two terms: a constant, long-term turnover rate of the accumulated storage pool (individual-based $\dot{R}_{\tau_{m}}\left[\mathrm{~kg}_{C}\right.$ plant $\left.^{-1} \mathrm{~s}^{-1}\right]$ or flux-based $\dot{C}_{\tau_{m}, a}$ $\left[\mathrm{mol}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$ ), and one term related to the losses due to using the assimilated carbon for growth and maintenance of the living tissues (individual-based $\dot{R}_{\Delta_{m}}\left[\mathrm{~kg}_{\mathrm{C}}\right.$ plant $\left.^{-1} \mathrm{~s}^{-1}\right]$ or flux-based $\dot{C}_{\Delta_{m}, a}$ $\left[\mathrm{mol}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$, Amthor, 1984). The latter is a strong function of the plant metabolic rate, which has strong daily variability hence it is a function of the daily carbon balance:

$$
\begin{align*}
& \dot{C}_{\tau_{m}, a}=\frac{n_{m}}{\mathcal{M}_{\mathrm{C}}} \underbrace{C_{\tau_{\tau_{m}}}}_{\stackrel{\text { def }}{ }} \mathcal{B}_{\tau_{m}}  \tag{2.127a}\\
& \dot{C}_{\Delta_{m}, a}=\frac{n_{m}}{\mathcal{M}_{\mathrm{C}}} \underbrace{C_{\mathrm{B}_{m}}}_{\stackrel{\text { def }}{ }} \dot{B}_{\Delta_{m}}  \tag{2.127b}\\
& \mathcal{B}_{\Delta_{m}} \tag{2.127c}
\end{align*},
$$

where $\left(\mathcal{B}_{\tau_{m}}, \mathcal{B}_{\Delta_{m}}\right)\left[\mathrm{s}^{-1}\right]$ are the PFT-dependent decay rate associated with storage turnover and consumption for growth; $C_{\mathrm{B}_{m}}\left[\mathrm{~kg}_{\mathrm{C}}\right.$ plant $\left.^{-1}\right]$ is the total accumulated carbon from the previous day; $\dot{L}_{\pi_{m}, z}\left[\operatorname{kg}_{\mathrm{C}}\right.$ plant $\left.{ }^{-1} \mathrm{~s}^{-1}\right]$ is the litter flux to the soil carbon; $\left(f_{\lambda_{m}}, f_{\rho_{m}}\right)\left[\mathrm{s}^{-1}\right]$ are the leaf and root turnover rates; $\left(C_{\lambda_{m}} ; C_{\rho_{m}}\right)\left[\mathrm{kg}_{\mathrm{C}}\right.$ plant $\left.{ }^{-1}\right]$ are the individual leaf and root biomass; and $\dot{C}_{\lambda_{m}}^{\downarrow}\left[\mathrm{s}^{-1}\right]$ is the leaf shedding due to phenology. The latter term is always zero for evergreen cohorts; for colddeciduous cohorts, it is determined either from a prognostic model (Botta et al., 2000; Albani et al., 2006) or prescribed from MODIS-based estimates or from ground observations (Medvigy et al., 2009); drought deciduous phenology is described in App. F.

### 2.4.8 Heterotrophic respiration

Heterotrophic respiration comes from the decomposition of carbon from the three soil/litter carbon pools. For each carbon pool $i \in(1,2,3)$, we determine the maximum carbon loss based on the characteristic decay rate $\dot{R}_{z}=\left(3.49 \cdot 10^{-7} ; 1.43 \cdot 10^{-7} ; 6.34 \cdot 10^{-9}\right)\left[\mathrm{s}^{-1}\right]$, which roughly corresponds to the typical half-life for metabolic litter and microbes; structural litter; and slow soil organic matter determined from Bolker et al. (1998), respectively:

$$
\begin{equation*}
\dot{C}_{z i, a}=\dot{R}_{z_{i}} \frac{C_{i}}{\mathcal{M}_{\mathrm{C}}} \digamma\left(\bar{T}_{g_{20}}, \overline{\hat{\vartheta}}_{20}\right), \tag{2.128}
\end{equation*}
$$

where $\bar{T}_{g_{20}}$ and $\overline{\hat{\vartheta}}_{20}$ are the average temperature and relative soil moisture of the top $0.2 m$ of soil,


Figure 2.8: Decomposition rate reduction factor $(\digamma(T, \hat{\vartheta}))$ as a function of temperature and soil moisture.
the relative soil moisture for each layer being defined as:

$$
\begin{equation*}
\hat{\vartheta}_{k}=\frac{\vartheta_{k}-\vartheta_{\mathrm{Re}}}{\vartheta_{\mathrm{Po}}-\vartheta_{\mathrm{Re}}} ; \tag{2.129}
\end{equation*}
$$

and $\digamma(T, \hat{\vartheta})$ is a function similar to Eqn. (2.119) that reduces the decomposition rate due to temperature or soil moisture under extreme conditions:

$$
\begin{align*}
\digamma(T, \hat{\vartheta})= & \frac{1}{\left[1+\mathrm{e}^{-0.24(T-291.15)}\right]\left[1+\mathrm{e}^{+0.60(T-318.15)}\right]}  \tag{2.130}\\
& \times \frac{1}{\left[1+\mathrm{e}^{-0.18(\hat{\vartheta}-0.36)}\right]\left[1+\mathrm{e}^{+0.36(\hat{\vartheta}-0.96)}\right]}
\end{align*}
$$

The combined effect of moisture and temperature limiting the decomposition rates is shown in Fig. 2.8.

## Chapter 3

## Evaluation of ED-2.2 at multiple time scales

## for South America

### 3.1 Introduction

Increase in $\mathrm{CO}_{2}$ concentration and associated changes in climate are likely to have profound changes in plant community structure, dynamics and ecosystem ability to store carbon, and despite major advances in model representation of dynamic vegetations within the Earth System (Levis, 2010), there is still great uncertainty on how tropical ecosystems may respond to such changes. For example, while various synthesis studies of future climate for the tropics using dynamic global vegetation models (DGVMs) predict that $\mathrm{CO}_{2}$ fertilization may be the dominant effect in large areas of the tropics and subtropics (Rammig et al., 2010; Cox et al., 2013; Huntingford et al., 2013), recent results from long-term measurements of above-ground net primary productivity at La Selva (Costa Rica) did not detect such dominant effect of $\mathrm{CO}_{2}$ fertilization (Clark et al., 2013). In addition, several dynamic vegetation models show reasonable equilibrium conditions within forests, but results in these models tend to present sharper transitions in ecological measurements than similar observed values (e.g. see Fig. 3 of Good et al., 2011). Most DGVMs have thorough and mechanistic representation of biophysical and biogeochemical cycles, which increases realism
by mechanistically representing such processes; however, they tend to describe ecosystems based on very simple characteristics, often from average properties of the ecosystem as a whole, which precludes a proper representation of the heterogeneous environment in which individuals live. In reality, the dynamics of an ecosystem is the emerging property that integrates the contribution of a system of individuals with different strategies and ability to access resources needed for their growth, survival, and reproduction (Moorcroft, 2003, 2006; Evans, 2012).

In addition to the impact of individual contribution to long term dynamics, life cycles of individuals, disturbance history, and anthropogenic land use change often create a heterogeneous environment, and the response of such heterogeneous landscape to relatively similar forcings can vary substantially. For example, during the LITFASS-2003 experiment in a $400 \mathrm{~km}^{2}$ area at a heterogenous rural landscape near Berlin, Beyrich et al. (2006) found large variations of sensible and latent heat flux between different landscapes that included forests, croplands and lakes, but even croplands with similar characteristics showed significant differences. Also, during the EBEX-2000 experiment in California, Oncley et al. (2007) found significant variations in the average sensible and latent heat fluxes over a irrigated cotton field area. In this sense, the Ecosystem Demography Model structure is advantageous because it has a mechanistic representation of the different micro-environments and the distribution of individuals living in it (Moorcroft et al., 2001, Sec. 2.2.1). Since the inception of the second generation of the ED model, there has been a significant development of the biophysical and biogeochemical modules (Medvigy, 2006; Knox, 2012, and Chap. 2), and earlier versions of the model have been optimized for reproducing the biophysics for forest ecosystems at mid-latitudes (Medvigy et al., 2009) and one region in the Amazon (Kim et al., 2012). However, to this point no detailed regional evaluation of both short-term biophysical and physiology modules has been made for the tropics, covering a variety of regions with significantly different characteristics.

Therefore, the aim of this chapter is to evaluate the ability of ED- 2.2 to describe both the shortterm biophysical and physiology at tropical South America, and whether this improvement in the short-term processes leads to realistic long-term dynamics. In addition, I re-evaluate how differ-
ent levels of complexity of size, age, and functional diversity may affect the equilibrium (potential) vegetation and its trajectories towards equilibrium under the current version of the model. The evaluation presented here is deliberately extensive and cover several different process, using different data sources or published values for references: as pointed out by Vanclay and Skovsgaard (1997), extensive evaluations are important to provide as much information on what are the main strengths and shortcomings of the current model, so new users can decide whether the model is suitable for their applications and needs. In addition to its informative value, extensive evaluation of results provides valuable information to guide future developments, particularly in process-based models, where results are outcomes of various interacting processes. Furthermore, the evaluation intended to use as much biophysical data from multiple sites at both short and long term scales. Shortterm comparisons at multiple sites are important because the magnitude of different processes may vary substantially amongst sites, whereas long-term evaluations are necessary to assess whether the accumulated inaccuracies of the model processes could cause large errors in the development of plant communities under a wide range of biomes observed in the tropics, as exemplified by the distribution of above-ground biomass in South America.

Unlike Medvigy et al. (2009) and Kim et al. (2012), I have not carried out any formal optimization at this point. As pointed out by Medlyn et al. (2005), in models that have too many parameters as it is the case of ED-2.2, optimizing some parameters can compensate for other nearly collinear parameters, resulting either in the model low sensitivity. In addition, in case of a process-based model with too many parameters, a full optimization of all parameters simultaneously is not viable, and choosing a subset of parameters brings the risk of drifting away parameters that directly affect a process to compensate parameters that only indirectly affect a process but were not included in the partial optimization, but nevertheless were far from optimal. One practical example would be to tune the photosynthetic capacity and stomatal conductance to improve the model accuracy of gross primary productivity, when in reality a detailed analysis would point that the issue is that the model underestimates absorption of photosynthetically active radiation by leaves. Therefore it is necessary to first carry out a thorough assessment of which processes and parameters present the
main differences between model and observations, and how discrepancies observed in different processes may be intertwined, and thus identify which processes and parameters must be included in any optimization.

In Sec. 3.2, I describe the simulation design for the model evaluation at short and long term dynamics, in addition to the overview of the selected sites. In Sec. 3.3, I present the main results of the multiple site comparison with site level measurements of eddy covariance fluxes, radiation, and additional site level measurements and published values from previous studies. In Sec. 3.4 I present the results from long-term simulations at multiple sites covering three different biomes in South America using both the default ED-2.2 configuration and simulations without size, age, or functional diversity structures (and combinations). In Sec. 3.5 I discuss the main results from this suite of simulations, and in Sec. 3.6 I summarize the main concluding remarks.

### 3.2 Material and methods

### 3.2.1 Biophysical and biogeochemical cycles

To assess the ability to represent the biophysical and biogeochemical cycles, I carried out a series of simulations with ED-2.2 for six sites in tropical South America where both eddy flux towers and tree inventories were available (Fig. 1.2 and Tab. 3.1). Five of these sites are part of the Brazil Flux Network ${ }^{1}$ (Restrepo-Coupe et al., 2013), plus the Guyaflux tower at Paracou, French Guiana (Bonal et al., 2008, GYF). All sites are closed canopy tropical rainforests, with the exception of Pé-de-Gigante (PDG), which is a woody savannah (Cerrado), and all sites are assumed to be old-growth primary vegetation, with the exception of Santarém km 83 (S83), which has been logged in 2001 as part of a reduced-impact logging study (c.f. Miller et al., 2011, and references therein). Although limited in number, these sites cover a variety of climates, soil conditions and

[^8]plant community, and all sites have high temporal resolution of meteorological variables needed to drive the model and multiple eddy flux and outgoing radiation measurements which can be directly compared with the model predictions, and all had tree inventories either at the same site as the tower or at the same region. All data sets had been previously aggregated to 30 or 60 min averages and for the comparisons presented in this chapter they have been standardized to 60 min . All hourly averaged data underwent multiple-stage quality control; in addition, variables used as input for for ED-2.2 were gap filled. Both the quality control and gap filling methods are described in App. D.

Initial demographic conditions were determined from the closest tree inventory available. None of the sites had information on stand age, therefore I split the data into equally spaced patches with roughly $20 \mathrm{~m} \times 20 \mathrm{~m}$, adjusted to conform with the original shape of the plots. For sites where the taxonomic species were known, plant functional types were assigned according to wood density (c.f. Appendix E); otherwise taxonomic information was estimated from common names and lookup tables from previous forestry reports near each site. None of the sites had measurements of trees as small as the minimum recruitment size in ED-2.2, thus I carried out a preliminary near bare ground simulation with dynamic vegetation turned on until equilibrium, and appended the average cohort distribution between the minimum recruitment size of ED-2.2 and the minimum size measured at the inventory. Likewise, soil carbon pools were initialized from the equilibrium simulation.

Initial conditions for the thermodynamic variables were the following: canopy air space was at the same potential temperature and with the same specific humidity and $\mathrm{CO}_{2}$ mixing ratio as the air aloft; leaves and branches were to be at the same temperature as the canopy air space and with no intercepted water; temporary surface water was assumed absent; and soil was in thermal equilibrium with canopy air space and soil moisture was assumed at field capacity at all layers. These simulations were carried out for a total of five years to equilibrate soil moisture, followed by one full cycle of the eddy flux tower. The meteorological driver for the five-year spin-up period came from recycling the meteorological driver, and the spin-up period was discarded for all analysis
Table 3.1: Overview of the sites; site names in bold were used for all simulations, site names in italic were used only for the short-term dynamics, and those in regular typeface were only used for long-term simulations. Mean precipitation and dry season length (period in which a 30-day running average of rainfall is $<100 \mathrm{~mm} \mathrm{mo}^{-1}$ ) are 1972-2011 means for the closest rain gauge available; data in parentheses are based on the tower only. Letters in the reference column are: (E) time-dependent environmental data; (S) soil texture, depth and boundary condition; and (B) tree inventory used for initial conditions.

| Site | Code | Coordinates (Long;Lat.) | Period | $\begin{aligned} & \text { Rainfall } \\ & \mathrm{mm} \mathrm{yr}^{-1} \end{aligned}$ | $\begin{gathered} \text { Dry season } \\ \text { mo } \end{gathered}$ | Soil properties |  |  |  | References |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Sand | Clay | Depth m | B.C. ${ }^{\text {a }}$ |  |
| Guyaflux tower <br> (Paracou) | GYF | (-52.91;5.28) | 2004-2012 | $\begin{gathered} 3578 \\ (3176) \end{gathered}$ | $\begin{gathered} 2.1 \\ (2.4) \end{gathered}$ | 0.56 | 0.34 | 8.0 | FD | Bonal et al. $(2008$, E,S) Epron et al. $(2006$, S) Phillips et al. $(2010$, B) |
| Tapajós Natl. Forest (Santarém km 67) | S67 | (-54.96;-2.86) | 2001-2011 | $\begin{gathered} 1912 \\ (1815) \end{gathered}$ | $\begin{gathered} 4.9 \\ (5.0) \end{gathered}$ | $0.39{ }^{\text {b }}$ | $0.59{ }^{\text {b }}$ | 8.0 | FD | Hutyra et al. (2007, E) <br> Ivanov et al. $(2012, \mathrm{~S})^{\mathrm{b}}$ <br> Pyle et al. (2008, B) |
| TNF (logged) <br> (Santarém km 83) | S83 | (-54.97;-3.02) | 2000-2003 | $\begin{gathered} 1914 \\ (1934) \end{gathered}$ | $\begin{gathered} 4.9 \\ (5.5) \end{gathered}$ | 0.39 | 0.59 | 8.0 | FD | Miller et al. (2011, E) Nepstad et al. (2002, S) Miller et al. (2004, B) |
| Vassununga State Park (Pé-de-Gigante) | PDG | (-47.65;-21.62) | 2001-2003 | $\begin{gathered} 1472 \\ (1284) \end{gathered}$ | $\begin{gathered} 6.0 \\ (6.8) \end{gathered}$ | 0.85 | 0.03 | 6.0 | FD | da Rocha et al. (2002, E) Ruggiero et al. (2006, S) (Silva and Batalha, 2009, B) ${ }^{\text {c }}$ |
| Jaru Biol. Reserve (Rebio Jaru) | RJA | (-61.93;-10.08) | 1999-2002 | $\begin{gathered} \hline 2240 \\ (2263) \end{gathered}$ | $\begin{gathered} \hline 4.0 \\ (3.5) \end{gathered}$ | 0.80 | 0.10 | $3.0{ }^{\text {g }}$ | LD | von Randow et al. (2004, E,S) ${ }^{\text {d }}$ Saatchi (2006, B) ${ }^{\text {e }}$ |
| Cuieiras Biol. Reserve (Manaus K34) | M34 | (-60.21;-2.61) | 1999-2006 | $\begin{gathered} 2293 \\ (2549) \end{gathered}$ | $\begin{gathered} 3.3 \\ (3.8) \end{gathered}$ | 0.20 | 0.68 | 8.0 | FD | Araújo et al. (2002, E) Tomasella et al. (2008a, S) Chambers et al. (2001, B) ${ }^{\text {c,e }}$ |
| Embrapa Semi-Árido (Petrolina) | PNZ | (-40.37;-9.17) | 2004-2012 ${ }^{\text {k }}$ | $\begin{gathered} 506 \\ (458) \end{gathered}$ | $\begin{gathered} 10.2 \\ (10.6) \end{gathered}$ | 0.82 | 0.05 | 3.0 | LD | $\begin{aligned} & \text { de Oliveira et al. }(2006, \mathrm{E})^{\mathrm{f}} \\ & \text { SONDA/INPE }(2013, \mathrm{E})^{\mathrm{f}} \\ & \text { Nascimento et al. }(2003, \mathrm{~S}) \\ & \hline \end{aligned}$ |
| Cantão State Park (Bananal Island) | BAN | (-50.16;-9.82) | 2004-2006 | $\begin{gathered} 1790 \\ (1688) \end{gathered}$ | $\begin{gathered} 4.9 \\ (4.7) \end{gathered}$ | 0.24 | 0.37 | 3.0 | LD | Borma et al. (2009, E) |
| Águas Emendadas (Brasília) | BSB | (-47.71;-15.60) | 2006-2012 | $\begin{gathered} 1478 \\ (1411) \end{gathered}$ | $\begin{gathered} 5.8 \\ (6.0) \end{gathered}$ | $0.13{ }^{\text {b }}$ | $0.53{ }^{\text {b }}$ | 8.0 | FD | SONDA/INPE (2013, E) <br> Garcia-Montiel et al. $\left(2008\right.$, S) ${ }^{\text {b }}$ |
| Natal | NAT | (-35.21;-5.84) | 2009-2012 | $\begin{gathered} 1601 \\ (1563) \end{gathered}$ | $\begin{gathered} 6.2 \\ (5.4) \end{gathered}$ | $0.32^{\text {g }}$ | $0.34{ }^{\text {g }}$ | $6.0^{\text {g }}$ | FD | SONDA/INPE (2013, E) <br> Rossato (2001, S) ${ }^{\text {g }}$ <br> de Negreiros et al. $(2009, S)^{g}$ | respectively. For S67, I used the same soils as S83, and for BSB I used the closest ED- 2.2 default soil class with less than $60 \%$ clay and similar sand content. ${ }^{\text {c }}$ Tree inventory is not near the tower: PDG data are from Itirapina and M34 data are from Ducke Reservation, about 70 km southwest and 50 km southeast of the towers, respectively.

f 2004 data are from the eddy flux tower, and 2005-2011 data are from the SONDA network, located 1.5 km south of the tower. ${ }^{\mathrm{g}}$ Soil characteristics from gridded dataset. Soil depth is the ED-2.2 default.
presented here. Finally, since the goal of these simulations was to test how ED-2.2 represents the short-term cycles of energy, water, and carbon dioxide as close to the field conditions as possible, all simulations were carried out with the demography dynamics turned off. The main settings for these simulations are shown in Tab. 3.2.

## Comparison between model and high frequency observations

To ensure that model and observations at or near eddy covariance flux towers could be directly compared, and that the observed signal was strongly related to actual environment conditions, I aggregated the model results to polygon level hourly averages, and I only used the model output to hours when the variable of interest was an actual observation, and that the 24-hour period preceding any given time had less than 24 gap filled values amongst all seven driver variables. The only exception to this rule were the estimates of productivity and ecosystem respiration from the eddy flux towers, since neither are truly measured. Instead, I compared all times in which the net ecosystem productivity $\left(\mathrm{NEP}_{\sharp}\left[\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{yr}^{-1}\right]\right)$ could be determined from tower observations ${ }^{2}$ (c.f. App. D.1.1).

In addition to eddy covariance fluxes and radiation, air temperature and humidity profiles within the canopy from the S 67 tower (Hutyra, 2007) were also used for comparisons. Because canopy air space is not solved in multiple layers in ED-2.2, observations were aggregated to obtain volume averaged values. For comparisons of soil moisture (all sites except PDG) and temperature (only GYF and S83), I interpolated modelled hourly averages to the same levels as observations.

Daily and fortnightly averages were also used to evaluate longer periods of time. To reduce potential biases in aggregated data, daily means were considered valid only when at least two thirds of the hours were observed. In addition, most sites show a strong diurnal variation of sampling size for ecological data, since nighttime tends to be less turbulent than daytime; therefore I used

[^9]Table 3.2: Summary of parameters and configurations used for the short-term simulations using ED-2.2. Radiation-dependent parameters are given in the format ( $x_{\mathrm{PAR}} ; x_{\mathrm{NIR}} ; x_{\mathrm{TIR}}$ ) corresponding to values for photosynthetically active, near infra-red and thermal infrared, respectively. Likewise, PFT-dependent parameters are given in the format ( $x_{C 4 G} ; x_{C 3 G} ; x_{E T R} ; x_{M T R} ; x_{L T R}$ ) corresponding to the values for $\mathrm{C}_{4}$ and $\mathrm{C}_{3}$ grasses and early-, mid-, and late-successional cohorts, respectively. Symbols for parameters are consistent with Chap. 2.

| Process | Method |  |  |
| :---: | :---: | :---: | :---: |
| Integration scheme | $4^{\text {th }}$ order Runge-Kutta |  |  |
| Temperature-dependent function (photosynthesis) | $Q_{10}$ function |  |  |
| Leaf phenology | Evergreen/Drought deciduous ${ }^{\text {a }}$ |  |  |
| Parameter | Symbol | Value | Units |
| Biophysics time step | $\Delta t_{\text {biophys }}$ | 240 | s |
| Cohort water holding capacity | $w_{\text {max }}$ | 0.11 | $\mathrm{kgw}_{\mathrm{m}}^{\text {leaftwood }}$ - |
| Residual stomatal conductance | $\hat{\delta}_{W \chi_{m}}^{6}$ | $10000^{\text {b }}$ | $\mu \mathrm{molm}^{-2} \mathrm{~s}^{-1}$ |
| Leaf-level water stress parameter | $\square_{m}$ | 0.016 | $\mathrm{mol}_{\mathrm{H}_{2} \mathrm{O}} \mathrm{mol}_{\text {Air }}^{-1}$ |
| Oxygenase/carboxylase ratio at $15^{\circ} \mathrm{C}$ | $t a u_{15}$ | $4561{ }^{\text {c }}$ | - |
| Power base for oxygenase/carboxylase ratio | $q_{\tau}$ | $0.57^{\text {c }}$ | - |
| Power base for $\dot{V}_{C}^{\text {max }}$ and $\dot{D}_{15}$ | $q_{V_{C}} ; q_{V_{C}}$ | $2.4{ }^{\text {c }}$ | - |
| Band-dependent radiation parameters | Symbol | Value | Units |
| Dry soil reflectance | $\varsigma_{b, g}^{\mathrm{Re}}$ | (0.20; 0.31;0.02) | - |
| Wet soil reflectance | $\varsigma_{b, g}^{\text {Po }}$ | (0.10; 0.20;0.02) | - |
| Leaf transmittance | $\varsigma_{T_{b, \lambda}}$ | (0.05; 0.20;0.00) | - |
| Leaf reflectance (grasses) | $\varsigma_{R_{b, \lambda}}$ | (0.10; 0.40;0.04) | - |
| Leaf reflectance (trees) | $\varsigma_{R_{b, \lambda}}$ | (0.10; 0.40;0.05) | - |
| Wood transmittance | $\varsigma_{T b, \omega}$ | (0.05; 0.20;0.00) | - |
| Wood reflectance (trees) | $\varsigma_{T b, \omega}$ | (0.05; 0.20;0.10) | - |
| PFT-dependent parameter | Symbol | Value | Units |
| Leaf orientation factor | $\chi_{v_{m}}$ | ( 0.0; 0.0; 0.1; 0.1; 0.1) | - |
| Leaf clumping factor | $p_{m}$ | ( 1.0; 1.0; 0.8; $0.8 ; 0.8$ ) | - |
| Leaf characteristic size | $\beta_{\lambda}$ | ( 0.05; 0.05; 0.10; 0.10; 0.10) | m |
| Max. carboxylation rate at $15^{\circ} \mathrm{C}$ | $\stackrel{\dot{V}_{C 15}}{\text { max }}$ | ( 12.5; 20.83; 18.75; 12.50; 6.25) | $\mu \mathrm{mol}_{\mathrm{C}} \mathrm{m}_{\text {leat }}^{-2} \mathrm{~s}^{-1}$ |
| Dark respiration rate at $15^{\circ} \mathrm{C}$ | $\dot{D}_{15}$ | (0.438; 0.302; 0.272; 0.181; 0.091) | $\mu \mathrm{mol}_{\mathrm{C}} \mathrm{m}_{\text {leaf }}^{-2} \mathrm{~s}^{-1}$ |
| Quantum yield | $\varepsilon_{m}$ | (0.055; 0.080; 0.080; 0.080; 0.080) | - |
| Slope parameter for stomatal conductance | $m_{m}$ | ( 5.2; 9.0; 9.0; 9.0; 9.0) | - |
| Fine root conductance parameter | $G_{\rho_{m}}$ | ( 900; 900; 600; 600; 600) | $\mathrm{m}^{2} \mathrm{~kg}_{\mathrm{C}_{\text {root }}}^{-1} \mathrm{yr}^{-1}$ |

${ }^{a}$ Forest sites were ran with evergreen phenology, whilst PDG, PNZ, BSB, NAT, and BAN were ran as drought deciduous.
${ }^{\mathrm{b}}$ From Medvigy et al. (2009).
${ }^{\text {c }}$ From Collatz et al. (1991).
the following formulation for fortnightly means of any variable $X$ :

$$
\begin{align*}
\bar{X}_{f, y} & = \begin{cases}\frac{1}{8} \sum_{h=1}^{8}\left(\frac{\sum_{n=1}^{N} X_{n} w_{n}}{\sum_{n=1}^{N} w_{n}}\right) & \text { if } \sum_{n=1}^{N} w_{n}>0 \\
\varnothing & \text { otherwise }\end{cases}  \tag{3.1a}\\
O_{X_{n}} & = \begin{cases}1 & \text { if observed } X_{n} \text { is a valid measurement } \\
0 & \text { otherwise }\end{cases}  \tag{3.1b}\\
w_{n} & =O_{X_{n}} \delta_{h_{n} h} \delta_{f_{n} f} \delta_{y_{n} y}, \tag{3.1c}
\end{align*}
$$

where $y_{n}$ is the year, $f_{n}$ the fortnight period ( 26 periods per year), and $h_{n}$ is the time of day for measurement $n(h=1$ for hourly averages ending at 00,01 , and 02 UTC; $h=2$ for averages ending at 03,04 , and 05 UTC and so forth); $\boldsymbol{\delta}_{y_{n y} y}$ is the Kronecker delta function for time dimension $y \in\{h, f, y\}$; and $\varnothing$ means missing value (or not available). The mean annual cycle is obtained by averaging all valid $\bar{X}_{f, y}$ for each fortnightly period $f$, and the whenever presented, the $95 \%$ confidence interval is estimated from bootstrapping the time series in a hierarchical way, by resampling with replacement each time of day within each fortnightly period within each year, then resampling years with replacement.

Finally, to make the evaluation across sites, variables, and times of day more directly comparable, I defined dimensionless forms of mean bias $\left(\hat{\mu}_{R}(X)\right.$, residual standard deviation $\left(\hat{\sigma}_{R}(X)\right.$ ), and root mean square error $(\hat{\varepsilon}(X))$ for any subset of valid data $i=\{1,2, \ldots, I\}$ :

$$
\begin{align*}
& \hat{\mu}_{R}(X)=\frac{1}{\sigma_{\sharp}} \cdot \frac{\sum_{i=1}^{I}\left(X_{M_{i}}-X_{\sharp_{i}}\right)}{I},  \tag{3.2a}\\
& \hat{\sigma}_{R}(X)=\frac{1}{\sigma_{\sharp}} \cdot \sqrt{\frac{\sum_{i=1}^{I}\left(X_{M_{i}}-X_{\sharp}-\hat{\mu}_{R}(X)\right)^{2}}{I-1}} \equiv \sqrt{1-R^{2}}, \tag{3.2b}
\end{align*}
$$

$$
\begin{equation*}
\hat{\varepsilon}(X)=\frac{1}{\sigma_{\sharp}} \cdot \sqrt{\frac{\sum_{i=1}^{I}\left(X_{M_{i}}-X_{\sharp}\right)^{2}}{I}} \quad \equiv \sqrt{\hat{\mu}_{R}^{2}(X)+\frac{I-1}{I} \hat{\sigma}_{R}^{2}(X)} \equiv \sqrt{1-\mathrm{ME}^{2}}, \tag{3.2c}
\end{equation*}
$$

where $X_{\sharp_{i}}$ and $X_{M_{i}}$ are the observed and modelled values of $X$ at time $i$, and $\sigma_{\sharp}$ is the standard deviation of observations, and $R^{2}$ is the non-adjusted coefficient of determination for the $1: 1$ line. The root mean square error is sometimes represented in a functional form akin to $R^{2}$, referred as the modelling efficiency (ME) by some authors (e.g. Mayer and Butler, 1993; Medlyn et al., 2005). Importantly, bias is not scaled by the mean value but by the standard deviation of the observations, therefore dimensionless bias do not correspond to the bias relative to the mean magnitude of the variable, but relative to the observed variability. This approach highlights the predictive power of the model for variables with low coefficient of variation (e.g. outgoing shortwave radiation), and avoids scaling problems when the mean magnitude is close to zero (e.g. net ecosystem productivity).

## Comparison of in-canopy radiation

Since ED-2.2 is an individual-based model, obtaining a realistic light profile is particularly important, because it directly affects the ability of each cohort to perform photosynthesis and maintaining a positive carbon balance thence surviving. None of the focus sites had long-term measurements of light profile during the simulated period, which precluded a detailed evaluation of the model. Notwithstanding, Cabral et al. (1996) measured canopy profiles of downward photosynthetically active radiation at both Rebio Jaru (RJA) and at the Adolpho Ducke Forest Reserve near Manaus - hereafter Reserva Ducke (MDK), as part of the Anglo-BRazilian Amazonian Climate Observation Study (ABRACOS, Gash et al., 1996). Both data sets are available from the Oak Ridge National Laboratory Data Archive Center (Tomasella et al., 2008b). At RJA, data were collected during two measurements campaigns in August-September 1992 and April-June 1993 and measurements were taken at $(2.3 ; 6.1 ; 11.6 ; 15.7 ; 21.3 ; 35.0)$ metre above ground; at MDK, the measurement campaign occurred in August-September 1991 and sensors were installed at
$(5.0 ; 10.0 ; 15.0 ; 20.0 ; 25.0 ; 35.0)$ metre above ground; in both cases 2 to 3 sensors were installed in each level either East or West of the tower, and both sites used the same quantum radiation sensors of model SKP 215, skye Instruments Ltd, Powys, UK (Tomasella et al., 2008b).

Following Mercado et al. (2007), I only used data from the sensors east of the towers in the morning, and west of the towers in the afternoon, to reduce effects of tower on measurements; in addition, I only used model results from the same days of year as the measurements to avoid seasonal biases. Moreover, the diurnal cycle of any point measurement within the canopy is strongly influenced by local heterogeneities, and results at sub-daily scales can be dramatically affected by the Sun's azimuth and zenith angles (e.g. sun flecks when the sensor is aligned with an opening in the canopy). ED-2.2 does not solve azimuthal heterogeneity, therefore, I limit the comparison to either the average daily radiation relative to the top of the canopy, and the average of the relative radiation of overcast hours. To estimate whether a measurement was obtained under overcast conditions but with sufficient light, I applied the Weiss and Norman (1985) model to the measurements above canopy ( 35 m ), and selected the times when the Sun was at least $10^{\circ}$ above the horizon and the estimated direct radiation was zero.

The observed light profile is a result of the optical properties, which are more closely related to the accumulated tree area index (TAI) atop and beneath the sensors than height. Because neither site reported the TAI profile near the sensors during the intensive measurements, I used information reported in the literature near or at the sites to construct a rough estimate of these profiles based on observations and derived independently of ED-2.2 assumptions on tree allometry. For MDK, I used the leaf area density (LAD) profile reported by McWilliam et al. (1993) using destructive sampling from a plot about half way between Reserva Ducke and the eddy covariance tower site (M34); to my knowledge no measurement of wood area index exists near MDK, therefore, I applied a constant WAI:TAI ratio of 0.11 for the entire canopy, which was the ratio obtained via destructive sampling at La Selva, Costa Rica, as reported by Olivas et al. (2013). For RJA, I used the estimated profile of LAI-2000 reported by Simon et al. (2005), which is based on LICOR measurements taken at multiple levels at the eddy covariance tower site. Since LAI-2000 methods do not distinguish
between leaves and wood (Olivas et al., 2013), I did not apply any further correction.

### 3.2.2 Long-term dynamics

To evaluate the model ability to predict the plant community dynamics at equilibrium, I simulated potential vegetation starting from near bare ground conditions and carrying the simulations out for 511 years (1500-2011) with constant $\mathrm{CO}_{2}$ mixing ratio above canopy ( $378 \mu \mathrm{~mol}_{\mathrm{C}} \operatorname{mol}_{\text {Air }}^{-1}$ ), in order to give enough time for both the plant community and soils to reach dynamic equilibrium. All sites listed in Tab. 3.1 were used, with the exception of S83, which is similar to S67.

Using high frequency meteorological data implies a better characterization of sub-daily variability, which has been previously shown to be fundamental to predict more realistic productivity (Medvigy et al., 2010). While the data collection of several sites has been found to be representative of the long term climatology (Rosolem et al., 2008), the time series of the measurement is generally too short to capture extreme events, which may cause significant impacts on ecosystem functioning (Reichstein et al., 2013). For example, the annual rainfall range during the measurement period misses the most extreme events over a 40 -year period for nearly all sites (Fig. 3.1), and even the sites with longer time series may also show a significantly narrower distribution (e.g. GYF and S67). Therefore, I developed a simple weather generator based on the high frequency measurements and the long-term rainfall from rain gauges near the towers. Although daily rainfall has some correlation with other variables, this correlation is inconsistent across sites and varies throughout the year. For instance, in incoming shortwave radiation becomes negatively correlated with rainfall at higher rainfall values in January for both GYF and S67 (Fig. 3.2a) in January (wet season at both places), whereas this pattern becomes weaker in September (dry season) and the variability of radiation is lower in GYF (Fig. 3.2b). Instead of fitting parametric models to predict all variables, I produced 40-year long time series for all sites by resampling days from the eddy flux tower period, using the day with the most similar rain for each month. For example, on March 24,1972 the rain gauge near GYF reported 27.0 mm of rain. Then I searched the day with the closest amount of rainfall among all days in March with eddy flux measurements (March 23, 2006,


Figure 3.1: Box-and-whisker plot of annual rainfall between 1972 and 2011 using data from conventional weather stations (purple boxes, see main text for detailed description), and using only the period with high frequency meteorological data (green boxes).
when it rained 26.6 mm ), and copied all variables from March 23, 2006 to March 24, 1972, scaling the rainfall so the total matches the reported value for March 24, 1972. In case multiple days are equally close to the observation, I randomly picked one of these days. The meteorological drivers were recycled 13 times without shuffling, and the first cycle was trimmed so the years in the last cycle would coincide with the simulation years.

To evaluate the equilibrium state of the potential vegetation, I assumed that the last 40 years of simulation (1972-2011) correspond to near-equilibrium conditions, and compared the average of the equilibrium period with available measurements and estimates from in situ measurements and/or remote sensing estimates of basal area, fine litter, combined soil carbon and coarse woody debris, above-ground biomass (AGB), and leaf area index (LAI). For basal area, I calculated total basal area directly from field measurements for those sites with available tree inventory, otherwise, I used estimates from published data sets. Since tree inventories exclude small individuals, I removed all simulated cohorts that fell below the minimum measured size. Fine litter, soil carbon and coarse woody debris were compared to values from previously published values. For


Figure 3.2: Example of scatter plot of daily means for the entire period with measurements, showing incoming shortwave radiation as a function of daily rainfall for GYF (purple) and S67 (green) in (a) January and (b) September; non-precipitating days are represented by the values near $0.05 \mathrm{~mm} \mathrm{day}^{-1}$.
those sites with field measurements, I estimated AGB using the allometric equation from Baker et al. (2004) that had been built on top of Chave et al. (2001), since this is the same equation used by ED-2.2. In case data from inventory was not available, I used estimates from site-level measurements published if they existed. In addition, I also compared the model results with multi-sensor carbon stock estimates developed by Baccini et al. (2012). The original data were reprojected to a regular longitude-latitude of $1 / 240^{\circ}$ resolution, and mean values for each site were estimated from pixels within 25 km from the tower ${ }^{3}$ that were classified as forests for GYF, S67, RJA, and M34, or any natural vegetation for the other sites. The land classification was the land use class as of 2012 from the International Geosphere Biosphere Programme (IGBP), available at the MODIS-MCD12Q1 product (NASA/LP-DAAC, 2012). The land classification was also reprojected to the regular longitude-latitude grid of $1 / 240^{\circ}$ resolution using the MODIS Reprojection Tool (NASA/LP-DAAC and USGS/EROS, 2011) using the nearest neighbor algorithm. Finally, insitu LAI estimates were obtained from bibliographic review, in addition to the MCD15A2 product (NASA/LP-DAAC, 2007), which was likewise reprojected to the $1 / 240^{\circ}$ resolution, and subsetted

[^10]at the same points used for above-ground biomass. All data available from 2002 to 2012 were used to determine average values for each month for each grid point, later aggregated to obtain the time average for each point. For both AGB and LAI, the expected value from remote sensing was obtained by taking the mean of all grid points, and confidence interval was estimated from 1000 simple bootstrapping samples.

In addition to the default long term simulations, which also used configurations shown in Tab. 3.2, I tested the effect of incorporating size, age, and strategy (PFT) to the long term dynamics and the variability and structure of the biophysical and biogeochemical properties within each site, as summarized in Tab. 3.3. Initial near bare ground conditions depend on the choice of the maximum number of cohorts per patch $\left(N_{p}^{\text {aim }}\right)$. In case size structure is allowed ( $N_{p}^{\text {aim }}>1$ ), each PFT was initialized with a single cohort at minimum height $(0.5 \mathrm{~m})$ and population of 0.1 plant $^{-2}$, and all cohorts are place in a single patch of age 0 . In case no size structure is simulated, cohorts are assumed to be at maximum height, and the initial population was corrected to produce initial leaf area index of $0.1 \mathrm{~m}_{\text {leaf }}^{2} \mathrm{~m}^{-2}$.

### 3.3 Results from short-term simulations

In this section I present a detailed comparison between model predictions and tower measurements and estimates, which is summarized in Fig. 3.3. From the skill diagram ${ }^{4}$, one can observe that results are generally close to the average observations $\left(\left|\hat{\mu}_{R}\right|<1\right)$ and within predictive range ( $R^{2}>$ 0 ). The one exception for all sites is the total ecosystem respiration, which shows large biases and large variance of residuals, yielding to low correlation with observations, as shown in the Taylor's diagram (Fig. 3.3b). Also from the Taylor's diagram (Fig. 3.3b), we observe that except for outgoing longwave radiation and sensible heat flux, the variability of the model results is lower than the observed variability. Nonetheless, except for ecosystem respiration, the correlation between

[^11]Table 3.3: Summary of different structure configurations used in the long-term variability simulations. The target number of cohorts per patch $\left(N_{p}^{\text {aim }}\right)$ and number of patches per site ( $\left.P^{\text {aim }}\right)$ are the strict maximum only when they are set to one, otherwise they are a target number: the actual number depends on how the observed heterogeneity and can be smaller or larger than the number shown here. Likewise, the plant functional type column contains all types at the beginning of the simulation.

| Simulation | $N_{p}^{\text {aim }}$ | $P^{\text {ai }}$ | Plant functional types |
| :---: | :---: | :---: | :---: |
| $\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{02}$ |  |  | C4G, MTR |
| $\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{05}$ |  |  | , |
| $\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{02}$ | 80 |  | C4G, MTR |
| $\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{05}$ | 80 |  | C3G, C4G, ETR, MT |
| $\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{02}$ | 80 | 30 | C4G, MTR |
| $\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{05}$ | 80 | 30 | 4G, ETR, M |
| ${ }^{\text {a }} \mathrm{C} 3 \mathrm{G}: \mathrm{C}_{3}$ grass; $\mathrm{C} 4 \mathrm{G}: \mathrm{C}_{4}$ grass; ETR: early-successional tropical broadleaf tree; MTR: mid-successional tropical broadleaf tree; LTR: late-successional tropical broadleaf tree. <br> ${ }^{\mathrm{b}}$ This simulation is the default ED-2.2 configuration for tropical forests. |  |  |  |

model predictions and tower estimates for ecosystem respiration is generally high (c.f. Fig. 3.3b).

### 3.3.1 Radiation model

All sites measured either total outgoing shortwave radiation $\left(\dot{Q}_{\mathrm{SW}}^{\uparrow}\right)$ or both $\dot{Q}_{\mathrm{SW}}^{\uparrow}$ and outgoing photosynthetically active radiation $\left(Q_{\mathrm{PAR}}^{\uparrow}\right)$, and model results for both variables are generally close to observations as shown in Fig. 3.4. The only exception was RJA, where observed $\dot{Q}_{\text {SW }}^{\uparrow}$ increased towards the end of the dry season, a feature not captured by the model. One possible reason for such discrepancy is that the model did not reach the low moisture threshold at the site, and as a result the plant community remained evergreen. RJA is often described as semi-deciduous forest (e.g. Andreae et al., 2002; da Rocha et al., 2009a), and a dry season increase in albedo had been previously reported at the same site during the ABRACOS campaigns in the early 1990s (Culf et al., 1996). In contrast, such decrease is not detectable by MODIS in undisturbed forests, which instead detects a slight increase in leaf area index during the later dry season (Fig. 3.5).



| $\begin{aligned} & \triangle \mathrm{GPP} \bigcirc \dot{\mathrm{Q}}_{\mathrm{SW}}^{\Uparrow} \nabla \dot{\mathrm{Q}}_{\mathrm{ae}} \\ & \triangle \mathrm{NEP} \bullet \dot{\mathrm{Q}}_{\mathrm{LW}}^{\hat{1}} \nabla \dot{\mathrm{~W}}_{\mathrm{ae}} \\ & \square \dot{\mathrm{R}}_{\mathrm{Eco}} \diamond \mathrm{u}^{*} \end{aligned}$ | $\|$Rel. Count <br> - 3.5 <br> L 52.0 <br> 100.0 |  | Paracou (GYF) <br> Santarem km 67 (S67) <br> Santarem km 83 (S83) |  | Pe-de-Gigante (PDG) <br> Rebio Jaru (RJA) <br> Manaus K34 (M34) |
| :---: | :---: | :---: | :---: | :---: | :---: |

Figure 3.3: Summary of model predictions against tower measurements and estimates for all variables that were measured at all sites: GPP - gross primary productivity; NEP - net ecosystem productivity; $\dot{R}_{\text {Eco }}$ - ecosystem respiration; $\dot{Q}_{\mathrm{SW}}^{\uparrow}$ - outgoing shortwave radiation; $\dot{Q}_{\mathrm{LW}}^{\uparrow}$ - outgoing longwave radiation; $u^{\star}$ - friction velocity; $\dot{Q}_{a, e}$ - sensible heat flux between canopy air space and air aloft; $\dot{W}_{a, e}$ - water vapor flux between canopy air space and air aloft. (a) Skill diagram using all observations and corresponding model predictions (See footnote 4). Point sizes are scaled by the number of observations relative to Paracou, which had the maximum number of valid measurements for all variables. (b) Taylor's (Taylor, 2001) diagram for the same observation. Note that the original Taylor's definition of root mean square error is equivalent to the standard deviation of the residuals, scaled by the standard deviation of observations $\left(\hat{\sigma}_{R}\right)$.

In addition, the vertical profiles of daily averages of relative $Q_{\mathrm{PAR}}^{\downarrow}$ are relatively close to the simulations, especially considering the large uncertainties on the observed TAI profile and that the simulated years are not the same as the observations (Fig. 3.6). The subset of times without
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Figure 3.4: Mean annual cycle from fortnightly means of (a-f) outgoing shortwave radiation $\left(\dot{Q}_{\text {SW }}^{\uparrow}\right)$ and (g-l) outgoing photosynthetically active radiation $\left(Q_{\text {PAR }}^{\uparrow}\right)$ for all sites; bands are the $95 \%$ confidence interval of means. Numbers in parentheses are the total number of valid hours used to generate the plots. No direct measurements of $Q_{\text {PAR }}^{\uparrow}$ were available for RJA and M34. Light yellow background corresponds to the site climatological dry season.
incoming direct radiation is less dependent on different meteorological conditions, and also less sensitive to horizontal heterogeneities particular to the point of measurement; as a result this subsample shows even better agreement with model predictions, particularly at RJA, where the average profile was measured at the same site as the original observations, albeit at different years. While limited by the observation constrains, this comparison suggests that the model is able to reasonably


Figure 3.5: Seasonal average of leaf area index near RJA for (a) March-May and (b) SeptemberNovember, calculated from MODIS MCD15A2 product between 2002 and 2012 (Collection 5, Shabanov et al., 2005; NASA/LP-DAAC, 2007). Averages included only pixels flagged as good quality, cloud state was defined and significant clouds were not present, and when the main method radiation transfer method was used. Low LAI regions in the western part of the domain are deforested areas.
reproduce typical light profiles.
For outgoing long wave radiation, ED-2.2 reasonably reproduces the daily variability for most sites (Fig. 3.7a-f), although the mode of the distribution is positively biased in GYF, S67, and M34 (Fig. 3.7a,b,f). Even though the differences in magnitude were generally small, longwave radiation has very low variability in the tropics, thus the observed deviations are significantly different. Moreover, the model overestimates the amplitude of the diurnal cycle at all sites (Fig. 3.7g-l), even those where the daily mean variability is similar (e.g. S83 Fig. 3.7i), with the main absolute difference occurring mostly during the afternoon hours.

### 3.3.2 Productivity and respiration

Significant discrepancies in NEP occurred at all sites for at least some part of the year, as it can be observed in Fig. 3.8, and the ability of the model to represent seasonality varied considerably across sites. The seasonal cycle is qualitatively similar in S67, S83, and RJA (Fig. 3.8b,c,e), with


Figure 3.6: Comparison of downward photosynthetically active radiation relative to the top of canopy. (a,b) Average of daily accumulation; (c,d) average of times with diffuse radiation only for ( $\mathrm{a}, \mathrm{c}$ ) Reserva Ducke (MDK) and (b,d) Rebio Jaru (RJA). Shaded areas in the model (barely visible) correspond to the $95 \%$ confidence interval, using simple bootstrap of the daily and diffuse hour subsamples, respectively. Horizontal whiskers in observed values also correspond to the $95 \%$ confidence interval of daily and diffuse subsamples, whereas the vertical whiskers correspond to the interval on leaf area index. In MDK the interval was estimated by bootstrap with replacement of the four profiles measured by McWilliam et al. (1993), whereas in RJA it was estimated using the $t$-distribution with four degrees of freedom, based on the mean and standard deviation values reported by Simon et al. (2005).
increased productivity during the dry season, although the model predicts a stronger source during the wet season; in M34 (Fig. 3.8f), seasonality is weak in both model and tower estimate, although ED-2.2 is closer to neutral; and in GYF (Fig. 3.8a) and PDG (Fig. 3.8d) the seasonality is reversed. Such differences in the model ability to represent seasonality occur because ED-2.2 invariably predicts negative or low positive productivity during the wet season and increase during the dry season, whereas tower-based estimates NEP do not always show such dependence on seasonal cycles.

To understand what caused the main contributions to the model discrepancy, I also assessed gross primary productivity, and ecosystem respiration and its components. From Fig. 3.9a-f, we


Figure 3.7: (a-f) Density function of daily means of outgoing longwave radiation. (g-l) Box-andwhisker plot of all data by time of the day. In both cases, grey curves and boxes (or boxes above grey "O") are tower observations, whereas green curves and boxes (or boxes above green "M") correspond to ED-2.2 model predictions; numbers in parentheses are the total number of valid days or hours used to generate the distribution.
observe that gross primary productivity is generally underestimated by the model; nonetheless, the model reproduces the weak seasonal cycle at GYF (Fig. 3.9a) and M34 (Fig. 3.9f). In contrast, the model significantly overestimates GPP in PDG, in particular during the dry season PDG (Fig. 3.9d). Also, GPP predicted by the model is within $10 \%$ of the observed magnitude at S 67 and S 83 , although the model seasonality does not capture the decrease in productivity during the transition


Figure 3.8: Mean annual cycle from fortnightly means of net ecosystem productivity predicted by the model and estimated from tower observations. The $u_{\text {min }}^{\star}$ thresholds for each site are presented in Tab. D.1. The sample size ( $n$ ) corresponds to the number of valid hours using the published values of $u_{\min }^{\star}$. Confidence intervals were built using hierarchical bootstrap sampling.
from wet to dry season (Fig. 3.9b-c). Despite these issues, the model reasonably represents the response to light in most sites except PDG (Fig. 3.9j); at this site tower-based estimates do not show a clear dependence on light at annual scale because of the strong seasonality in observations that are not captured by the model. Finally, neither tower observations nor the model show significant dependency of GPP on soil moisture for forest sites, and generally the correlation between daily GPP and daily mean air vapour pressure deficit (VPD) was positive and similar to the light response curve, suggesting that the model correctly captures that the forest sites were generally not limited by water during the period (not shown).

Ecosystem respiration from ED-2.2 is more seasonal than the tower estimates for all sites except RJA and M34 (Fig. 3.10a-f), where the amplitude is similar for the few periods with valid tower observations. The largest biases occurred at PDG, where the maximum respiration rates were more than twice the expected values from eddy covariance tower estimates (Fig. 3.10d). In addition, while the model predicts the highest respiration rates during the wet season for all sites
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Figure 3.9: (a-f) Similar to Fig. 3.8, but for gross primary productivity. (g-l) Hourly averages of GPP as a function of incoming PAR for both model and tower based estimates; observed GPP was determined using the published $u_{\text {min }}^{\star}$ threshold. For panels (g-l), $n$ is the number of valid hours for both GPP and PAR.
but M34, tower-based estimates do not show a consistent seasonal pattern: respiration reaches the maximum early in the dry season in GYF(Fig. 3.10a), whereas in S67, S83, PDG and RJA (Fig. 3.10b-e) the maximum occurs during the wet season. Due to the weaker nighttime turbu-

Month

| $\begin{gathered} \text { Mean (Shaded 95\% C.I.) } \\ \text { Zo Observed تe- ED-2.2 } \end{gathered}$ |
| :---: |
|  |  |





Month


Figure 3.10: (a-f) Similar to Fig. 3.8, but for ecosystem respiration. (g-l) Average bias [ $\mu_{R}\left(\dot{R}_{\mathrm{Eco}}\right)$ ] between ecosystem respiration from ED-2.2 and tower estimates, as a function of time of year and different selections of $u_{\min }^{\star}$ ranging from 0 and $0.55 \mathrm{~m} \mathrm{~s}^{-1}$. Dot-dashed violet lines correspond to the $u_{\text {min }}^{\star}$ from previous studies, whereas dashed brown lines are the values using a standardized algorithm (c.f. App. D.1.1 and Tab. D.1).
lence, tower-derived respiration is particularly sensitive to the choice of $u_{\text {min }}^{\star}$, and even though some methodologies exist to decide the appropriate threshold (e.g. Gu et al., 2005; Reichstein et al., 2005), most often the choice is arbitrary. To account for this uncertainty, I also evaluated the model
bias for a full range of $u_{\mathrm{min}}^{\star}$, between 0 and $0.55 \mathrm{~m} \mathrm{~s}^{-1}$. Changing $u_{\mathrm{min}}^{\star}$ had little influence in bias estimates for GYF (particularly during the wet season - December-July) and PDG(all year), mostly because nighttime turbulence is sufficiently strong so that sufficient data are retained; in contrast, S67 and M34 show significant variation in bias, and the sign of the mean bias changes within the range of plausible thresholds (Fig. 3.10h,l); changes in bias magnitude were also significant in S83, RJA (Fig. 3.10i), although not sufficient to switch the sign of the mean bias. Nevertheless, the seasonality of the model bias is a robust outcome, since it is present at a wide range of $u_{\min }^{\star}$ in all sites at a wide range of $u_{\text {min }}^{\star}$ (Fig. $\left.3.10 \mathrm{~g}-1\right)$.

Eddy covariance fluxes cannot be directly used to evaluate each component of the total ecosystem respiration separately, therefore I compared the model results against results from other studies that focussed on measuring or estimating each component of the total respiration. The aim of this comparison is to evaluate the order of magnitude of the global mean, because most of these studies are limited in time and space, and for the components of autotrophic respiration, they are usually carried out at a small number of individuals and extrapolated to the plant community level using simplistic assumptions. Since M34, S67, and GYF had more intensive studies, I limited the comparison to these sites. For M34 and S67, I used the same results from the bottom-up assessment of the carbon cycle compiled by Malhi et al. (2009b,c), whereas for GYF I used results from multiple sources, while aggregating and scaling the reported values following the same methodology as Malhi et al. (2009b) for consistency.

Both the ED-2.2 model averages and the expected values from the bottom-up summary are shown in Tab. 3.4. Assuming that the $95 \%$ C.I. for the average of any variable $X$ is roughly $\bar{X} \pm 2 \mathrm{SE}_{\bar{X}}$, the mean ecosystem respiration predicted by ED- 2.2 is within the expected range, albeit only marginally for S67; the expected value is higher in ED-2.2 than the bottom-up estimate for all three sites, and the variability of predicted terms in ED-2.2 amongst sites is smaller than the reference values. For GYF and M34, differences in heterotrophic respiration are the largest and explain most of the difference in the total respiration, whereas in S67 the positive bias in total respiration is due to autotrophic respiration. Within the autotrophic respiration, ED-2.2 consistently

Table 3.4: Comparison of respiration between ED-2.2 and published values for GYF, S67, and M34 ( $\bar{X} \pm \mathrm{SE}_{\bar{X}}$ for any variable $X$ ). Values in parentheses are the standard error of the mean. For ED-2.2 the standard error was estimated from bootstrapping the annual means. Observed values for S67 and M34 are from Malhi et al. (2009b,c) and references therein. References for direct measurements and scaling to ecosystem for GYF are summarized below, and both scaling and error propagation and weighting were calculated using the same methodology as Malhi et al. (2009b).

| Term | Paracou (GYF) |  | Santarém km 67 (S67) |  | Manaus K34 (M34) |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Obs. | ED-2.2 | Obs. | ED-2.2 | Obs. | ED-2.2 |
| Leaf | $1.4 \pm 0.4^{\mathrm{b}}$ | $0.896 \pm 0.004$ | $0.7 \pm 0.4$ | $0.937 \pm 0.005$ | $1.0 \pm 0.4$ | $0.854 \pm 0.009$ |
| Stem | $0.504 \pm 0.019^{\mathrm{c}}$ | $0.94 \pm 0.07$ | $0.38 \pm 0.10$ | $0.89 \pm 0.06$ | $0.42 \pm 0.10$ | $0.79 \pm 0.06$ |
| Root | $0.67 \pm 0.20^{\mathrm{d}}$ | $0.542 \pm 0.030$ | $0.37 \pm 0.08$ | $0.534 \pm 0.026$ | $0.56 \pm 0.20^{\mathrm{i}}$ | $0.468 \pm 0.029$ |
| Autotrophic | $2.8 \pm 0.5^{\mathrm{e}}$ | $2.37 \pm 0.10$ | $1.5 \pm 0.4$ | $2.36 \pm 0.09$ | $2.0 \pm 0.5$ | $2.12 \pm 0.09$ |
| Heterotrophic | $1.10 \pm 0.20^{\mathrm{f}}$ | $1.66 \pm 0.03$ | $1.49 \pm 0.14$ | $1.432 \pm 0.024$ | $0.96 \pm 0.12^{\mathrm{i}}$ | $1.35 \pm 0.03$ |
| Soil+CWD $^{\mathrm{a}}$ | $1.84 \pm 0.23^{\mathrm{g}}$ | $2.20 \pm 0.05$ | $1.65 \pm 0.13$ | $1.97 \pm 0.04$ | $1.46 \pm 0.17^{\mathrm{i}}$ | $1.821 \pm 0.024$ |
| Ecosystem | $3.8 \pm 0.5^{\mathrm{h}}$ | $4.03 \pm 0.12$ | $3.0 \pm 0.4$ | $3.80 \pm 0.10$ | $2.9 \pm 0.5$ | $3.47 \pm 0.07$ |

${ }^{\text {a }}$ ED-2.2 does not have a separate coarse woody debris pool, therefore I compare the sum of both.
${ }^{\mathrm{b}}$ Leaf-level dark respiration was measured and reported by Stahl (2010). Leaf-level measurements were scaled to ecosystem scale using LAI-2000 measurements also by Stahl. Following Malhi et al. (2009b) and Lloyd et al. (2010) the value was scaled down by $34 \%$ to account for diurnal down-regulation of dark respiration.
${ }^{\text {c }}$ Individual-level stem respiration was measured and reported by Stahl (2010); Stahl et al. (2011). Values from both terra firme and seasonably flooded forest were included. Wet season and dry season values were weighted by the season length in 2008, also reported by Stahl et al. (2011). Although Stahl et al. (2011) had scaled to stand level, I recalculated it to be consistent with Malhi et al. (2009b), by finding the mean stem area index from the forest inventory, following Chambers et al. $(2000,2004)$. The stem area index was $1.07 \pm 0.03\left[\mathrm{~m}_{\text {stem }}^{2} \mathrm{~m}^{-2}\right]$.
${ }^{\mathrm{d}}$ Taken as the difference between total soil respiration and soil heterotrophic respiration, following Malhi et al. (2009b).
${ }^{\mathrm{e}}$ Sum of leaf, stem, and root respiration
${ }^{\text {f }}$ Sum of soil heterotrophic and coarse woody debris respiration. Soil heterotrophic respiration was estimated by Bréchet (2009) using trenching method, and coarse woody debris respiration was reported by Rowland et al. (2013).
${ }^{\mathrm{g}}$ Soil respiration was reported by Epron et al. (2006) and Bréchet et al. (2011); CWD by Rowland et al. (2013)
${ }^{\mathrm{h}}$ Sum of heterotrophic and autotrophic respiration from the bottom-up model. Tower-based estimate for GYF (2004-2012) is $3.48 \pm$ $0.12 \mathrm{~kg}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{yr}^{-1}$ using the same $u_{\mathrm{min}}^{\star}$ as Bonal et al. (2008).
${ }^{i}$ No direct measurement of soil heterotrophic respiration existed for M34; values reported by Malhi et al. (2009b) are only indirect estimates.


Figure 3.11: Mean annual cycle of respiration components, using all simulated times for all test sites.
predicts higher rates of stem respiration, which is compensated by somewhat lower leaf and root respiration in GYF and M34, so that the total autotrophic respiration is within the range expected from the bottom-up estimate. In S67, the reference leaf and root respiration are relatively low compared to GYF and M34, and as a result, ED-2.2 autotrophic respiration is significantly higher than the estimates. In summary, even though significant discrepancies exist in both autotrophic and heterotrophic respiration, the sign and magnitude of the biases are not consistent across sites, therefore it is not possible to attribute the differences in magnitude of the global averages to a single mechanism.

While the differences in global annual averages come from multiple processes, seasonality of respiration in ED-2.2 is nearly entirely due to heterotrophic respiration for all sites, as shown in Fig. 3.11. The parameterization of decomposition is a strong function of soil moisture near the surface (c.f. Eqn. 2.130 and Fig. 2.8), however ecosystem respiration in ED-2.2 is more strongly related to soil moisture than what is suggested by the observations (Fig. 3.12).


Figure 3.12: Daily mean ecosystem respiration for all sites as a function of daily mean soil moisture near 20 cm , here presented as relative soil moisture ( $\hat{\vartheta}$, Eqn. 2.129); in this case $n$ is the number of valid days for both $\dot{R}_{\text {Eco }}$ and $\hat{\vartheta}$.

### 3.3.3 Water cycle

Both the seasonal and diurnal cycles are well represented in all forest sites, particularly during the dry season. the model correctly represents increased water flux during the dry season in S67 (Fig. 3.13b), S83 (Fig. 3.13c), and M34 (Fig. 3.13f), and that water flux does not increase during the dry season in GYF (Fig. 3.13a) and RJA (Fig. 3.13e), although the model underestimates the fluxes during the first wet season in GYF and overestimates the flux during the early wet season in RJA. In PDG (Fig. 3.13d), the model has good agreement during the wet season and early in the dry season, but it overestimates the flux during the later part of the dry season. The overestimation is a consequence of the model not shedding a significant fraction of leaves: the model predicted a reduction of $25 \%$ of LAI during the dry season of 2001, whereas it did not predict any shedding during the dry seasons of 2002 and 2003 (not shown).

From Fig. 3.14, we observe that at all sites, most of the flux leaving the canopy during the dry season is due to transpiration, with relative contribution varying from $70-75 \%$ of total flux


|  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |



Figure 3.13: (a) Mean annual cycle of water flux at the top of canopy for all sites; bands are the $95 \%$ confidence interval of means, and pale yellow background corresponds to the dry season. (b) Box-and-whisker plots of water flux by period of day; grey boxes (or boxes above grey "O") correspond to the observed distribution and green boxes (or boxes above green "M") correspond to model distribution. The number of of valid hours used to generate the distribution is shown in (b), but it is the same for both plots.
at the wettest forest sites (e.g. GYF and M34, Fig. 3.14a,f), to above $90 \%$ at PDG (Fig. 3.14d). Conversely, during the wet season evaporation of intercepted water at the leaf surface contribute
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Figure 3.14: Mean annual cycle of components of the water vapour flux, using all simulated times for all test sites.
with as much as $25-30 \%$ of the total water flux at the forest sites (e.g. GYF and S67, Fig. 3.14a,b). One exception is PDG (Fig. 3.14d), where leaf evaporation contributes little even during the wet season, and seasonality of soil evaporation is stronger than at forests. Seasonality of transpiration rates show a maximum during the dry season, which is a direct response to light availability for photosynthesis.

To evaluate the canopy air space storage of water, I used the canopy profiles measured at the S67 tower between 2002 and 2006 (Hutyra, 2007; Hutyra et al., 2008). Like the water flux, there is a very good agreement particularly during the dry season, whereas the wet season tends to be somewhat drier than the observations (Fig. 3.15a). Nevertheless, the mean diurnal cycle is generally well captured (Fig. 3.15b).

Since soil moisture has generally less diurnal variability, I used daily averages for comparing with observations. Using the closest level to 50 cm and looking at the general distribution of daily values, we observe a large variation in the results, ranging from very significant overestimations in GYF (Fig. 3.16a) and S67 (Fig. 3.16b), moderate overestimation in S83 (Fig. 3.16c), significant underestimation in RJA(Fig. 3.16e), and good agreement in M34 (Fig. 3.16f). Such discrepancies are strongly related to hydraulic properties of the soil. In ED-2.2, soil moisture cannot be less than


Figure 3.15: (a) Mean annual cycle of average canopy air space specific humidity and (b) box-andwhisker plots of water flux by period of day for Santarém km 67 (S67, $n=30507$ ). Notation is the same as in Fig. 3.13.
the residual soil moisture $\left(\vartheta_{\mathrm{Re}}\right)$ and porosity $\left(\vartheta_{\mathrm{Po}}\right)$, and for sites with the largest discrepancies, a large fraction of soil moisture values falls below the model $\vartheta_{\text {Re }}$ (GYF and S67, Fig. 3.16a-c) or above $\vartheta_{\mathrm{Po}}$ (RJA, Fig. 3.16e). Although the absolute water content is important for determining the total mass and internal energy of soil layers, most processes in ED-2.2 including photosynthesis and decomposition depend on either soil matric potential ( $\Psi$, Eqn. 2.35a) or the relative soil moisture ( $\hat{\vartheta}$, Eqn. 2.129). Soil retention curves were not available for all sites, therefore I did not compare the soil matric potential. To estimate the relative soil moisture from observations, I assumed that the minimum hourly soil moisture for the entire period with measurements was sufficiently close to dry air, and that the maximum hourly measurement was sufficiently close to porosity. The Kolmogorov-Smirnov statistic of daily means decreased in all sites, and the distribution of relative soil moisture is particularly close in S83 (Fig. 3.16i), RJA (Fig. 3.16k) and M34 (Fig. 3.161), whereas distribution of dry events are underestimated in GYF (Fig. 3.16g) and overestimated in S67 (Fig. 3.16h).

Most sites have measurements only near the surface, and in general the model has moder-
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Figure 3.16: Empirical density functions of daily soil moisture for the closest depth to 50 cm that had data: (a-f) volumetric soil moisture; (g-l) relative soil moisture, calculated using Eqn. (2.129) for ED-2.2, and assuming that the minimum and maximum observed moisture were the actual residual soil moisture and porosity. Vertical lines in (a-f) correspond to ED-2.2 values for residual moisture, permanent wilting point, field capacity, and porosity based on sand, clay, and silt fractions. In parentheses are the number of daily averages used to draw the empirical density functions ( $n$ ), and the Kolmogorov-Smirnov statistic of the daily mean distribution.
ate positive bias at the top 1 m (Fig. 3.17a) and the model variability is less than the observed ((Fig. 3.17)b). Nonetheless, the model is able to explain a significant fraction of the observed
variability, as observed by $R^{2}>0.5$ and high correlation ( $>0.6$ ) with observations. Very few observations existed below 1 m : in GYF soil moisture was measured at 2.6 m and has very low bias in relative moisture ((Fig. 3.17)a) and somewhat better agreement in volumetric soil moisture compared to the top layers (not shown); in S67 the model predictions always have higher variability compared to observations ((Fig. 3.17)b), but no clear pattern as function of depth emerges; errors are relatively constant until 5 m but the model has a significant negative bias and negative coefficient of determination at 7 m ((Fig. 3.17)a), which is associated with particularly high interdiurnal variability compared the observations ((Fig. 3.17)b).

### 3.3.4 Heat and temperature

ED-2.2 overestimated sensible heat flux at all forest sites. This positive bias affects the entire distribution of daily averages, as shown by the $\mathrm{Q}-\mathrm{Q}$ plot in Fig. 3.18a, with daily average values about $10 \%$ higher than observations at GYF, RJA, and M34; biases in S67 and S83 are significantly larger, and daily averages are roughly twice the observations, whereas hourly averages are on average $50 \%$ higher (not shown). In PDG, on the other hand, the model shows not only significant deviation from observations but also changes in the sign of bias. At the lower end of the distribution, negative daily averages of sensible heat flux are often close to zero in ED-2.2, whereas observations indicate significantly more negative values, a characteristic also observed in GYF; intermediate values tend to be close to observations but the high end of the distribution is substantially lower for ED-2.2. In Fig. 3.18 we observe a similar pattern for hourly averages: bias is generally positive at all hours at the forest sites, whereas the bias is positive during the night and negative during the day. Despite biases occurring at both day and night, the fraction of variance explained is higher during the day than during the night, except for S 83 ; this result is expected since values have been scaled by the standard deviation, which tends to be lower during the night (not shown).

While sensible heat flux was significantly higher than observations in S67, the fortnightly means of canopy air space temperature are remarkably close to the observations during the wet
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Figure 3.17: (a) Skill and (b) Taylor's diagrams of daily averages of relative soil moisture for all sites (shapes) and soil depths (colors).
season (Fig. 3.19a), although the model tends to overestimate the temperature during the dry season. Likewise, both the median and the range of temperatures for different times of day are close to observations except for afternoon, when the model predicts extreme high temperature events that are not reported in the observations. In addition, the model has relatively low bias ( $\hat{\mu}_{R}\left(T_{a}\right)=0.14$ ), high coefficient of determination $\left(R^{2}\left(T_{a}\right)=0.73\right)$ and overall reasonable characterisation of the distribution (Kolmogorov-Smirnov statistic: $D\left(T_{a}\right)=0.11$ ).
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Figure 3.18: (a) Q-Q plot of daily averages of sensible heat flux ( $\dot{Q}_{a, e}$ ) for all sites. Variable $N$ at the legend corresponds to the number of valid days, and dot-dashed line is the 1:1 ratio. (b) Skill plot of hourly averages for all sites; in this plot daytime hours corresponds to all hours when the average Sun height was greater than $6^{\circ}$, whereas nighttime corresponds to when the Sun height was less than $-6^{\circ}$; all hours also include times when the Sun was near the horizon. The relative count is the number of valid observations for each period relative to the number of observations in GYF, the site with most observations.


Figure 3.19: Comparison of canopy air space temperature at S67, based on 14,020 hourly averages: (a) mean annual cycle of canopy air space temperature and (b) box-and-whisker plots by the time of the day. The average dry season is shown as the yellow background in (a).

Soil temperature was reported only at GYF and S83, at two levels in each site. Mean soil temperature in GYF has a significant negative bias both near the surface (Fig. 3.20a; $\hat{\mu}_{R}=-1.6$ ) and at 53 cm deep (Fig. 3.20b; $\hat{\mu}_{R}=-2.9$ ), whereas biases in S 83 are generally low (Fig. 3.20c-d; $\left.\hat{\mu}_{R}\left(T_{S_{10} \mathrm{~cm}} ; T_{S_{40} \mathrm{~cm}}\right)=(0.44 ; 0.29)\right)$. In addition, the amplitude of the diurnal cycle is too large near the surface at both sites (Fig. 3.20a,c); at deeper layers, the amplitude of the diurnal cycle is substantially reduced, however the predicted amplitude within each time period is still larger than the observed (Fig. 3.20b,d), the reason being that the model predicts larger seasonal variations of temperature than reported at both sites (not shown).

### 3.3.5 Momentum

Comparison of friction velocity between ED-2.2 and observations showed consistent patterns across all sites: ED-2.2 predictions were both negatively biased (Fig. 3.21a) and showed lower variability compared to observations (Fig. 3.21b). Moreover, both the negative bias (not shown) and the low variability of hourly averages (Fig. 3.21b) occurred at night and day. Nonetheless, the


Figure 3.20: Box-and-whisker plot of soil temperature as a function of time of day: GYF at (a) 5 cm and (b) 53 cm deep, and $S 83$ at (c) 10 cm and (d) 40 cm deep. The total number of hours ( $n$ ) is shown in each panel.
model correlation with observations were relatively high during the day and when all hours were taken into account for all sites except PDG (Fig. 3.21b). Nighttime data, on the other hand, had generally lower correlation for all sites, which is partly due to extremely low variability in some sites. Moreover, the $\mathrm{Q}-\mathrm{Q}$ plot shows that high turbulence extremes are generally missed by the model, and these differences are particularly large in GYF, the windiest site, but also significant in S67, S83, and PDG.

Momentum flux is seldom compared to observations in model evaluation; however, in ED-2.2 we allow enthalpy, water, and carbon dioxide to be stored in the canopy air space, therefore fluxes and storage in the canopy air space are directly affected by momentum transfer. Momentum flux
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Figure 3.21: (a) Q-Q plot of daily averages of friction velocity $\left(u^{\star}\right)$. Variable $N$ at the legend corresponds to the number of valid days, and dot-dashed line is the $1: 1$ ratio. (b) Taylor's diagrams of hourly averages of friction velocity for all sites. See Fig. 3.18 for definition of daytime and nighttime hours.
is particularly during the night, when buoyancy at the top of the canopy is generally negative and forced convection is the only mechanism that allows air to leave the canopy air space. To evaluate


Figure 3.22: Comparison of the Kolmogorov-Smirnov statistic ( $D$ ) for nighttime hourly averages using the predicted (green lines) and prescribed (purple lines) model: (a) sensible heat flux at the top of the canopy ( $\dot{Q}_{a, e}$ ), (b) outgoing longwave radiation $\left(\dot{Q}_{\mathrm{LW}}^{\uparrow}\right)$, and (c) water vapour flux at the top of the canopy ( $\dot{W}_{a, e}$ ). Numbers beneath sites in indicate the mean and standard deviation (not standard error) of daily averages of $u^{\star}$.
the impact of properly representing friction velocity, I carried out the a set of simulations with the same configuration as the simulations presented in this section, with the exception of friction velocity, which was prescribed from the observations instead of using the algorithm presented in Sec. 2.4.4. The dimensionless scale $\zeta$ was determined from Eqn. (2.81) and other terms were calculated as presented in Sec. 2.4.4.

Imposing prescribed friction velocity had the most impact on nocturnal fluxes, which is expected: most of the mixing between canopy air space and free atmosphere occurs due to mechanical turbulence since the atmospheric profile at the top of the canopy is usually stable at night. The model has significant improvements in representing the distribution of sensible heat flux at the sites where the biases were the largest (GYF, S67, S83, and PDG, Fig. 3.22a); in addition the distribution of nighttime outgoing longwave radiation improved at all sites (Fig. 3.22a,b). The distribution of hourly nocturnal water fluxes improved at most sites, but not at S67 and M34 (Fig. 3.22c). These sites are characterized by very low nocturnal fluxes ( 0.13 and $0.013 \mathrm{~kg}_{\mathrm{W}} \mathrm{m}^{-2}$ day $^{-1}$, respectively), and mean nocturnal flux predicted by ED-2.2 increased at all sites when the model was driven with prescribed mechanical turbulence, which improved the model prediction at the other sites, but not at S67 and M34 because the flux was indeed very small.
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Figure 3.23: Comparison of mean annual cycle from fortnightly means at Paracou (GYF): fric-
 predicted $u^{\star}$ and (b,d,f) prescribed $u^{\star}$. Yellow background corresponds to the average dry season.

The impact of prescribing momentum fluxes was negligible during the day, and nocturnal fluxes of both heat and water vapour are generally much lower in magnitude than the diurnal counterparts. For most sites, prescribing momentum made little difference. In GYF, however, forced convection during the night is sufficiently strong due to stronger winds, particularly during the wet season (Fig. 3.23a,b), and the seasonal variation of both sensible heat (Fig. 3.23c,d) and water fluxes (Fig. 3.23e,f) considerably improved when mechanical turbulence was prescribed.

### 3.4 Results from long-term simulations

### 3.4.1 Evaluation of default potential vegetation

From Tab. 3.5 we observe that the variation of basal area and above-ground biomass across sites are qualitatively similar for most sites when using the default ED-2.2 configuration (simulation $\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{05}$, see Tab. 3.3 for simulation names): GYF, M34, RJA and S67 have higher biomass and basal area, whereas BAN shows substantially lower biomass, but nevertheless higher than BSB and NAT; PNZ shows the least biomass. The simulated dynamics at PDG, however, is significantly different from observations: in ED-2.2, the vegetation equilibrated at high biomass and basal area, akin of forest sites. Compared to remote sensing estimates, the modelled biomass at equilibrium at the forest sites was generally higher, whereas leaf area index was generally lower.

Succession of the plant community at GYF, S67, RJA, M34 and PDG was typical of forests (Fig. 3.24a-e and Fig. 3.25a-e): grasses only occur at the beginning of the simulation, rapidly going extinct once early successional cohorts become dominant. Early successional contribute with most of the biomass and leaf area during the first fifty years, but it is eventually superseded by late successional cohorts, although they maintain a population; mid-successional never became dominant, and went extinct once late-successional cohorts became dominant. Succession at S67 (Fig. 3.24b and Fig. 3.25b) yielded lower biomass and the time series showed higher interannual variability compared to the other sites that developed forests. At BAN, the equilibrium biomass was about half of the biomass at the aforementioned sites, although the succession was somewhat similar, with dominance of early successional at the beginning of the simulation, and eventual dominance of late successional cohorts both at biomass and leaf area index (Fig. 3.24g and Fig. 3.25g); unlike forest sites, mid-successional cohorts were able to maintain a relatively high biomass and leaf area index for most of the simulation. In the semi-arid site (PNZ Fig. 3.24f and Fig. 3.25f), trees went extinct within a few years, and only $\mathrm{C}_{4}$ maintained some population, also with considerable seasonal and inter-annual variability; since no trees existed for most of the simulation, the total biomass was very low. It also must be noted that PNZ was the only site where grasses

Table 3.5: Comparison of equilibrium conditions of basal area, AGB and LAI ( $\pm 95 \% \mathrm{CI}$ ) between ED-2.2, remote sensing (R.S.), and site measurements. Confidence intervals for ED-2.2 were obtained using the probability distribution associated with age over the last 40 years of simulation (1972-2011); remote sensing CI. was obtained from spatial distribution of valid grid points within 25 km of the point of interest using block bootstrapping. See notes for site-level CI.

|  | Basal area $\left[\mathrm{cm}^{2} \mathrm{~m}^{-2}\right]$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Site | ED-2.2 | R.S. | In situ | References for site measurements |
| GYF | $28.8 \pm 0.9$ | - | $31.0 \pm 1.7$ | Bonal et al. (2008) ${ }^{\text {a }}$ |
| S67 | $22.5 \pm 0.8$ | - | $27.6 \pm 1.7$ | Pyle et al. (2008) ${ }^{\text {a }}$ |
| PDG | $31.9 \pm 0.9$ | - | $12.5 \pm 2.8$ | Silva and Batalha (2009) ${ }^{\text {a }}$ |
| RJA | $27.6 \pm 0.9$ | - | $32.6 \pm 2.9$ | Saatchi (2006) ${ }^{\text {a }}$ |
| M34 | $26.9 \pm 0.9$ | - | $27.3 \pm 1.6$ | Chambers et al. (2001) ${ }^{\text {a }}$ |
| PNZ | $0.0 \pm 0.0$ | - | $19.3 \pm 2.6$ | Calixto Júnior (2009) ${ }^{\text {b }}$ |
| BAN | $14.3 \pm 0.4$ | - | $25.9 \pm 3.8$ | Brito et al. (2008) ${ }^{\text {b }}$ |
| BSB | $12.7 \pm 0.4$ | - | $7.7 \pm 1.1$ | Assunção and Felfili (2004) ${ }^{\text {b }}$ |
| NAT | $8.9 \pm 0.2$ | - | $19.4 \pm 3.4$ | Cestaro (2002) ${ }^{\text {b }}$ |
| Above-ground biomass [ $\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2}$ ] |  |  |  |  |
| Site | ED-2.2 | R.S. | In situ | References for site measurements |
| GYF | $17.8 \pm 1.8$ | $11.8 \pm 1.1$ | $14.9 \pm 1.0$ | Bonal et al. (2008) ${ }^{\text {a }}$ |
| S67 | $12.6 \pm 1.3$ | $12.1 \pm 1.4$ | $14.5 \pm 1.2$ | Pyle et al. (2008) ${ }^{\text {a }}$ |
| PDG | $18.7 \pm 1.9$ | $6.7 \pm 0.8$ | $4.8 \pm 1.2$ | Silva and Batalha (2009) ${ }^{\text {a }}$ |
| RJA | $16.5 \pm 1.7$ | $10.9 \pm 1.2$ | $16.9 \pm 2.2$ | Saatchi (2006) ${ }^{\text {a }}$ |
| M34 | $16.5 \pm 1.7$ | $12.5 \pm 0.9$ | $13.2 \pm 1.2$ | Chambers et al. (2001) ${ }^{\text {a }}$ |
| PNZ | $0.0 \pm 0.0$ | $1.44 \pm 0.11$ | - | - |
| BAN | $7.2 \pm 0.6$ | $6.9 \pm 0.7$ | - | - |
| BSB | $4.14 \pm 0.32$ | $3.4 \pm 0.5$ | - | - |
| NAT | $2.61 \pm 0.17$ | $1.95 \pm 0.21$ | - | - |
| Leaf area index [ $\mathrm{m}_{\text {leaf }}^{2} \mathrm{~m}^{-2}$ ] |  |  |  |  |
| Site | ED-2.2 | R.S. | In situ | References for site measurements |
| GYF | $3.87 \pm 0.07$ | $4.7 \pm 0.6$ | $6.15 \pm 0.30$ | Stahl et al. (2011) |
| S67 | $3.68 \pm 0.07$ | $5.1 \pm 0.5$ | $5.3 \pm 1.3$ | Domingues et al. (2005) <br> Stark et al. (2012) ${ }^{\text {c }}$ |
| PDG | $4.40 \pm 0.08$ | $2.5 \pm 0.8$ | $2.19 \pm 0.16$ | Bitencourt et al. (2007) ${ }^{\text {d }}$ |
| RJA | $3.98 \pm 0.07$ | $5.5 \pm 0.5$ | $4.9 \pm 0.4$ | Simon et al. (2005) ${ }^{\text {e }}$ |
| M34 | $3.83 \pm 0.07$ | $5.42 \pm 0.14$ | $5.7 \pm 0.8$ | McWilliam et al. (1993) ${ }^{\text {e }}$ |
| PNZ | $0.66 \pm 0.02$ | $0.95 \pm 0.11$ | - | - |
| BAN | $3.06 \pm 0.06$ | $3.7 \pm 0.9$ | - | - |
| BSB | $3.26 \pm 0.09$ | $1.34 \pm 0.18$ | $0.86 \pm 0.06$ | Ferreira et al. (2007) ${ }^{\text {f }}$ |
| NAT | $2.17 \pm 0.06$ | $1.8 \pm 0.5$ | - | - |

${ }^{\text {a }}$ Basal area and AGB calculated from raw tree inventory data for individuals with $\mathrm{DBH} \geq 10 \mathrm{~cm}$. Confidence intervals were determined from 1000 bootstrap samples of the sub-plots with replacement.
${ }^{\mathrm{b}}$ Basal area from publications were corrected to include only individuals with $\mathrm{DBH} \geq 10 \mathrm{~cm}$. C.I. is found by generating 1000 realizations of individual DBH , estimated from the reported demography by DBH class and assuming uniform distribution within each class.
${ }^{\mathrm{c}}$ Estimates from both references were combined, and C.I. was determined using $t$ distribution.
${ }^{\mathrm{d}}$ Mean value was obtained by averaging results for all permanent plots for wet and dry seasons. C.I. was estimated from the square root of the sum of the squares of standard error for wet and dry seasons, using $t$ distribution.
${ }^{\mathrm{e}}$ Original references provided standard deviation, C.I. was determined using $t$ distribution.
${ }^{\mathrm{f}}$ Similar to (d), but mean value was obtained from average the dry season and end of the wet season measurements.


Figure 3.24: Time series of annual means of above-ground biomass for simulation $\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{05}$ for all sites. Colours indicate different plant functional types and grey corresponds to the total when more than one plant functional type exists.
did not go extinct. In (Fig. 3.24h-i and Fig. 3.25h-i), we observe that both BSB and NAT showed dynamics that are intermediate between BAN and PNZ: in both cases the biomass was relatively low, but wet season rainfall was often sufficient to maintain some low biomass population of trees, mostly (BSB) or entirely (NAT) comprised of early successional cohorts.

Most of the time series trajectory of biomass, and to a lesser extent leaf area index, can be attributed to the disturbance and mortality regime. At the sites with the highest equilibrium biomass (GYF, PDG, RJA, M34) fires did not occur throughout the simulation, and peaks in densitydependent, carbon-starvation related mortality occurred only sporadically (Fig. 3.26a,c,d,e). Amongst the forest sites, S67 was the only location where mortality due to fire disturbances occurred (Fig. 3.26b), although they were very infrequent; in addition, S67 had higher mortality rates due to negative carbon balance. From Fig. 3.26 g, we observe that mortality rates due to negative carbon balance were somewhat also moderately high in BAN, and despite that fires did


Figure 3.25: Same as Fig. 3.24 but for leaf area index.
not occur, the total mortality was generally higher in BAN than in S67. In BSB and NAT, both fires and high mortality events were significantly more frequent than the aforementioned sites (Fig. 3.26h,i), which resulted in lower biomass and absence of late-successional trees. In PNZ (Fig. 3.26f), droughts are very common occurrence and a combination of extreme fires and very negative carbon balance quickly caused the mortality rates of cohorts with $\mathrm{DBH} \geq 10 \mathrm{~cm}$ to approach $100 \%_{\text {pop }} \mathrm{yr}^{-1}$, thus extinguishing all trees.

Like the living biomass, soil carbon dynamics showed high variability amongst sites: in firefree sites in the Amazon (GYF, RJA, and M34, Fig. 3.27a,d,e), all soil carbon pools reached equilibrium in about 50 yr , and total mass converged to near $10 \mathrm{~kg}_{\mathrm{C}} \mathrm{m}^{-2}$, roughly equally split between structural and slow soil carbon and a much smaller contribution of the fast pool. In addition, similar values and partition were also found in S67 (Fig. 3.27b), BAN (Fig. 3.27g), and NAT (Fig. 3.27i), despite the differences in forest structure and disturbance dynamics. Although the partition and time to equilibrium was also similar for PDG and BSB (Fig. 3.27c,h), the total soil carbon was considerably higher, being $60 \%$ higher than above-ground biomass in PDG and


Figure 3.26: Similar as Fig. 3.24 but for mortality rates shown as fraction rates (Sheil and May, 1996), thus the sum of the terms does not correspond exactly to the total mortality. Colours indicate the different types of mortality rates, whereas grey corresponds to the total. Only cohorts with $\mathrm{DBH} \geq 10 \mathrm{~cm}$ were included to mortality, hence the absence of mortality in PNZ. See additional information on how mortality rates are parameterized in ED-2.2 at App. F.3.
near 750 \% higher in BSB. On the other hand, the absence of trees in PNZ lead to a low stock of carbon in the soils (Fig. 3.27i), and the three carbon pools contributed to roughly $\frac{1}{3}$ of the total soil carbon towards the end of the simulation.

Finally, to test whether the site-level discrepancies could affect the regional patterns of vegetation at equilibrium, I carried out a regional level simulation for tropical South America. In this simulation I used the same configurations as the default simulation $\left(\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{05}\right)$ for tropical South America, initializing soils with texture obtained from Quesada et al. (2011) for the Amazon, RADAMBRASIL (de Negreiros et al., 2009) for non-Amazonian areas of Brazil, and IGBP (Tempel et al., 1996) for non-Amazonian areas elsewhere, and the meteorological forcing from the Princeton University Global Meteorological Forcing Dataset (PGMF, Sheffield et al., 2006) for 1969 to 2008, which was recycled multiple times to simulate a period equivalent to 1500 through


Figure 3.27: Similar to Fig. 3.24 but for soil carbon. Colours indicate the different soil carbon pools, whereas grey corresponds to the total.
2008. As shown in Fig. 3.28, the model tends to produce higher biomass than the estimated value using the high-resolution carbon density model by Baccini et al. (2012). Also, in this simulation I did not include anthropogenic disturbance, and even though I only selected pixels with natural vegetation, deforested areas in Rondônia, Northern Mato Grosso, and Eastern Pará states appear as forests in the simulation. Degraded forests and partially converted lands may have been classified as natural vegetation, since these categories do not exist in MCD12Q1, and this could introduce large biases in the aggregated biomass. In contrast, the model predicted low biomass for a significant area north of S67, which was cause by high incidence of fire disturbance associated with relatively drier climate. Notwithstanding, the model captures the average pre-deforestation extent of the Amazon Forests and the transitions to the Cerrado (Central Brazil woody savannahs) and the Lavrado (open savannahs and grasslands in Northeastern Roraima).


Figure 3.28: Comparison of above-ground biomass (a) at potential vegetation equilibrium (averages for the last 40 years, 1969-2008) using ED-2.2 and (b) estimated by Baccini et al. (2012), aggregated to $1^{\circ}$ resolution using only pixels flagged as natural vegetation by the MCD12Q1 product (NASA/LP-DAAC, 2012) using the IGBP classification.

### 3.4.2 Role of size, age, and strategy heterogeneity in long-term dynamics

In Fig. 3.29, I present a summary of the equilibrium state of long-term simulations using different combinations of vertical structure, horizontal heterogeneity and functional diversity. At GYF and M34, simulations with two PFTs and simulation $\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{05}$ equilibrate at similar above-ground biomass, whereas basal area is lower for simulations with size structure but only two PFTs; in addition, all simulations except $\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{05}$ equilibrated at significantly lower leaf area index. At the more seasonal sites of RJA, S67 and PDG, the resulting basal area, biomass and leaf area index are significantly lower for simulation $\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{02}$, and were likewise low at S 67 and PDG even when all PFTs were included $\left(\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{05}\right)$; the remaining simulations reached similar values of basal area, above-ground biomass and leaf area index as GYF and M34. None of the simulations in BSB, NAT, and BAN equilibrated at basal area or biomass similar to forests, but like in S67 and PDG, simulations with no size structure $\left(\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{02 / 05}\right)$ remained at very low basal area, biomass, and LAI, whereas they reached basal area and biomass of about $30 \%$ of the forest sites for the other simulations. Finally, in PNZ, trees went extinct in all simulations, causing biomass and basal area to remain close to zero, and leaf area index significantly lower than other sites.

Even though less seasonal forest simulations equilibrated at comparable biomass and leaf area indices regardless of size, age, and strategy structure, the trajectory through which the simula-


Figure 3.29: Average of (a) basal area, (b) above-ground biomass and (c) leaf area index at equilibrium (1972-2011) for all sites and simulations. Color lines correspond to different simulations, and fisheye mark corresponds to the site level observations.
tions reach equilibrium are very different. To illustrate the differences in forest ecosystems, I focus on Paracou (GYF), where simulated biotic properties at equilibrium were typical of forests and disturbance rates due to extreme events were relatively low. All simulations equilibrated at biomass typical of forests and similar leaf area index, although in the simulations with no size structure, the dominance of tree cohorts did not occur until 150 years for the case where only mid-successional trees existed (Fig. 3.30a,g), or about 40 years when late-successional trees were present (Fig. 3.30d,j), and in both cases the dominant PFT at early stages of the simulation were $\mathrm{C}_{4}$ grasses. In simulation $\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{02}$, grasses go extinct at much shorter time scales due to shading, and mid-successional cohorts reach equilibrium in less than 100 years (Fig. 3.30b,h). Incorporating age structure only $\left(\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{02}\right)$ has no noticeable effect on biomass and leaf area (Fig. 3.30c,i), whereas incorporating life strategy diversity but not allowing microenvironment heterogeneity results in equilibrium with only late-successional cohorts and much higher AGB slightly over $25 \mathrm{~kg}_{\mathrm{C}} \mathrm{m}^{-2}$, but with leaf area index comparable to the other simulations with size structure (Fig. 3.30e,k). When size, age, and life strategy heterogeneity are simultaneously accounted (Fig. 3.30f,l), the forest reaches biomass equilibrium after 250 years; unlike the other sim-










| Plant Functional Type |  |  |
| :--- | :--- | :--- |
| $\square$ C4 grass $\quad \square$ | Mid tropical $\quad$ C3 grass |  |
| $\square$ | Early tropical $\quad$ Late tropical $\quad$ Total |  |

Figure 3.30: Time series of annual means of (a-f) above-ground biomass and (g-l) leaf area index at Paracou (GYF), for the tested combinations of vertical and horizontal heterogeneity, and functional diversity (Tab. 3.3). Colours indicate different plant functional types and grey corresponds to the total when more than one plant functional type exists.
ulations, the equilibrium also allows coexistence between two PFT, early- and late-successional trees.

Using Brasília (BSB) as an example of succession in savannahs (Fig. 3.31), we observe that grasses maintain a relatively high contribution of leaf area index when size and age structure are not included, and outcompete mid-successional trees when these are the only trees allowed $\left(\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{02}\right.$, Fig. 3.31a,g), or they are eventually replaced by late-successional trees if all PFTs are allowed $\left(\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{05}\right.$, Fig. 3.31d,j), although $\mathrm{C}_{4}$ grasses persist longer compared to forests. Like the forest cases, grasses are quickly suppressed by growing trees when size structure is included $\left(\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{02}\right.$, Fig. 3.31b,h), and incorporating age structure has little impact on the plant community succession if only one tree functional type is allowed, although the inter-annual variability is reduced $\left(\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{02}\right.$, Fig. 3.31c, i$)$. Unlike the forests, late successional trees did not become the


(c) $Z_{80} A_{30} D_{02}$







| Plant Functional Type |  |  |  |
| :--- | :--- | :--- | :---: |
| $\square$ | C4 grass | $\square$ |  |
| Mid tropical | $\square$ | C3 grass |  |
| Early tropical | $\square$ | Late tropical |  |
| $\square$ | Total |  |  |

Figure 3.31: Similar to Fig. 3.30, but for Brasília (BSB).
dominant PFT when size structure and multiple PFTs were included $\left(\mathrm{Z}_{80} \mathrm{~A}_{\mathrm{xx}} \mathrm{D}_{05}\right.$ (Fig. 3.31e,f,k,l): at equilibrium, early and mid-successional trees coexisted, roughly maintaining half of the biomass and leaf area index when no horizontal heterogeneity was included $\left(\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{05}\right.$ (Fig. 3.31e,k), and with early successional being the most dominant PFT when age structure was incorporated $\left(\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{05}\right.$, Fig. 3.31f,1).

Not only the trajectory towards equilibrium is different, but the variability of the biophysical and biogeochemical properties at equilibrium is strongly influenced by the model structure. To quantify this influence, I determined the probability density function for each month using function density in $R$ using the monthly means for each patch and each month between 1972 and 2011, and attributed a weighting factor proportional to the fractional area at each time. The probability density function was then determined at 511 evenly spaced blocks covering the entire range of monthly means. Using again GYF as an example of forest with low inter-annual variability


Figure 3.32: Annual cycle of the probability density function for GPP at GYF during the equilibrium period (1972-2011) for all simulation configurations, using $\Delta G P P=0.0127 \mathrm{~kg}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{yr}^{-1}$.
of the plant community state at equilibrium and taking the distribution of $\mathrm{GPP}^{5}$ to illustrate the differences (Fig. 3.32), we observe that the mode for all simulations show similar seasonality, with maximum productivity during the dry season. However, seasonal differences of the mode are more pronounced for simulations $\left(\mathrm{Z}_{01} \mathrm{~A}_{01} \mathrm{D}_{02 / 05}\right.$ Fig. 3.32a,d), whereas including size structure but not including age structure $\left(\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{02 / 05}\right)$ reduces the mode magnitude and its seasonal differences, and amplitude of the distribution around the mode for all months (Fig. 3.32b,e). When both the size and age structure are included $\left(\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{02 / 05}\right.$, Fig. 3.32c,f), the magnitude and seasonality of the mode are similar to simulations $\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{02 / 05}$, however the amplitude of the distribution becomes significantly wider and secondary modes appear, particularly when functional diversity is accounted $\left(\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{05}\right)$. Moreover, simulations $\mathrm{Z}_{80} \mathrm{~A}_{01} \mathrm{D}_{02 / 05}$ also develop secondary modes with values near zero in January (Fig. 3.32c,f), which steadily increase throughout the year: this pattern is due to the model patch dynamics, which applies disturbances to create new patches once a year, always in January. Similar patterns are observed in ecosystem respiration (Fig. 3.33), although the seasonality is reversed, peaking during the wet season.

The large-scale environmental conditions are identical for all simulations, thus the wider dis-
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Figure 3.33: Similar to Fig. 3.32, but for ecosystem respiration.
tribution of most variables and fluxes in simulation $\mathrm{Z}_{80} \mathrm{~A}_{30} \mathrm{D}_{05}$ are due to increased heterogeneity in the microenvironment, which is mostly due to the distribution of ages since last disturbance. In Fig. 3.34a we observe that biomass dependence on age is similar amongst most sites (except PNZ), with continuous increase in biomass starting immediately after disturbance. In contrast, leaf area index (Fig. 3.34b) tends to reach the maximum value within 3-7 years, followed by a slow decline after 20-30 years, which is due to decline of short-lived early successional trees and emergence of mid- and late-successional trees, which grow more slowly, in addition to their lower specific leaf area (Moorcroft et al., 2001). Total soil and ground carbon reaches the maximum when the disturbance occurs (Fig. 3.34c), as a result of locally high mortality rates. Decomposition eventually reduces these pools, although net losses become more significant only after 5-10 years. As shown in Fig. 3.34d, loss of necromass is the dominant effect within 20 years following a disturbance event. Afterwards, the net productivity at all sites becomes significantly closer to zero, but generally acting as a net carbon sink. Unlike other sites, the grassland dynamics in PNZ shows positive productivity during the first years following disturbance, later becoming nearly carbon neutral. The opposite sign is due to the absence of large necromass inputs after disturbance (Fig. 3.34c), followed by low biomass accumulation that equilibrates quickly (Fig. 3.34a).

In addition to the carbon cycles, the diversity of micro-environments is also reflected in the





| Sites |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| - Paracou (GYF) | - | Rebio Jaru (RJA) | - | Bananal (BAN) |
| - Santarem km 67 (S67) | - | Manaus K34 (M34) |  | Brasilia (BSB) |
| - Pe-de-Gigante (PDG) | - | Petrolina (PNZ) |  | Natal (NAT) |

Figure 3.34: (a) Above-ground biomass, (b) leaf area index, (c) total soil and ground carbon (including litter and coarse woody debris), and (d) net ecosystem productivity as a function of age since last disturbance, here presented as averages for the equilibrium period (1972-2011). To determine the averages over the entire period, monthly mean averages for each patch at any given time were interpolated to fixed age points, using function interp in R , and excluding extrapolated points. The interpolated points were then used to obtain the average for the entire period.
energy and water cycles. In Fig. 3.35 we observe that the Bowen ratio ${ }^{6}(B)$ increases towards the end of the dry season at all sites except PDG and PNZ, where negative nocturnal sensible heat fluxes nearly compensates positive diurnal fluxes, and in case of PNZ the total evapotranspiration approaches zero during the dry season, causing singularities at the ratio calculation. Moreover, younger patches usually experience stronger seasonality, and the period during which $B>1$ is often longer at these patches (e.g. S67, BAN, BSB, Fig. 3.35b,g,h), although high $B$ are predicted
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Figure 3.35: Annual cycle of Bowen ratio for simulation $Z_{80} A_{30} D_{05}$ at all sites as a function of age since last disturbance. Values were truncated at -0.1 and 2.0
in very recently disturbed patches even at sites with generally low seasonality (e.g. GYF and M34 Fig. 3.35a, e). Likewise, the relative contribution of different processes contributing to the total fluxes vary as the plant community evolves. For instance, nearly all water flux comes from transpiration during the dry season at all sites except $\mathrm{PNZ}^{7}$ regardless of the age since last disturbance (Fig. 3.36); conversely, transpiration has little contribution to water flux during the wet season at most recently disturbed patches, when the total leaf area is stil low. Transpiration becomes less prevalent during the wet season for the oldest patches (see GYF and M34 Fig. 3.36a,e), which is also a consequence of the lower photosynthetic activity and leaf area of dominant late-successional trees.
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Figure 3.36: Similar to Fig. 3.36, but for the transpiration ratio, defined as the ratio between transpiration and water flux between canopy air space and the free atmosphere ( $\dot{W}_{a, e}$ ).

### 3.5 Discussion

Simulations presented in Sec. 3.3 showed that given observed forest structure and composition, the model is able to realistically represent the outgoing radiation at the top of the canopy at most sites, and with the limited information available, the model is also able to represent the light environment within the canopy, at least for forests. Some of the more seasonal sites (RJA and PDG) underestimated outgoing radiation, which could be caused by the model limitation in reproducing leaf phenology. Frequent site level measurements of leaf area index are relatively rare in the Amazon: some studies near S67 (Asner et al., 2004; Malhado et al., 2009) and Sinop, a transitional site in Southeastern Amazon (Pinto-Júnior et al., 2011) estimated leaf area index decrease early in the dry season and maximum LAI at the end of the dry season; likewise, litterfall measurements at GYF usually show increase early in the dry season (Bonal et al., 2008; Soudani et al., 2012). Conversely, remote sensing estimates usually suggest increase in leaf area during the dry season (Samanta et al., 2012, see also Fig. 3.5). A phenological cycle akin to observed at S 67 has been previously implemented in ED-2.2 (Kim et al., 2012), although when it was attempted in the cur-
rent version, results showed excessive seasonality of albedo and GPP (not shown). Kim et al. did not account for seasonal variations in leaf optical properties, which have been previously shown to vary as leaves age Toomey et al. (2009), and incorporating such features could further improve the model representation of radiation.

Comparisons of GPP between model and tower-based estimates revealed that the model seasonality at forest sites is mostly driven by light, thus the maximum productivity often occurs during the dry season, whereas observations suggest a more complex pattern, with minimum occurring late in the wet season, and modestly increasing productivity during the dry season. In savannahs, the model correctly diminishes productivity during the winter (dry season), albeit the difference between wet and dry seasons is much weaker in the model than observations. GPP is a typical case of emerging property that depends on multiple parameterizations and processes, and the resulting discrepances cannot be entirely attributed to the current photosynthesis scheme. First, the seasonality in forests is similar to the seasonality of LAI, which also decreases during the end of the wet season and increase during the dry season; this seasonality suggests that the observed seasonality of productivity is closely related to leaf phenology. In addition, GPP is also directly scaled by the leaf area index, which is also an emerging property that must be determined from allometric equations. The current allometric equation for leaf biomass in ED-2.2 (App. C), which has been applied to the initial conditions, also carry large uncertainties, as they are based on few commercially relevant Neotropical species (Cole and Ewel, 2006; Calvo-Alvarado et al., 2008). While allometric equations relating individual size and above-ground biomass are abundant for the Amazon (e.g. Chambers et al., 2001; Chave et al., 2005; Feldpausch et al., 2012, amongst others), few studies developed allometric equations for living tissues and leaf area index for Amazonian forests (but see Lescure et al., 1983; Saldarriaga et al., 1988, the latter being the basis for ED-1.0 allometry), and results from such equations vary substantially (Tab. 3.6), which corroborates the large uncertainty regarding the biomass of living tissues. Moreover, sites with significantly lower LAI in ED-2.2 also underestimated productivity (except RJA), whereas in PDG the model predicted both high productivity and high LAI. Despite these uncertainties, the model captured the

Table 3.6: Comparison of maximum leaf area index $\pm 95 \%$ C.I. $\left[\mathrm{m}_{\text {leaf }}^{2} \mathrm{~m}^{-2}\right]$ determined from forest inventories using the current ED-2.2 allometry, and estimated from two alternative allometric equations. Reference values are the same as the in situ observations shown in Tab. 3.5. Confidence intervals were obtained by bootstrapping the sub-plots (roughly $20 \mathrm{~m} \times 20 \mathrm{~m}$ ) for all sites.

| Site | ED-2.2 | Lescure et al. (1983) | Saldarriaga et al. (1988) | References |
| :--- | :---: | :---: | :---: | :---: |
| GYF | $5.51 \pm 0.14$ | $6.88 \pm 0.38$ | $3.78 \pm 0.14$ | $6.15 \pm 0.30$ |
| S67 | $4.76 \pm 0.15$ | $5.80 \pm 0.33$ | $3.04 \pm 0.13$ | $5.3 \pm 1.3$ |
| S83 | $4.71 \pm 0.20$ | $6.20 \pm 0.54$ | $3.20 \pm 0.20$ | $5.3 \pm 1.3$ |
| PDG | $4.18 \pm 0.44$ | $1.77 \pm 0.40$ | $1.67 \pm 0.28$ | $2.19 \pm 0.16$ |
| RJA | $5.84 \pm 0.24$ | $6.78 \pm 0.49$ | $3.86 \pm 0.18$ | $4.9 \pm 0.4$ |
| M34 | $4.92 \pm 0.16$ | $5.87 \pm 0.34$ | $3.40 \pm 0.14$ | $5.7 \pm 0.8$ |

light response curve at canopy level within reasonable range compared to tower estimates, and also showed low dependence on water stress as the tower estimates did, which suggests that at least part of the discrepancies can be attributed to the scaling from leaf- to community-level, as opposed to problems in the photosynthesis model parameters only.

Ecosystem respiration, on the other hand, showed significant discrepancies that cannot be explained only by uncertainties on processes upon which respiration depends, and the strong covariance of ED-2.2 and soil moisture is not supported by observations at all sites. Moreover, comparisons of relative soil moisture at the shallower soil layers generally agree well with observations, which further suggests that the differences between model and observations are due to the decomposition model being too sensitive to soil moisture. By evaluating the separate components of respiration, I showed that the strong seasonality is entirely due to the heterotrophic respiration, and by comparing the terms with available information on different components of respiration for three intensively studied sites (GYF, S67, and M34), I found that total autotrophic respiration is within range for all sites, albeit only marginally for S67. It must be noted, however, that several terms estimated from observations also carry large uncertainties and assumptions, and often come from very limited sampling due to logistic reasons that could nevertheless introduce important biases. For example, stem respiration is often measured near the surface (e.g Chambers et al., 2004; Stahl, 2010) since this is the most accessible part, and results from such measurements are often scaled
to the ecosystem level. This, however, could significantly underestimate the total stem respiration, since branches may have significantly higher respiration rates (Cavaleri et al., 2006). Furthermore, observed differences of expected values between sites are generally much larger than the differences obtained by the model, and such differences may reflect true differences of plant community functioning between sites, or differences in sampling and techniques (Malhi et al., 2009b).

In general, water cycle was qualitatively well captured by the model. For instance, comparisons of water fluxes and storage at the canopy air space storage between model and observations were encouraging, with results reasonably reproducing both the annual cycle and the seasonality, with results being generally more accurate during the dry season. During the dry season, a substantial fraction of water flux comes from transpiration, whereas during the wet season evaporation of intercepted becomes relatively more important. Discrepancies with eddy flux measurements are the largest during the wet season, which suggests that the main source of error at forests is the evaporation of canopy intercepted water. Such fluxes do not directly depend on plant physiology, but they are nevertheless dependent on how much leaf and wood area exist, once again a function of allometry and leaf phenology, how much water a given surface can hold, and how long do the water remains on top of canopy surfaces after a rainfall event until it completely evaporates. The average ratio between canopy evaporation and total rainfall ranged from $7-11 \%$ at forest sites $^{8}$, which is at the low end but in the same range of values founds in previous studies $(9-20 \%$ Tobón Marin et al., 2000, and references therein). Simulations using prescribed $u^{\star}$ generally increased the ratio at forests to $8-12 \%$, and despite the small change, this increase was sufficient to significantly improve water fluxes at GYF, which is the site with the most turbulent and the site that receives the most rain during the wet season, which suggests that proper characterization of momentum flux can play a significant role in areas with similar climate. The hydrological cycle, on the other hand, showed some important deviations in absolute value, particularly close to the surface, despite that the relative soil moisture showed reasonable seasonality. Large biases in absolute soil moisture were caused by the mismatches in the soil hydraulic properties that ultimately define the residual

[^15]moisture and wilting point, field capacity, and porosity, thence the range of possible values of soil moisture. Soil hydraulic properties were derived from texture characteristics previously published for all sites; however, in ED-2.2 these properties were simplified to a single fraction assumed constant at every patch and throughout the profile, whereas in reality soil properties are known to vary significantly within the same area and with depth (e.g. Epron et al., 2006, for the GYF site). Moreover, soils in ED-2.2 are assumed mineral, whereas in reality macropores and soil organic content can substantially affect such properties (Rawls et al., 2003; Saxton and Rawls, 2006).

Energy fluxes were positively biased at all sites except PDG, and bias at the forest sites occurred at both day and night. Similarly, outgoing longwave radiation showed positive bias particularly during the day, and especially at GYF, both of which suggestive that the surface temperatures were overestimated. Unlike the fluxes, canopy air space temperature at S67, one of the sites with the most significant bias in sensible heat flux, usually showed very good agreement with observations, even though it showed slight positive bias during the dry season. Despite the bias and that none of the model parameters have been formally optimized, the model showed good predictive power during the day at most sites. Given the bias in soil temperature at GYF and larger diurnal and seasonal amplitude of soil temperature at both GYF and S83, and the differences in range of soil water holding capacity, one possibility is that the soil in ED-2.2 is storing less energy is storing less energy than in reality. Moreover, in ED-2.2 the only means by which enthalpy can be exchanged with the outside environment are eddy fluxes at the top of the canopy, radiation, rainfall, runoff (surface and sub-surface), and changes in pressure, and enthalpy conservation is checked every time step, to ensure the model conserves total enthalpy (Fig. 3.37). Observations from eddy flux towers, on the other hand, may also contain significant sources and sinks that are not accounted in ED-2.2, such as lateral advection and air drainage, which has been previously shown to be a significant component for $\mathrm{CO}_{2}$ exchange (e.g. Tóta et al., 2008) and likewise may be also important for the total energy closure. In addition, Mauder et al. (2010) showed that energy budget can approach closure when the local heterogeneity is sampled by a network of nearby towers, whereas the closure cannot be achieve by one single tower even when aggregated for longer periods. Furthermore,


Figure 3.37: Example of enthalpy conservation in ED-2.2, for a simulation at GYF. Terms are presented as values relative to the total stored energy, and sources and sinks are accumulated over time. Pressure effect is the contribution of pressure change to the changes in enthalpy, and their values are very small compared to other terms. Delta (storage) is the total change in storage, whereas residual corresponds to the deviation from the perfect enthalpy closure, mostly due to the linearization of the prognostic equations due to changes in density at the canopy air space.
da Rocha et al. (2009b) previously evaluated the closure of the budget for most sites used in the model evaluation presented here, and found that the energy closure varied from 0.70 to 1.1 (1.0 meaning all perfect closure), value which is in the similar range found by Stoy et al. (2013) from a synthesis analysis using several FLUXNET sites; since the model conserves enthalpy without lateral exchange, and has shown reasonable agreement in radiation and water flux generally agree well with observations in the long term averages, the discrepancies in sensible heat are likely to be influenced by the model energy closure.

Long-term simulations using the biophysical and biogeochemical model described in Chap. 2 captured the typical values of basal area and above-ground biomass of most of the selected sites covering a wide range of rainfall regimes in tropical South America, and also the main patterns of biomass across tropical South America. Both the dynamics and distribution of biomass and basal
area were strongly controlled by fire and drought regimes. Agreement was best at forest sites in the Amazon, which is expected since the model has been first developed for tropical rainforests, and plant functional types have been developed to represent tropical rainforest trees (c.f. Moorcroft et al., 2001), but the model correctly predicted lower biomass at most transitional sites. Leaf area index at equilibrium, on the other hand, was lower than expected from site-level measurements and remote sensing, which further reinforces the need for improving the allocation to living tissues. One exception for the long term was PDG, which, despite similar rainfall seasonality and temperature range as BSB, equilibrated at very high biomass and leaf area index, similar to forests. Although PDG is at a transitional region with savannahs and semi-deciduous forests, woody savannahs were the predominant vegetation prior to widespread land conversion to agriculture and forest plantations (Shida, 2005). Long term tests with different soil textures with much higher clay content had no effect (not shown), and two other mechanisms may have the most contribution to the high biomass: combination of lower temperature and incoming radiation caused respiration and water use to decrease more than productivity, hence reducing water stress; and absence of fires. In addition, the current fire model is extremely simple and only accounts water deficit and total living biomass as ignition; furthermore, the current fire model removes living biomass, but not fine litter and woody debris, and the biomass removed by fire is not included in emissions to the canopy air space. Additional work on improving the fire model in ED-2.2 could also provide more realistic dynamics at fire-prone regions.

Compared to the synthesis carbon accounting by Malhi et al. (2009b), results of combined soil carbon and coarse woody debris at tropical forests in ED-2.2 are significantly lower, although the model captured slightly higher values in S67 compared to M34. In fact, S67 had significantly more coarse woody debris than other sites, which had been attributed to a strong disturbance event shortly before the start of intensive measurements (Rice et al., 2004; Keller et al., 2004a; Pyle et al., 2008); likewise, the higher mass in ED-2.2 was caused by increases due to disturbances, particularly the high mortality event that occurred after the extreme 1992 drought.

Finally, the relevance of incorporating size, age, and functional diversity to represent the dy-
namics of the plant community, which had been partially tested by Moorcroft et al. (2001), was re-assessed in this model evaluation. Here I presented the results of all possible combinations these structures, which allowed determining the contribution of each structure to the long term dynamics towards equilibrium, using a fully developed representation of the biophysical processes. On the one hand, all levels of complexity converged to similar results of integrated quantities such as total above-ground biomass and total leaf area index at equilibrium both for sites with low seasonality of rainfall and interannual variability and for the semi-arid regions, while sites with high interannual variability and/or closer to transitional zones experienced the largest differences. On the other hand, the trajectory towards equilibrium varied significantly, and in general the combination of all three structures yielded the most realistic dynamics in terms of time scales and competition between morphologically distinct functional groups. In particular, excluding size structure caused grasses to persist as the dominant functional group for several decades, since no direct shading of one PFT onto another was represented. Age structure and functional diversity, however, made a significant difference in forests only when both were considered at the same time. Including age structure without allowing functional diversity does not allow an efficient use of resources under different local environments, whereas including functional diversity without allowing a range of landscapes did not allow multiple functional groups to thrive under different micro-environments, and the better adapted functional group (late successional trees) eventually outcompeted all other types. Moreover, results showed the response of ecosystem being strongly dependent on age since last disturbance: like in Moorcroft et al. (2001), results of net carbon balance showed the "slow in, rapid out" effect (Körner, 2003), in which recently disturbed patches act as sources of carbon whereas in older patches the plant community is mostly accumulating carbon. Finally, the model results showed that variability in the micro-environment also affects how the plant community respond to similar environmental forcing. For example, the higher Bowen ratios during the dry season at the most recently disturbed patches, and maintenance of longer periods of high Bowen ratio suggests that even at the same area trees may experience different different responses: a recently disturbed patch experiencing high sensible heat flux during the dry season is likely to
experience more drought stress due to warmer leaves and more vapor pressure deficit at the leaf level. Because of warmer leaves, plants may reduce stomatal conductance, which reduces transpiration and carbon assimilation. With less assimilation, these plants may become more susceptible to drought-related mortality, at the same time that plants in older patches may be experiencing little or no stress. The net result may be localized high mortality events, but less dramatic than if the entire plant community was experienced such stress.

### 3.6 Conclusions

The model evaluation presented here highlighted the main strengths and areas and processes that could benefit from model developments and formal optimization for short and long-term dynamics in the tropics. While the model generally showed good agreement with observations for radiation and water fluxes, I identified leaf allometry and phenology, which consequently affected productivity, leaf evaporation and the long term dynamics as an important aspect of the model to be improved. Additional data from different areas of the Amazon on leaf mass and elongation as a function of individual size and functional group as opposed to the full ecosystem scale could be particularly important for further constraining the model. Likewise, the decomposition model showed too strong dependence on soil moisture, which is not observed everywhere in the Amazon. In addition, because the model evaluation suggested that discrepancies in the model come from heterotrophic respiration, the model could significantly improve the carbon cycle dynamics through a formal optimization of the parameters controlling the decomposition model, using multiple data sets such as total necromass and its decay rate, litter fall rates, soil respiration, and full accounting of soil carbon, preferably using data covering long periods of time for multiple regions in the Amazon and the forest. Finally, the model generally overestimated sensible heat flux, although this can be partially explained by the model closure, which limits exchange of energy through the canopy air space whereas in reality lateral flow could account for a significant fraction of the energy.

Comparisons of the long-term dynamics showed that ED-2.2 converged to realistic biomass
and basal area at equilibrium at most forests and savannah sites tested and produced a realistic distribution of biomass compared to remote sensing estimates for most of the region. However, ED2.2 it significantly overestimated the plant community density at the most sub-tropical savannah site, where the model predicted low drought- and fire- related mortality. In general including size and age structures, and plant functional diversity made little difference on the equilibrium values at the least seasonal forests; however, the trajectory towards equilibrium creates a more reasonable time scale for the dynamics towards equilibrium, and allowed significant variability of biophysical environments within the same large scale forcing. While this result shows an additional relevance for including an individual-based structure, little observation exists on how energy and water cycles vary within the micro-environment. Additional measurements with high resolution that explored the landscape heterogeneity could be important to better characterize the energy, water, and carbon cycles in tropical ecosystems.

## Chapter 4

## Forest vulnerability to drier rainfall regime

## in the Amazon

### 4.1 Introduction

Home of a great biodiversity, with as many as 50,000 different species of flowering plants (Hubbell et al., 2008), 16,000 of them being trees and 230 being hyperdominant (ter Steege et al., 2013), the Amazon forest is also the largest contiguous tropical rain forest in the world, storing about $70-110 \mathrm{Pg}_{\mathrm{C}}$ (Malhi et al., 2006; Saatchi et al., 2007), or about $40 \%$ of the global biomass of tropical forests (Saatchi et al., 2011). The total biomass and the relative carbon balance of the Amazon depends on several complex processes such as photosynthesis; respiration; turnover of living tissues; forest structure and composition, and their demographic changes due to competition, reproduction, mortality; decomposition of dead material; and biomass burning. Ongoing changes in climate, as well as land use changes due to deforestation and logging, affect all aforementioned processes, and despite that many studies have been carried out over the past 20 years (c.f. Davidson et al., 2012), there is still uncertainty on how resilient the forest is to future climate change. Increased frequency and severity of droughts has been of special concern: van der Molen et al. (2011) and references therein illustrate the multiple impacts that droughts impose to
ecosystem functioning: short-term changes in primary productivity to respiration, and changes in structural allocation; carry-over effects of droughts like inability to restore depleted reservoirs such as non-structural carbon and soil moisture, and increased vulnerability to other disturbances and mortality, although the actual response depends on the differential species strategies under drought stress and ability to recover from disturbance.

Under normal conditions, water is thought to be less limiting to the Amazon forest productivity than light (e.g. Nemani et al., 2003) due to high precipitation rates over most of the Amazon region (Fig. 4.1a), even though most of Eastern and Southern Amazon experiences regular dry seasons (Fig. 4.1). Despite this seasonality, forests in Eastern Amazon show either no significant seasonality in gross primary productivity (GPP) between wet and dry season, or moderate increases during the dry season (Hutyra et al., 2007; Bonal et al., 2008; Saleska et al., 2009), and except for the areas near the transition to drier biomes, plants are typically evergreen (Borchert, 1998). The maintenance or increase in GPP during the dry season has been attributed to multiple factors, such as the ability of plants to extract water from deepest soil layers during the dry season (Nepstad et al., 1994; Bruno et al., 2006; Ivanov et al., 2012), increased light availability due to sunnier conditions (Saleska et al., 2009), the replacement of leaves shortly before the onset of the dry season (Rice et al., 2004; Soudani et al., 2012; Kim et al., 2012) followed by increase in leaf area index later in the dry season (Doughty and Goulden, 2008), which may be an adaptation to replace of old, epiphyll-infested leaves with lower photosynthetic capacity when light conditions become more favorable (Doughty and Goulden, 2008; Toomey et al., 2009).

Such adaptations, however, may fail when droughts become more frequent or more severe. Recently, Ponce Campos et al. (2013) compared the above-ground net primary production for a variety of biomes including rain forests in Puerto Rico and Australia and suggested that all biomes showed biome-scale adaptation and resilience to recent droughts, with increased water use efficiency during the driest years. Nevertheless, they also suggested that this resilience may break in case droughts become more frequent and more severe; in fact, Lenton et al. (2008) and Marengo et al. (2011a) (and references therein) pointed out that the Amazon is one the largest areas in the


Figure 4.1: (a) Mean precipitation rates and (b) mean dry season length, defined as number of months with rainfall below 100 mm in tropical South America between 1998 and 2012, estimated using the Tropical Rainfall Measurement Mission (TRMM), product 3B43, available at Mirador GSFC/NASA (Liu et al., 2012). The Amazon forest area is denoted by the black lines, grey lines are the political boundaries. In this chapter I focus on (GYF and S67), and additional sites used in Chap. 3 are also shown for reference.
world thought to be susceptible to a tipping point that could cause biodiversity loss and significant degradation; within the Amazon, the drier Southern and Eastern regions are thought to be particularly vulnerable (e.g. Senna et al., 2009; Hirota et al., 2011); it has been also suggested that land-use change, which happens more intensively in these areas, may make the shift towards a more savannah-like biome more likely and less reversible (Nepstad et al., 2008). Detecting signs of an oncoming tipping point, and assessing the Amazon resilience or susceptibility to droughts turned into a pressing research question after multiple widespread and severe droughts affected the region over the past two decades, most notably in 1992 (Eastern Amazon, Borchert, 1998; Davidson et al., 2012), 1998 (Eastern Amazon: Williamson et al., 2000), 2005 (Southwestern Amazon, Marengo et al., 2008), and 2010 (Southern and Western Amazon: Lewis et al., 2011; Marengo et al., 2011b). The spatial and temporal impact of such droughts on the ecosystem is still unknown. An initial study by Saleska et al. (2007) using the Moderate Resolution Imaging Spectroradiometer (MODIS) reported anomalously high values of the Enhanced Vegetation Index (EVI), or a green-up, as a response to the 2005 drought, which suggested that forests were resilient to the drought. This result
has been later challenged by Samanta et al. (2010) who attributed the green-up to inclusion of data contaminated by clouds and aerosols, and by a similar analysis carried out for the 2010 drought that found reductions in EVI (Xu et al., 2011); nonetheless Anderson et al. (2010) provided an alternative hypothesis in which higher EVI, albeit less widespread than in Saleska et al.), and lower normalized differential water index (NDWI) during the 2005 drought were not due to a greenup, but instead due to changes in the canopy structure; more recently Saatchi et al. (2013), using microwave backscattering data from the SeaWinds Scatterometer (QScat) also suggested that the 2005 drought caused permanent changes in canopy, and such anomalies persisted at least until the sensor failed late in 2009.

Although decreased photosynthetic activity and growth is observed even in milder droughts (e.g Bonal et al., 2008; Wagner et al., 2012), they are unlikely to produce any long-lasting effect as mortality. Mortality due to droughts encompasses interdependent mechanisms such as reduced non-structural carbon reserves, embolism and cavitation, and inability to maintain defense mechanisms against pathogens (McDowell et al., 2011, and references therein), and higher vulnerability to fires (Aragão et al., 2007). To determine the impact of droughts on Amazon forests, two sitelevel experiments were established in Eastern Amazon, in which through fall water was diverted from the reaching the soil to simulate a $50 \%$ reduction of rainfall (Nepstad et al., 2007; da Costa et al., 2010), and in both cases the authors reported a significant increase in mortality after three years of treatment, especially among the largest trees. Also, Phillips et al. (2009) used the groundbased observations from the RAINFOR network dataset and found a significant increase in mortality and some reduction in forest productivity after the drought of 2005, particularly in areas with the largest deviation from the typical climatological water deficit; nonetheless a follow-up study (Phillips et al., 2010) suggested that the surveyed plots in the Amazon are generally less susceptible to drought mortality than those in Borneo. One important difference between the results of Phillips et al. (2009) and Nepstad et al. (2007); da Costa et al. (2010) is the time scale: the former found increased mortality after one anomalous dry season, whereas the mortality rates did not increase at the through fall exclusion experiments until three years after the exclusion began. This discrepancy
may be due to the different nature of the droughts and sampling sizes: the through fall exclusion experiments changed the amount of water reaching the ground in 1 ha plots, but they could not alter other environmental properties that are likely to be anomalous during real droughts such water vapor pressure deficit, temperature, and incoming radiation, and all of them could reduce the forest resilience to low precipitation significantly. In addition, Phillips et al. (2009) analysis was done over a real drought and with much larger sample size: while it has the advantage of capturing the drought with all aspects and the spatial variability, it also means that the analysis is based on data collected under uncontrolled conditions that may contain confounding variables such as storm-driven wind throw (Negrón-Juárez et al., 2010), or possible biases towards trees that were in poor health condition in which case droughts only accelerated their fate but contributed little to the long-term demographic dynamics (van der Molen et al., 2011).

While these studies suggest the potential of significant mortality, much uncertainty remains on how the Amazon will response to future climate change. This question is particularly relevant because the variability of the response of land carbon to climate change is largely driven by the maintenance of tropical forests (Friedlingstein et al., 2006). Christensen et al. (2007) acknowledge that numerical predictions of rainfall included in the Fourth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) have a very high noise to signal ratio for the Amazon region, thus it is still unknown whether droughts will become more likely; nevertheless Christensen et al. (2007) and Malhi et al. (2008) pointed out that the models tend to show rainfall reduction during the dry season in Eastern Amazon, possibly due to more persistent El-Niño-like conditions. Malhi et al. (2009a) used the same models for the A2 scenario (IPCC, 2007), but correcting the current climate precipitation to match the observed rainfall, and found the general trend that the current rain forest areas could approach climates that are more typical of seasonal forests and savannahs, due to increased drought severity and drought frequency. On the other hand, after constraining the model results with observed inter-annual variability, Cox et al. (2013) pointed out that if the $\mathrm{CO}_{2}$ fertilization effect in forests is as large as predicted by the models, then the risk of a major die-back in the Amazon is lower than previously suggested (Cox et al., 2004; Friedlingstein
et al., 2006); this result also agrees with independent studies not included in the IPCC, in which the effect of $\mathrm{CO}_{2}$ fertilization had been included (e.g. Lapola et al., 2009; Salazar and Nobre, 2010). However, the magnitude of $\mathrm{CO}_{2}$ fertilization in tropical forests is still unknown (Nobre and Borma, 2009), and nutrient availability may play an important role limiting growth in the Amazon (Davidson and Martinelli, 2009), even under increased $\mathrm{CO}_{2}$. In addition, most predictions on the future of the Amazon have been based on dynamic global vegetation models (DGVMs). While such models have dramatically evolved over the past 30 years, and currently represent the most relevant biophysical and biogeochemical processes (Levis, 2010, and references therein), they are largely based on biomes as opposed to individuals (van der Molen et al., 2011), and even though some models include the within-grid abiotic heterogeneity, biotic heterogeneity is seldom properly accounted (Moorcroft, 2003, 2006), with forests often assumed to be one or few homogeneous layers with a single life history strategy. However, previous studies have shown that both functional diversity within biomes and the range of plant sizes are fundamental to understand the observed mortality. For example, Breshears et al. (2008) found that the two dominant species of a woodland in New Mexico had dramatically different survivorship after a warm drought in 2001-2003: mortality rates for piñon pines (Pinus edulis) were above $90 \%$, whereas the mortality rate of junipers (Juniperus monosperma) remained low. In addition, during the throughfall exclusion experiments in the Amazon, both Nepstad et al. (2007) and da Costa et al. (2010) found significant differences in mortality between genera, and in both cases mortality rates were higher among larger trees, the latter outcome being also observed in dry forests in Ghana (Fauset et al., 2012).

The aim of this study is to understand how the plant community in different locations in Eastern Amazon would respond to changes in the rainfall regime. Recently, Powell et al. (2013) compared a suite of model predictions of the throughfall exclusion experiments in Eastern Amazon using a standardized protocol, and despite the magnitudes not being accurate, the Ecosystem Demography Model (ED-2.2), the only individual-based model included in the study, was the only model that reproduced the timing of the collapse of the canopy biomass at the sites. In this study I test the forest dynamics under drier rainfall regime scenarios and evaluate how the plant community
would respond to increasing to such changes in climate. I focussed primarily on two locations where comprehensive observations of carbon and plant community dynamics are available and that are sufficiently close to conventional meteorological stations with longer records of rainfall to understand the long-term variability of the climate. The drought scenarios were generated based on the long-term time series of rainfall, and were generated by resampling annual rainfall over the past forty years, with increasing probability of selecting drier years, and used the Ecosystem Demography model (ED-2.2) to evaluate how the plant community would respond to increasing drought frequency. Within this framework I explored the resilience of plants to drought as a function of plant size and life strategy, and I extended the results to the entire Amazon to evaluate which regions could be potentially more vulnerable to changes in climate.

### 4.2 Materials and Methods

### 4.2.1 Overview of selected sites

The first site (GYF) is the Guyaflux tower site located at the Paracou Field Station ( $52^{\circ} 55^{\prime}$ W; $5^{\circ} 17^{\prime} \mathrm{N}$ ) near Sinnamary, French Guiana. The site is also a closed canopy forest at 35 m with emergent trees reaching 40 m (Bonal et al., 2008), and about half of above-ground biomass (AGB) is comprised by families Fabaceae, Lecythidaceae, and Sapotaceae, whereas Lecythidaceae is the commonest family among the smallest trees. Soils are classified as nutrient-poor acrisols, with some sandy ultisols areas (Bonal et al.). Epron et al. (2006) and Wagner et al. (2011) showed that the site has variable drainage, with a mix of soils with vertical drainage (Alt and USh following the nomenclature of Sabatier et al. (1997) for French Guiana) and soils with barriers to vertical drainage (SLD and DhS ) lateral drainage. This site is located in one of the rainiest places in Eastern Amazon (Fig. 4.1), averaging 3050 mm per year. Nevertheless, GYF experiences a 4-month long dry season between August and November (Gourlet-Fleury et al., 2004).

The second site (S67) is located at the Tapajós National Forest ( $54^{\circ} 58^{\prime} \mathrm{W} ; 2^{\circ} 51^{\prime} \mathrm{S}$ ), near Santarém, Brazil and near km 67 of the BR-163 (Santarém-Cuiabá) road mark. The site is a closed
canopy forest at 40 m , with large number of emergent trees reaching 55 m (Saleska et al., 2003). Like in GYF, half of the AGB is comprised by individuals from families Fabaceae, Lecythidaceae, and Sapotaceae, whereas Rubiaceae is the dominant family among the smaller trees. Soils are classified as clay oxisols (Silver et al., 2000), with no impeding layers until at least 12 m below ground (Nepstad et al., 2007), and measurements near the site suggest that the water table is about 100 m deep (Nepstad et al., 2002). This site is located in one the driest regions of Eastern Amazon (Fig. 4.1), receiving approximately 1900 mm of rainfall per year, with a 5-month long dry season extending from mid-July until mid-December (da Rocha et al., 2009a).

At both sites, the forest inventory and eddy flux measurements were designed in an integrated way with forest biometry surveys in the upwind tower footprint (Fig. 4.2a,b). At GYF, ten plots of $0.49-0.50$ ha were randomly assigned ENE of the tower, and within each plot, all individuals with DBH $\geq 10 \mathrm{~cm}$ were surveyed in March 2004, 2006, 2008, 2010, and 2013. At S67, four $50 \mathrm{~m} \times$ 1000 m transects east of the tower were surveyed in 1999, 2001, 2005, 2008, 2009, 2010, and 2011, usually around July; within each transect, all individuals with $\mathrm{DBH} \geq 35 \mathrm{~cm}$ were surveyed, and all individuals with $\mathrm{DBH} \geq 10 \mathrm{~cm}$ were surveyed along the inner 10 m sub-transect around the central transect lines. Neither S67 nor GYF are directly affected by variations in drainage of the major rivers in the Amazon basin: GYF is at the Sinnamary River Basin, which is not part of the Amazon Basin, instead draining directly to the Atlantic Ocean, while S67 is at the top of a plateau that is roughly 100 m higher than the Tapajós river, and thus is not directly affected by variation in the water table. This simplifies the analysis because variations in soil water availability are mostly due to local rainfall variability, and not by indirect effects on water table and drainage due to droughts upstream, an effect widely observed in the Amazon Basin during the 2005 and 2010 droughts (Marengo et al., 2008; Tomasella et al., 2011; Marengo et al., 2011b).

### 4.2.2 Model overview and settings

Like most DGVMs, ED-2.2 has a complete biophysical and biogeochemical module (Chap. 2), but the model is individual-based, and the plant community dynamics is solved through a system of


Figure 4.2: Overview of the site configuration for (a) Paracou (GYF) and (b) Santarém km 67 (S67), adapted from Stahl (2010) andStark et al. (2012), respectively. In the main plot the geographic location of plots and transects with respect to the tower are shown (hatched area in S67 has been surveyed but excluded from analysis), and the inset shows the histogram of non gap-filled wind direction for times when the mean wind speed was greater than $1 \mathrm{~ms}^{-1}$. Patch sub-division strategy for (c) GYF, for plot 7 and other plots, and (d) for S67. Dotted lines in the plot or transect splitting corresponds to the patch boundaries, and grey area in S67 corresponds to the sub-transect where all trees with $\mathrm{DBH} \geq 10 \mathrm{~cm}$ were measured and included.
partial differential equations that represent the change in the distribution of plant sizes of different plant functional types $(\mathrm{PFT})^{1}$ nested in a distribution of ages since last disturbance of community patches, or the size-, succession-, and age-structure approach (SSAS, Sec. 2.2.1). Under this approach, individuals are only grouped when they are of similar size and same PFT, and live in an area with similar disturbance history and resulting population structure. Because the method is based on individuals, ecological measurements made at individual scale (such as recruitment

[^16]and mortality rates) can be directly compared with the model. In addition, the model represents different storage pools such as multiple soil moisture levels, canopy air space with non-negligible storage capacity and full canopy radiative transfer model, which also allows direct comparison with common site-level biophysical measurements as shown in Chap. 3.

The structure and composition of the plant community at the beginning of the simulation is calculated from the first forest inventory available at each site (2004 for GYF, and 1999 for S67). Since neither site had age information, I split the plots into regularly spaced patches in order to capture the horizontal heterogeneity in canopy structure. For GYF, I generated 91 patches using all plots and trees surveyed, as shown in Fig. 4.2c. For S67 plants that were too close to the edges on the $Y$ axis were not consistently surveyed, therefore, I used only the inner 40 m of the transect line, and the inner 8 m of the sub-transect, as shown in Fig. 4.2d, and excluded the area where transects 2 and 4 intersect, yielding to 312 plots. Tree population with $10 \leq \mathrm{DBH}<35 \mathrm{~cm}$ from the inner sub-transects were scaled to the entire patch area. In ED-2.2, DBH corresponding to the smallest representable individuals ( 0.5 m -tall) is less than 10 cm . Since neither site had demographic density for these classes, initial conditions for such trees were estimated from the resulting population of the near-bare ground simulation until they reached equilibrium. The average demographic density of small plants was appended to all patches. Plant functional type was attributed to individuals based on the wood density (see App. E for further details). The distributions of basal area by size and plant functional type show some significant differences between the sites: at GYF (Fig. 4.3a), less $1 \%$ of the plant community basal area is from trees with $\mathrm{DBH}>100 \mathrm{~cm}$, and $70 \%$ of the basal area are from trees with DBH $<50 \mathrm{~cm}$, whereas in S67 (Fig. 4.3b), trees with DBH larger than 100 cm constitute $16 \%$ of the total basal area, and only $49 \%$ of the basal area is comprised of trees with $\mathrm{DBH}<50 \mathrm{~cm}$; in addition late successional trees are mostly absent among larger classes. Moreover, the distribution of patch-level basal area also has significant differences (Fig. 4.3c): the mode of the distribution is higher at GYF than at S67, which is a consequence of higher demographic density of mid-sized trees $20-70 \mathrm{~cm}$, whereas the distribution is narrower and the mode occurs at higher values, which may be a result of the smaller sampling size.


Figure 4.3: Initial distribution of basal area by DBH class and PFT at (a) GYF and (b) S67. (c) Histogram of basal area from the initial patch assignment for GYF and S67.

Available eddy covariance flux and meteorological forcing data at GYF covers the entire period between January 2004 and December 2012, whereas data at S67 covers two periods, from April 2001 to January 2006, and from August 2008 through December $2011^{2}$. While both sites have longer measurement periods compared to most eddy flux towers associated with the Large Scale Biosphere-Atmosphere experiment in Amazonia (LBA), they are still too short to describe the annual variability in precipitation, therefore I used the same climate generator described in Sec. 3.2.2. Both sites are relatively close to conventional weather stations that are part of the World Meteorological Organization network and report daily rainfall: Belterra (WMO-82246) is 25 km north of S67, and Cayenne-Félix Eboué airport (WMO-81405) is 79 km East of GYF. Both these stations have been operating for at least forty years. In Fig. 4.4a, I show the time series of annual rainfall for these sites, along with other locations near additional eddy flux measurements in the Amazon (RJA and M34) and the Cerrado (woody savannahs, BSB and PDG). In case of S67, annual rainfall often reaches totals that are comparable to woody savannah sites (BSB and PDG). The annual variability near GYF is also significant, however the total amounts of rainfall are generally higher than any other site, even for the driest years. In addition, I explored the variability of rainfall seasonality,
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Figure 4.4: (a) Time series of annual precipitation from weather stations near the selected sites for the 1972-2011 period, along with other sites with eddy flux towers in Brazil shown here for reference. Scatter plot of the maximum water deficit and rainfall for the previous 12 months for the same sites using (b) the mean monthly evapotranspiration from eddy flux tower and (c) $100 \mathrm{~mm} \mathrm{mo}^{-1}$. The grey box corresponds to the savannah region as suggested by Malhi et al. (2009a). Long-term rainfall data near RJA and GYF were obtained from NCDC/NOAA (2013), and data near the other sites were obtained from INMET (2013).
expressed by the maximum water deficit. This variable was defined somewhat similarly to Malhi et al. (2009a), but using all years instead of spatial averages. For each month $t$ since January 1972, I estimated the water deficit $(\mathrm{WD}(t))$ as:

$$
\begin{equation*}
\mathrm{WD}(t)=\max \left\{0, \mathrm{WD}(t-\Delta t)+\int_{t-\Delta t}^{t}\left[\dot{\varepsilon}\left(t^{\prime}\right)+\dot{\tau}\left(t^{\prime}\right)-\dot{r}\left(t^{\prime}\right)\right] \mathrm{d} t^{\prime}\right\} \tag{4.1}
\end{equation*}
$$

where $\Delta t$ is defined as 1 month; and $\dot{r}, \dot{\varepsilon}$ and $\dot{\tau}$ are respectively the rainfall, evaporation and transpiration rates obtained from the model output. Rainfall was determined directly from observations, whereas the total evapotranspiration $(\dot{\varepsilon}+\dot{\tau})$ was estimated in two different ways. First I assumed constant values for each month using the monthly mean evapotranspiration estimated from the towers either from literature (Santos et al. (2003, BSB)) or directly from the data for all other sites (Restrepo-Coupe et al., 2013). Alternatively, I used the same assumption as Malhi
et al. (2009a) and fixed the evapotranspiration to be $100 \mathrm{~mm} \mathrm{mo}^{-1}$. Evapotranspiration based tower fluxes (Fig. 4.4b) and the fixed evapotranspiration assumption (Fig. 4.4c) lead to significant differences in water deficit the savannah sites: using the typical values of evapotranspiration for each site, the combination of low rainfall and strong water deficit is uncommon in the savannahs (BSB and PDG), which suggests that in the long-term the vegetation in most sites are not too far from equilibrium with the amount of water they typically receive. On the other hand, S67 experienced the combination of low rainfall and strong water deficit has occurred multiple times over the past 40 years, in particular during strong El Niño events such as 1983, 1992-1993, and 1997-1998 (not shown).

### 4.2.3 Assessment of demographic rates

To evaluate the model response to the current climate conditions, I carried out a series of simulations for both sites using the initial conditions and the meteorological driver described in Sec. 4.2.2 and compared the forest dynamics obtained by the model for the period with available observations of mortality, growth and recruitment. In these simulations, I varied the initial year of simulation, soil texture class, and leaf phenology for both sites. The initial year was varied from 5 to 60 years before the first year with eddy flux tower. For soil texture classes, I restricted to two most representative soil classes in each site: sandy clay loam (SaCL) and clay loam (CL) in GYF, and clayey sand (CSa) and clay (C) in S67. Leaf phenology was assumed to be either evergreen or drought deciduous for the entire plant community, since I did not have information on the phenology of the species.

Modelled cohorts were identified as new recruits if they had reached the minimum recruitment size of the field surveys (i.e. $\mathrm{DBH} \geq 10 \mathrm{~cm}$ ) at the same months when the field surveys were carried out. Modelled mortality and growth rates included only cohorts that had been tagged at both the beginning and end of the interval, to ensure that cohorts that would grow into the minimum recruitment size after one actual field survey and died before the following survey occurred would not be included in the mortality and growth rates, as such individuals would never be surveyed in
the field. The method to aggregate mortality and growth rates from cohort to community-wide is presented in App. F.

### 4.2.4 Climate scenario

To simulate the forest resilience to drier climates, I conducted a series of simulations with the same initial plant community described in Sec. 4.2.2. Since the forest response at the throughfall exclusion experiments suggested that mortality usually takes place after multiple years of drought, and the amount of available water for plants depends on the hydraulic conditions of the soils, I tested the plant community response to drought by varying two key aspects of the abiotic environment: the distribution of dry and wet years, and the soil texture. Unless stated otherwise, all simulations were carried out for 60 years, and the first twenty years, which were driven by the meteorological conditions between 1992 and 2011 for model equilibration, were discarded from the analysis.

To test the changes in climate, I started from the reference 40-year meteorological forcing discussed on Sec. 4.2.2, and fitted a skew normal distribution of annual rainfall $R$ (Azzalini, 2005):

$$
\begin{equation*}
p_{\mathrm{SN}}\left(R \mid \xi_{R}, \omega_{R}, \alpha_{R}\right)=\frac{1}{\omega_{R} \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{R-\xi_{R}}{\omega_{R}}\right)^{2}\right]\left\{1+\operatorname{erf}\left[\frac{1}{\sqrt{2}} \frac{\alpha_{R}\left(R-\xi_{R}\right)}{\omega_{R}}\right]\right\} \tag{4.2}
\end{equation*}
$$

where $\left(\xi_{R} ; \omega_{R} ; \alpha_{R}\right)$ are the estimates of the location, scale, and shape parameters from the $40-$ year time series of observed annual rainfall. From the original distribution, I produced additional rainfall climates by keeping $\omega_{R}$ and $\alpha_{R}$ the same and shifting the estimate for location parameter by $\Delta \xi_{R_{n}}=-0.2 \cdot n \cdot \omega_{R}, n \in\{0,1, \ldots, 8\}$. For each rainfall regime $n$, I created 16 realizations: each realization was found by randomly generating 40-element vectors corresponding to the time series of annual rainfall, using $p_{\mathrm{SN}}\left(R \mid \xi_{R}+\Delta \xi_{R_{n}}, \omega_{R}, \alpha_{R}\right)$ to describe the probability distribution function, and assigned the observed year with the closest annual rainfall to the random variable, creating the rainfall distributions shown in Fig. 4.5a. Because I forced annual rainfall to be selected from one of the years on record, I effectively reduced the inter-annual variability for the driest scenarios and made the skewness less negative or more positive; however, this should be regarded as a


Figure 4.5: Box-and whisker plot showing the rainfall distribution for the two sites as a function of the shift in the location parameter (units are the scale parameter), including all realizations for (a) total annual means, and by season: (b) December-February, (c) March-May, (d) June-August, and (e) September-November. Purple lines corresponds to (a) 1500 mm and (b-e) 300 mm , often used as the lowest rainfall associated with tropical rainforests and typical dry season definition (e.g. Malhi et al., 2009a).
conservative approach, since the probability of annual rainfall that is lower than the driest year on record would increase in a climate that is drier on average.

At both sites, most of the rainfall variability is due to the wet season rainfall (Fig. 4.5b,c), therefore the scenarios effectively reduced mostly wet season rainfall, even though the sampling did not take seasonality into account. The random selection of years assumes that rainfall is not autocorrelated at annual scale, which is a reasonable assumption for both locations: by using a partial autocorrelation function on annual rainfall, I found no statistically significant autocorrela-

Partial Auto-Correlation Function - Annual Rainfall


| $\square$ | Paracou (GYF) | $\cdots-$ | $95 \%$ Confidence Interval |
| :--- | :--- | :--- | :--- |
| $\square$ | Santarem (S67) |  |  |

Figure 4.6: Partial Auto-Correlation Function analysis for the gap-filled observed annual rainfall in both sites between 1972 and 2011, using function pacf (package stats) in R. Dashed lines are the $95 \%$ confidence interval for the null hypothesis (no auto-correlation).
tion for GYF, whereas S67 showed negative autocorrelations for 2- and 7-year lags that were only marginally significant at 95\% confidence interval (Fig. 4.6).

To test the forest response as a function of soil texture, I selected five soil texture types, four of them based on the commonest soil classes found in the Amazon. The commonest classes are based on a combination of three datasets: Quesada et al. (2011) for forest areas within the Amazon, Rossato (2001) for non-forest areas in Brazil $^{3}$, and IGBP-DIS (Tempel et al., 1996) for non-forest areas elsewhere. The original datasets were mapped onto the existing soil texture classes in ED-2.2 by Ke Zhang (Quesada et al.; Tempel et al.) and Humberto da Rocha (Rossato), and aggregated to a regular grid of $1^{\circ} \times 1^{\circ}$, where the dominant class was selected ${ }^{4}$. The predominant classes are shown in Fig. 4.7, and the three predominant classes are clayey sand (CSa), sandy clay loam (SaCL) and clay loam (CL). In addition, I included loamy sand (LSa) to represent all sandy soils
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## Soil classes - ED.2.2



Figure 4.7: Predominant soil texture class in the Amazon region using the composite of soil types (C: clay, Sa: sand, L: loam, Si: silt), here aggregated to 1 deg $\times 1$ deg blocks. a (GUY: Guyana, SUR: Suriname, GUF: French Guiana), Brazilian States are in white, and the position of Paracou (GYF) and Santarém km 67 (S67) towers are in violet. In addition, I included the position of multiple sites that are discussed in Sec. 4.4.3: Boa Vista (BVB), Pucallpa (PCL), Pando Department (PND), Santa Cruz Department (SCD), Cachimbo Mountains (CHB), Marabá (MAB) and Sipaliwini Savannah (SIP).
(fourth highest count if combined), and clay (C), which is typically found near S67 (Nepstad et al., 2002; Ivanov et al., 2012).

In addition, to test the impact of phenological responses to drought, I simulated the plant community using the two phenology options currently available for tropical trees, namely evergreen and drought deciduous. In ED-2.2 these strategies differ not only on whether or not plants shed their leaves during periods with low water availability, but they also on how they use the storage pool when under stress. When a plant's net carbon uptake is not enough to maintain its tissues (i.e. negative carbon balance), the evergreen trees consume carbon from the storage pool in an attempt to maintain the allometric ratios of its living tissues. If the tree undergoes a long period of negative carbon balance so that it consumes all non-structural carbon, then it will no longer maintain allometry, and mortality rates will quickly increase (the dependence of mortality on carbon balance is explained in App. F). In contrast, in the drought-deciduous physiological scheme, trees stop maintaining their live tissues, and save the stored carbon until soil moisture conditions improve. As a result, drought deciduous trees usually go into negative carbon balance only if the growing
season is too short to store enough carbon, or when the stress season is so long that most of the stored carbon is lost through turnover. In reality, a much broader range of drought strategies exist in the real forest, and these two cases can be interpreted as the extreme cases in water use strategy. Although previous studies have classified different species according to drought tolerance and leaf phenology (e.g. Bonal et al., 2000; Nepstad et al., 2007; da Costa et al., 2010), I could not attribute one or other life strategy to all surveyed individuals, therefore I simulated only the two extreme cases, in which I assumed the entire plant community to be either evergreen or entirely drought deciduous.

### 4.3 Observed and modelled variability of forest demographic

## rates

In this section I present a summary of comparisons of community-wide demographic rates for both GYF and S67 for each plant functional type, and additional comparisons by plant functional type and size are available at App. F. It is important to point out that the plant functional type attribution is less accurate in S67 than GYF because new recruits from 2001 onwards were not taxonomically identified in S67, and plant functional type were attributed based only on common name and compared with common name attributed in 1999 (App. E).

In Fig. 4.8 I present the expected mortality rates from both model and observations, where it can be seen that mortality rates are higher than observed at both sites for early (Fig. 4.8a,b,g,h) and mid-successional plants (Fig. 4.8c, d,i,j), although the model did not predict significant differences between evergreen and drought deciduous case. The magnitude of mortality rate of late successional trees generally agrees well with observations at both locations, although the model tends to overestimate the mortality at GYF (Fig. 4.8e,f), but less so at S67 (Fig. 4.8k,l), particularly for the evergreen.

To understand some of the differences, I also included the contribution of density-dependent and density-independent mortality rates to the total predicted mortality (see App. F. 3 for how they


Figure 4.8: Comparison of mortality rates by plant functional type and leaf phenology obtained from the forest inventories and ED-2.2 for GYF and S67. In all cases, the points correspond to value for the interval of the actual surveys, denoted by vertical dotted lines. For ED-2.2 I also show the contribution of density-independent and density-dependent mortality rates (c.f. App. F). For the model output, the mean values are the average of the 10 simulations in which I varied soil type and the initial year, using the same survey intervals as the observations. ED-2.2 confidence intervals were obtaining from bootstrap, resampling the monthly time series using all months within each interval from all simulations 1000 times.
are defined). Following Moorcroft et al. (2001), density-dependent mortality is mortality directly related to carbon balance, which depends on environmental conditions and the ability of each plant to access the resources needed within the plant community and can substantially vary over time, whereas density-independent term is related to the expected life-span of the individuals and the disturbance rate, and are constants for each plant functional type. Both rates are overestimated in ED-2.2 for early and mid-successional cohorts (Fig. 4.8a-d,g-j), and density-dependent rates increased considerably in S67 between 2005 and 2008, which was slightly more pronounced at the evergreen simulations, and more evident amongst early and mid-successional (Fig. 4.8g-j). Mortality rates had different accuracy depending on the size classes, mostly amongst the smaller cohorts (DBH $<20 \mathrm{~cm}$, see App. F.4). At GYF, the results were also overestimated, but like the observations the variability between consecutive surveys was small. Simulations at S 67 showed some variations of mortality rates after years in which the dry season was either severe or lasted longer than usual (time series of rainfall not shown): 2004, 2006, and 2009. Early- and mid-successional showed noticeable increase in some of these dry seasons, although the result was not dramatic nor was it consistent across all plant functional types at the same time (Fig. 4.8a-f). In GYF a drier than average period extended throughout the 2008 dry season (Stahl et al., 2011), but no signficant response was observed in any of the plant functional types and phenology (Fig. 4.8a-f). Growth rates tend to be overestimated in ED-2.2, as shown in Fig. 4.9. Also, the positive bias is more pronounced in GYF than in S67 and, like in the mortality case, rates are normally more overestimated for early- and mid-successional (Fig. 4.9), especially for smaller cohorts (App. F.4). Nonetheless, growth rates generally showed low variability between the surveys at GYF for both observations and model. Finally, magnitude of growth rates between sites tend to be more similar in model simulations than in observations, especially for early- (c.f. Fig. 4.9a,b,g,h) and late-successional (c.f. Fig. 4.9e,f,k,l). Like mortality rates, differences in growth rates were generally minor between evergreen and drought deciduous.


Figure 4.9: Similar to Fig. 4.8, but for relative growth in biomass.

### 4.4 Results from scenarios

### 4.4.1 Ecosystem level responses to shifts in climate

The total biomass response to drier climate is very different in GYF and S67, as shown in Fig. 4.10.
In GYF even the most dramatic shift in rainfall was insufficient to cause any loss in the total above
ground biomass regardless of the soil texture or the leaf phenology (Fig. 4.10a,b), whereas many simulations in S67 experienced significant decrease in above-ground biomass. The turning point position and magnitude of biomass loss is strongly dependent on leaf phenology and soil texture: simulations using sandy soils generally maintained similar biomass to the control scenario until the location parameter $\Delta \xi$ was shifted between $-0.6 \omega$ and $-0.8 \omega$, whereas soils with high clay content started experiencing significant biomass loss at $-0.2 \omega$ and $-0.4 \omega$; also, drought deciduous generally lost less biomass for same soil texture and shift in rainfall regime (Fig. 4.10c,d).

To understand the different response between the two sites, I also present the corresponding total runoff (surface and sub-surface) simulated at both places for all scenarios Fig. 4.11, we observe that runoff in GYF is near $2000 \mathrm{~mm} \mathrm{yr}^{-1}$, whereas in S67 the values are considerably lower, of the order of $500 \mathrm{~mm} \mathrm{yr}^{-1}$. Given that average rainfall is roughly $3500 \mathrm{~mm} \mathrm{yr}^{-1}$ and $2000 \mathrm{~mm} \mathrm{yr}^{-1}$ for GYF and S67, respectively. This corresponds to approximately $1500 \mathrm{~mm} \mathrm{yr}^{-1}$ rainfall that is effectively evaporated and transpired back to the atmosphere. Therefore, when rainfall is greater than $1500 \mathrm{mmyr}^{-1}$, plants will be unlikely to experience water stress. At S67, the $\Delta \xi=-0.6 \omega$ scenarios correspond to the case where average annual rainfall for most simulations is approximately 1500 mm , which means that rainfall use efficiency is approaching the maximum for the given plant community, and drier conditions will increase water stress hence approaching the total runoff even closer to zero (Fig. 4.11c,d at driest cases for all sites), whereas in GYF even the driest scenarios still had total runoff above 1000 mm . Drier conditions also increased total incoming radiation: in GYF the 5\% increase in incoming radiation during the wet season produced only a minor change in primary productivity, because most most of variation of absorbed photosynthetically active radiation occurred among the largest trees, whose productivity is usually not limited by low light even during the wet season (not shown).

These definitions are more directly linked to the photosynthetic activity, therefore values presented here tend to be higher than those calculated from biomass change (e.g. Ponce Campos et al., 2013) since they include losses that are not directly measured from biomass-based NPP estimates, such as leaf (dark), root, and growth respiration.


| Mean rainfall change [Scale] |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $\square$ | $\Delta \xi=0 \omega$ | $\square$ | $\Delta \xi=-0.6 \omega$ | $\square$ |$\left.\Delta \xi=-1.2 \omega\right)$

Figure 4.10: Box-and-whisker plot of the mean above-ground biomass $\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2}$ across all realizations and soil textures (loamy sand - LSa, sandy clay loam - SaCL, clay loam - CL, clayey sand CSa, clay - C) for ( $\mathrm{a}, \mathrm{b}$ ) Paracou - GYF, and (b,d) Santarém km 67 - S67; and (a,c) evergreen and $(b, d)$ drought deciduous.. Each point of the box corresponds to the simulation mean (one value for each realization).


Figure 4.11: Similar to Fig. 4.10, but for total runoff (surface and sub-surface).


Figure 4.12: Scatter plot of the annual means of total plant community evapotranspiration (abscissa) and above-ground biomass net primary productivity (ordinate) for all realizations and climate scenarios. Colors represent above-ground biomass.

As it can be seen in Fig. 4.12, the net primary productivity is strongly correlated with evapotranspiration for all simulations at both GYF and S67. The linear relation between NPP and evapotranspiration, which is due to the link between transpiration and carbon assimilation associated with stomatal conductance, becomes shallower as biomass increases in S67 (Fig. 4.12b,d) ${ }^{5}$. A similar pattern had been also observed by (e.g. Ponce Campos et al., 2013); however, in their analysis they attributed it to resilience to drought, whereas here pattern of steeper slope at drier conditions holds even when the plant community has lost significant amount of biomass. In ED2.2, relative increase in the slope for the driest cases is associated with reduction of intercepted water by the canopy, meaning that a larger fraction of water is lost through transpiration despite the lower total evapotranspiration (not shown).

The higher variability of average biomass for the driest cases suggests that drier climates are

[^19]more likely to experience the conditions that cause high mortality, but these conditions may or may not occur. Based on the results from the through fall exclusion experiment (Nepstad et al., 2007; da Costa et al., 2010), it is expected that long droughts are more likely to cause major biomass losses, and this is also true in these simulations. Using a similar definition of water deficit (WD) as Eqn. (4.1) (page 151) but using the model evapotranspiration, I defined drought length as the number of consecutive months during which WD $>10 \mathrm{~mm}^{6}$. In Fig. 4.13, one can observe that under this definition of drought length, GYF never experienced droughts that lasted more than one year, and even though the highest water deficit sometimes exceed 300 mm , the nominal threshold used by Malhi et al. (2009a) to define significant rainfall seasonality, these events were too sporadic to cause significant losses of biomass due to negative carbon balance, regardless of the leaf phenology. In contrast, several realizations predicted multiple year droughts in S67, some of them lasting 7-8 years (Fig. 4.13b,d). For the evergreen case, (Fig. 4.13b), the highest mortality rates occurred when droughts were the longest; within the same drought length, higher water deficit was associated with higher mortality rates. Compared to the evergreen case, drought deciduous simulations showed similar patterns, but mortality rates were slightly lower for similar drought duration and maximum drought stress. Finally, the realizations that produced even longer droughts caused the plant community to collapse, with major reduction in transpiration rates making high WD less likely, which is similar to the observed deficits in more seasonal sites (c.f. Fig. 4.4).

To understand the dynamics associated with the high mortality events, I present the time series of biomass and drought length for one realization of the scenario $\Delta \xi_{R}=-1.0 \cdot \omega_{R}$ (Fig. 4.14). For the evergreen case (Fig. 4.14a), we observe that short droughts are not sufficient to cause major collapses in the ecosystem; such losses occur only during extremely long droughts as we would expect from Fig. 4.13. Once drought conditions are alleviated, the biomass starts to increase again, until another extreme drought reduces biomass again. In case of drought deciduous phenology (Fig. 4.14b) both biomass losses and recovery from drought are slower, which reflects their drought

[^20]

Figure 4.13: Scatter plot of annual maxima of drought length (abscissa) and water deficit (ordinate) for all simulations using clayey sand ( CSa ). Colors represent the annual and community-wide average of density-dependent mortality rate.

## Santarém (S67)

Scenario: $\Delta \xi=-1.0 \omega$, Realization 8


Figure 4.14: Time series of above-ground biomass and drought duration for one sample simulation for Santarém km 67 with clayey sand soils and (a) evergreen and (b) drought deciduous phenology.
tolerance, but also that short droughts may also reduce their growth.

The response to drought length and drought intensity also depended on soil texture. In Fig. 4.15, we observe that drought lengths are much longer for sandy soils, reaching as long as 35 years, whereas the longest cases in clayey soils do not last longer than 6 years. The fact that clayey soils do not experience longer droughts is a result of the ecosystem collapsing and reducing their water demand at much shorter droughts. Since rainfall is the only external source of water, the higher water deficit in sandy soils suggest that they have higher storage capacity of water that is accessible to plants. Although this result appears counter-intuitive, given that sandy soils drain more quickly than clayey soils, this is a consequence of the differences in porosity, and how they relate to the matric potential, as shown in Fig. 4.16. For any soil moisture, hydraulic conductivity tends to be higher for sandier soils; however, clay particles are smaller, and thus soil matric potential reaches the wilting point much more quickly for clayey soils than for sandy soils; in addition, hydraulic conductivity is much lower for sandy soils than for clayey soils at the same matric potential. Soil matric potential is related to the effort that the plant needs to make to extract water from the soil, and the stomatal conductance is directly related to this variable, albeit through a phenomenological scaling factor $o_{s W},[0-1]$, similar to many other DGVMs (Eqn. 2.121, Sec. 2.4.6).

While the sensitivity to soil texture implies that soil moisture stress is a major contributor to the plant community response, other environmental changes associated with drought will impose additional stress on the ecosystem, which will affect how efficiently the ecosystem will assimilate carbon. Here I introduce two indices to relate carbon assimilation to water usage and efficiency in doing so: the leaf-level water use efficiency (LWUE), and carbon use efficiency (CUE):

$$
\begin{align*}
\operatorname{LWUE}(t) & =\frac{\int_{t-\Delta t}^{t} \operatorname{NPP}\left(t^{\prime}\right) \mathrm{d} t^{\prime}}{\int_{t-\Delta t}^{t} \dot{\tau}\left(t^{\prime}\right) \mathrm{d} t^{\prime}}, \text { Leaf water use efficiency, }\left[\mathrm{g}_{\mathrm{C}} \mathrm{~kg}_{\mathrm{W}}^{-1}\right]  \tag{4.3}\\
\operatorname{CUE}(t) & =\frac{\int_{t-\Delta t}^{t} \operatorname{NPP}\left(t^{\prime}\right) \mathrm{d} t^{\prime}}{\int_{t-\Delta t}^{t} \operatorname{GPP}\left(t^{\prime}\right) \mathrm{d} t^{\prime}}, \text { Carbon use efficiency, }\left[\mathrm{kg}_{\mathrm{C}} \mathrm{~kg}_{\mathrm{C}}^{-1}\right] \tag{4.4}
\end{align*}
$$



Figure 4.15: Scatter plot of annual maxima of drought length (abscissa) and water deficit (ordinate) for all simulations in S67 with evergreen phenology for the other soil texture classes. Colors represent the annual and community-wide average of density-dependent mortality rate.
where $\operatorname{NPP}\left[\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{yr}^{-1}\right]$ is the physiological net primary productivity defined as the gross primary productivity GPP $\left[\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{yr}^{-1}\right]$ minus total plant respiration $R_{\text {Plant }}$; and $\tau\left[\mathrm{kg}_{\mathrm{W}} \mathrm{m}^{-2}\right.$ day $\left.^{-1}\right]$ is the total plant community transpiration rate. The former relates how much carbon is produced per unit of water spent, and the latter how much carbon is produced per unit of carbon that was assimilated. As shown in Fig. 4.17, in GYF, the reductions of LWUE are small and mostly related to LVPD, as observed by the color gradient being nearly paralel to the LVPD axis, and differences between evergreen and drought deciduous are minimal (Fig. 4.17a,c). Conversely, in S67 the average leaf vapor pressure deficit (LVPD) is positively correlated to higher soil matric potential, and both are negatively correlated with LWUE (Fig. 4.17a,c), which suggests that both above-ground and below-ground water stress reduce the efficiency of the ecosystem of using the water that is


| Soil texture classes |
| :---: |
| Loamy Sand $\quad$ - $\quad$ Clayey sand |
| Sandy clay loam - Clay |
| Clayey loam |

Figure 4.16: Hydraulic conductivity as a function of soil moisture and soil matric potential for the five soils tested (only projections onto the planes are shown for clarity). Note that the negative soil matric potential and hydraulic conductivity axes are logarithmic.
accessed by the ecosystem. Leaf water user efficiency decreased to even lower values for the evergreen case (Fig. 4.17a), a condition that is avoided by the drought deciduous case because the demand for water is diminished due to partial leaf shedding at higher soil matric potential. Finally, in GYF, the decrease in LWUE is due to an increase in transpiration while NPP did not significantly change, whereas in S67 the reduction at the highest LVPD and matric potential is due to NPP decreasing faster than transpiration (not shown).

Similar patterns are also observed for carbon use efficiency (Fig. 4.18). CUE is reduced because GPP decrease is not as fast as NPP (Fig. 4.18), which means that more carbon is being lost through respiration for the same amount of assimilated carbon and loss of water. The higher LVPD is a direct consequence of warmer leaves, which in turn result from increased radiation at the leaf level


Figure 4.17: Scatter plots of annual and vertical mean of soil matric potential (abscissa) and annual mean of leaf vapor pressure deficit (ordinate) for all simulations and realizations that used clayey sand. Colors represent the leaf water use efficiency (LWUE).
and reduced water interception in the driest scenarios. A similar mechanism has been previously discussed by Medvigy et al. (2010), who showed that representing sub-monthly variability reduces the net productivity in temperate forests by increasing throughfall during rain events but increasing the period in which leaves are unable to cool through evaporation of intercepted water. In addition, increased LVPD may accelerate the establishment of severe drought conditions, since more water will be lost through transpiration, potentially reducing the drought length needed to reach the point predicted by the throughfall exclusion experiments in which mortality increases significantly.

In Fig. 4.19, we observe that for GYF, not only the drier rainfall regime had insignificant effect on total biomass, but also the demographic rates were remarkably similar, and the minor responses to drier climate were due to light regime as opposed to rainfall: both evergreen and drought deciduous showed very minor increases in growth rates (Fig. 4.19c,d) and no increase in


Figure 4.18: Similar to Fig. 4.17, but colors refer to carbon use efficiency (CUE).
mortality rates (Fig. 4.19c,d), and consequently, biomass on average increased more at the drier scenarios (Fig. 4.19a,b).

On the other hand, the demographic changes in S67 (Fig. 4.20) reflect the increased variability of the final AGB, which can be seen in Fig. 4.10, especially for the evergreen case. Unsurprisingly, the net change in plant community was negative at both the evergreen (Fig. 4.10a) and drought deciduous (Fig. 4.10b), and as anticipated by the final biomass, the net change was more negative in the evergreen case. The resulting biomass, however, was not a simple response to higher mortality rate, which, as previous results suggested, increased significantly at both the evergreen and (Fig. 4.10e) the drought deciduous cases (Fig. 4.10f). Moreover, both the evergreen and drought deciduous simulations showed decrease in growth rates (Fig. 4.10c,d), and growth rates were generally lower for the evergreen case, which further reduced the ability to recover. As the example of time series of above-ground biomass suggested (Fig. 4.14), however, the lower growth rates


Figure 4.19: Box-and-whisker plot of the average community dynamics for GYF and sandy clay loam soils. Demographic rates were expressed in rate of change in relative above-ground biomass, including only cohorts with $\mathrm{DBH} \geq 10 \mathrm{~cm}$. Points used to generate the boxes were the simulation mean of each realization within each climate scenario.
occurred not due to a generalized decrease in growth, but to extended periods where the evergreen plants were unable to grow following droughts, since they had lower carbon storage at the end of the drought period (not shown).


Figure 4.20: Similar to Fig. 4.19, but for S67 and clayey sand soils. Note the change in scale.

### 4.4.2 Within-community response to the shift in climate

While in the previous section I explored some of the mechanisms that created the response of the entire plant community to the drier climates, these changes were emerging properties of the processes and dynamics within the plant community, which includes a full distribution of plants of different sizes and functional types competing for shared resources, each one with different demands and different access to them. In GYF the structure and composition remained largely the same regardless of the soil texture and shift in rainfall regime (not shown). Therefore, for most of


Figure 4.21: Box-and-whisker plot of the basal-area weighted mean community-wide wood density $\left[\mathrm{gcm}^{-3}\right]$ and mean tree height $[\mathrm{m}]$ across all realizations within each rainfall regime scenario for clayey sand for (a) evergreen and (b) drought deciduous in Santarém km 67. Each point of the box corresponds to the simulation mean (one value for each realization). Wood density for all simulations at Paracou had wood density near $0.74 \mathrm{~g} \mathrm{~cm}^{-3}$ and mean vegetation height was near 22.5 m with almost no variability hence not shown.
this section, I focus on S67, where the mean vegetation height decreased for both evergreen and drought deciduous cases, suggesting that taller trees were lost at higher rate (Fig. 4.21). Wood density, however, showed opposite trends, with increase in mean wood density for the evergreen case and slight decrease in drought deciduous case, suggestive that the early successional trees had the most loss in the former case whereas the proportion of late-successional decreased in the latter case.

In Fig. 4.22, I present the shift the forest structure as a response to drier regime. Firstly, the model has a tendency of replacing the observed forest structure by a more late-successional
dominated forests even under the control experiment $(\Delta \xi=0 \omega)$, which is a consequence of high density-independent mortality rates of early and mid-successional cohorts, therefore I focus on the differences between the control simulations and the different scenarios. Both the average basal area and leaf area index decreased with drier climates for all classes with $\mathrm{DBH} \geq 10 \mathrm{~cm}$, and sub-canopy cohorts ( $35 \leq \mathrm{DBH}<55 \mathrm{~cm}$ ) experienced the largest relative loss at the driest rainfall regime: $87 \%$ loss of basal area and leaf area index in the evergreen case, and about $55 \%$ loss of basal area and $60 \%$ loss of leaf area index in the drought deciduous case. On the other hand, smaller cohorts ( $\mathrm{DBH}<10 \mathrm{~cm}$ ) increased basal area (leaf area index) by $35 \%$ ( $10 \%$ ) for the evergreen case, although these cohorts also lost about $8 \%$ (35\%) of basal area (leaf area index) for the drought deciduous case. As suggested by the changes in wood density, the most dramatic shift in the evergreen case occurred amongst early successional trees, which went extinct in all size classes for most realizations with $\Delta \xi_{R} \leq-1.4 \omega_{R}$. With less early successional cohorts, the basal area for mid-successional increased $165 \%$ in basal area for cohorts with $\mathrm{DBH}<35 \mathrm{~cm}$. Late successional cohorts were lost in all classes and in both scenarios, and the losses were most significant amongst cohorts with DBH $<35 \mathrm{~cm}$. Early successional cohorts in the understory declined sharply at lower rainfall regime changes in the evergreen case, and much slower in the drought deciduous case.

Cohorts of all size classes with $\mathrm{DBH} \geq 10 \mathrm{~cm}$ eventually experienced increase in densitydependent mortality rates (Fig. 4.23), although significant increase in larger trees occurred only for scenarios drier than $\Delta \xi_{R}=-0.6 \cdot \omega_{R}$, when density-dependent mortality rates became comparable or outweighed the modelled density-independent rates. Growth rates steadily decreased for all PFTs and all classes with $\mathrm{DBH} \geq 35 \mathrm{~cm}$. Higher growth rates and increase in biomass among smaller late- and especially mid-successional cohorts (not shown) in the evergreen case was due to reduced competition with early successional and more light availability following the canopy thinning. One of the main differences between the evergreen and drought deciduous case was that larger trees did not experience as much biomass reduction as in the evergreen case, particularly cohorts with $35 \leq \mathrm{DBH}<55 \mathrm{~cm}$, and as a consequence, the understory growth rates did not increase as much as in the evergreen case (not shown). In addition, the mortality rates was sub-

## Santarém (S67) - Clayey sand



Figure 4.22: Structure of plant community as a function of size and PFT for S67, simulated with clayey sand soil, averaged over the last 40 years of simulations for all 10 realizations within each rainfall scenario. Structure is shown in terms of (a,b) basal area and (c,d) leaf area index for (a,c) evergreen and (b,d) drought deciduous.
stantially lower for early successional cohorts. Other soil types showed similar response, although the changes were generally smaller for high sand content and larger for the clay simulation (not shown).

The shift in the model plant community towards smaller and less early successional trees, especially for the evergreen scenario, reflects a combination of three factors: the prescribed life strategy under drought conditions, the amount of resources needed to maintain a positive carbon balance, and the amount of resources used by plants of different sizes. In ED-2.2, the different leaf phenologies matter only during drought periods: under stress, evergreens will always try to rebuild lost and damaged tissues and go back to allometry, and if their daily carbon uptake is insufficient, they will use any stored non-structural carbon to rebuild the lost tissues; drought


Figure 4.23: Density-dependent mortality rates as a function of plant functional type and DBH class in Santarém km 67 (S67) using clayey sand: (a,b) early successional tropical tree, (c,d) midsuccessional, (e,f) late successional; (a,c,e) evergreen, and (b,d,f) drought deciduous. Each point used in the box plot corresponds to one simulation average.


Figure 4.24: Stored carbon distribution by size class for Santarém km 67 (S67) and clayey sand soils, for the (a) evergreen and (b) drought deciduous cases. Stored carbon was normalized by the total biomass of living tissues.
deciduous will only use storage if soil water conditions are good or improving, and during the stress period, if carbon balance is negative, drought deciduous keep the storage carbon and do not attempt to replace damaged or lost tissues. As a result, the variation of storage carbon relative to the total biomass of living tissues is the opposite when drought becomes more frequent, especially for larger trees, as shown in Fig. 4.24. Because drought deciduous store carbon during the drought periods, the average storage biomass increases for all PFTs (not shown), and this strategy reduces carbon loss due to turnover, and avoids very negative carbon balances and mortality, since the density-dependent mortality rates depend on the carbon balance and stored carbon, as shown in App. F.

The forest dynamics, including mortality, depends on several processes that are solved by the model, many of which being highly correlated. To summarize the dynamics of all simulations, I performed a simple principal component analysis on annual means of several variables for each site and leaf phenology, and DBH class, and use the two components that explain the most variance to understand how the different environments correlate with each other. Since the simulations in GYF had negligible response to different rainfall regimes, it represents a forest that is generally not affected by severe water stress. In this case, as shown in Fig. 4.25 , mortality rates have very
low impact on the two most explanatory components, mostly because the rates were dominated by the density independent mortality rates which remained nearly constant throughout the simulation for most size classes. The only exception occurred for cohorts with $10 \leq \mathrm{DBH}<35 \mathrm{~cm}$. The seemingly counter-intuitive positive correlation between wood density and mortality is due to a combination of drift towards late successional and higher negative carbon balance for midsuccessional cohorts at this class. More importantly, however, is that all variables associated with water cycle are almost orthogonal to mortality, and radiation is anti-correlated with mortality, consistent with that water is not limiting in GYF even in the driest scenarios ad the forest remained as light-limited. The drought deciduous case is nearly identical to evergreen in GYF thus not presented.

The evergreen parameter space in S67 (evergreen, Fig. 4.26) is dramatically different from GYF. First, mortality rates are usually captured by the most significant components, and for the cohorts with DBH $<35 \mathrm{~cm}$, they are nearly orthogonal to wood density, and for all classes, mortality is positively correlated to all drought-related indices and negatively correlated to total rainfall, reflecting that water became a major limiting factor for all classes. Moreover, the leaf water use efficiency became strongly anti-correlated with both soil matric potential and LVPD, which shows that both low water availability and warmer leaves contributed to water stress. The only exception were the understory cohorts, in which improved light conditions counterbalanced some of the increased water stress leading to the poor correlation. It is also noteworthy that the maximum water deficit had the least correlation with mortality for all classes, becoming nearly orthogonal for the largest classes, which suggests that the duration of water limited conditions is more important than the severity of a single dry season. Both growth and recruitment rates were strongly correlated with stomatal conductance, storage biomass and carbon balance for all classes, although their correlation with other environmental variables depended on the position within the canopy. Cohorts with $\mathrm{DBH}<10 \mathrm{~cm}$ are in the understory under current climate conditions, thus they are somewhat correlated with the amount of absorbed PAR and the water-stress related variables, again a consequence of improved light conditions after the canopy thinned as a consequence of droughts,


Figure 4.25: Bi-plot of principal component analysis of selected variables using annual means for Paracou (GYF), evergreen case, aggregated by size class for variables that depend on size classes. All realizations of all climate change scenarios for all tested soil texture types were included. The two most explanatory components are shown (percentage explained in the axis annotation); and arrows representing the variables are scaled according to their contribution to each component. Labels are: MWD, maximum water deficit; $g_{s w}$ stomatal conductance; $B_{\text {st }}$ storage biomass; $Q_{\text {PAR }}$, leaf absorption of photosynthetically active radiation; $T_{\text {Leaf }}$, leaf temperature; grow, relative grow rates; $\rho_{\text {wood }}$, wood density; $\Delta C_{\mathrm{Bal}}$; recr, recruitment rates; CUE, carbon use efficiency; AGB, above-ground biomass; LWUE, leaf water use efficiency; $W_{\text {Leaf }}$, leaf surface water; Rain, rainfall; $t_{\text {dry }}$, drought season length; $\Psi_{m}$ soil matric potential averaged over the rooting zone; and Mort, mortality rates.
which is also reflected by growth and recruitment rates being nearly anti-parallel to total biomass. For larger cohorts, both rates become less correlated with light and water stress until they become


Figure 4.26: Similar to Fig. 4.25, but for Santarém km 67 (S67).
negatively correlated to both for larger trees, with radiation being nearly anti-parallel to these rates while they become parallel to total biomass. Light is not a limiting resource for larger cohorts, thus they do not benefit from more sunlight: instead, more absorbed radiation make the leaves warmer and more demanding for water due to higher LVPD, which forces stomatal closure for longer periods. While lower stomatal conductance reduces transpiration, it also reduces productivity, and transpiration decreases more slowly than GPP because of higher LVPD, which explains why LWUE is anti-correlated to both LVPD and soil matric potential. Likewise, carbon use efficiency decreases because NPP decreases more rapidly than GPP since both dark leaf and fine root
(a) Soil moisture stress factor

(b) Stomatal conductance


|  | Simulation |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
| $\square$ | $\Delta \xi=0 \omega$ | $\square$ | $\Delta \xi=-0.6 \omega$ | $\square$ |  |
| $\Delta \xi=-1.2 \omega$ |  |  |  |  |  |
| $\square$ | $\Delta \xi=-0.2 \omega$ | $\square$ | $\Delta \xi=-0.8 \omega$ | $\square$ |  |
| $\square \xi=-1.4 \omega$ |  |  |  |  |  |
| $\square$ | $\Delta \xi=-0.4 \omega$ | $\square$ | $\Delta \xi=-1 \omega$ | $\square$ |  |$\Delta \xi=-1.6 \omega$

Figure 4.27: Individual averages weighted by leaf area index of (a) soil moisture stress factor on leaf stomatal conductance and (b) leaf stomatal conductance, for Santarém km 67 (S67), evergreen case and clayey sand soils.
respiration rates tend to increase with temperature. In Fig. 4.27 I present the how water stress combined with light availability affect the total conductance across different size classes. On the one hand the scaling factor to stomatal conductance due to soil moisture stress ( $o_{s W}$ ) decreased for all classes, particularly the smaller classes, which is expected due their shallower roots and reduced rainfall. On the other hand, the actual leaf stomatal conductance varied little and even increased for the smaller cohorts, while it decreased for the larger trees, a somewhat counter-intuitive result due to several factors. The higher conductance of smaller cohorts is mostly a consequence of the plant community changes. The smallest cohorts are mostly in the understory under current conditions, therefore their stomatal conductance is low because photosynthetic activity is light-limited, and once large trees declined, the reduced light limitation more than compensated the increased stress; meanwhile, the remaining larger trees are not limited by light, thus the soil moisture was not counterbalanced.

For the drought deciduous case in S67 (Fig. 4.28), mortality rates were also positively correlated with water stress variables and light, which suggests that the shift in climate was strong enough to increase the stress even for drought tolerant. For larger classes, however, mortality became more orthogonal to water stress, similarly to GYF case, which suggests that a combination
of full access to light and better use of storage during droughts increased the chances of survival. Since the drought deciduous case did not lose as much biomass as in the evergreen, smaller cohorts did not experience as much increase in sunlight and had more competition for water. Unlike the evergreen case, growth and recruitment rates are not nearly parallel for the smallest classes ( $\mathrm{DBH}<35 \mathrm{~cm}$ ). For the understorey, growth rates tend to be anti-correlated with absorbed PAR and water stress variables. Because larger trees were still present, smaller cohorts were also limited by light while competing for water with more individuals. Since these cohorts have shallower roots, they are more prone to go under water stress and lose leaves and not maintain fine roots, and being light limited means that they also take longer to uptake enough carbon to rebuild the lost tissues, which compromise their growth rates during droughts. Recruitment, however, is not as affected because they depend on the performance of most cohorts including the large ones.

### 4.4.3 Estimate of vulnerability

Results presented in Sec. 4.4.2 reflect that the model predicted the largest losses in biomass when severe, multi-year dry season occurred, while the model predicted some biomass increase in biomass between these extreme droughts, even in the driest climate scenarios (e.g. Fig. 4.14). The plant community could eventually return to a similar structure and total biomass after a drought event, and the time to recover previous functioning depending on the drought severity and on the species that were affected the most by the drought event. However, if such droughts become too frequent, then the ecosystem may not be able to return to the original state, especially if recovery from disturbance becomes slower as the plant community approaches a tipping point towards an alternative equilibrium state (c.f. Scheffer et al., 2012; Veraart et al., 2012). Therefore, I calculated the simulation-long relative change in biomass $\delta_{\mathrm{AGB}}\left[\%_{\mathrm{AGB}} \mathrm{yr}^{-1}\right]$, and counted the number of drought events $N_{D 1}$ that lasted one year and the corresponding return period $\tau_{D 1}[\mathrm{yr}]$ as:

$$
\begin{equation*}
\delta_{\mathrm{AGB}}=\frac{100}{\Delta t_{S}} \times \ln \left[\frac{\mathrm{AGB}\left(t=t_{0}+\Delta t_{S}\right)}{\mathrm{AGB}\left(t=t_{0}\right)}\right], \tag{4.5}
\end{equation*}
$$



Figure 4.28: Similar to Fig. 4.26, but for drought deciduous case.

$$
\begin{align*}
& N_{D 1}=\sum_{n=1}^{N}\left\lfloor t_{D_{d}}\right\rfloor  \tag{4.6}\\
& \tau_{D 1}= \begin{cases}\frac{\Delta t_{S}}{N_{D 1}} & , \text { if } N_{D 1}>0 \\
\frac{1}{p_{S N}\left(t_{D} \geq 1 \mathrm{yr} \mid \xi_{R}, \omega_{R}, \alpha_{R}\right)} & , \text { if } N_{D 1}=0\end{cases} \tag{4.7}
\end{align*}
$$

where $t_{0}$ is the simulation initial time; $\Delta t_{S}$ is the simulation duration; $n$ is the index given for each drought, defined as the continuous period in which the water deficit was $\geq 10 \mathrm{~mm}$; and $p_{S N}\left(t_{D} \geq 1 \mathrm{yr}\right)$ is the probability of occurrence of a drought longer than one year, assuming that annual rainfall variability can be represented by skew normal distribution. The floor operator $(\rfloor)$


Figure 4.29: Average relative biomass change for all simulations (S67 and GYF) with (a) evergreen and (b) drought deciduous phenology, as function of the mean return period of droughts longer than one year (one point for simulation). Horizontal dashed line corresponds to the critical return period $\tau_{c}$ and vertical dashed line is the critical biomass loss $\left(\Delta \mathrm{AGB}_{c}\right)$, both defined in the main text and Tab. 4.1.
is applied to $N_{D 1}$ so multiple-year droughts are considered multiple consecutive droughts; the probability-based estimation is needed to produce a finite estimate of the return period in case no event happened in the simulation.

From Fig. 4.29, biomass did not change significantly until the return period became short (about 10 years for clay soils and 2 years for loamy sand soils), at which point the long-term biomass loss sharply declined for both evergreen and drought deciduous cases, although the magnitude of the biomass loss in the drought deciduous case was generally lower. To represent the dependence of biomass loss $\Delta \mathrm{AGB}\left[\%_{\mathrm{AGB}} \mathrm{yr}^{-1}\right]$ upon return period, I fitted a hyperbolic curve of form

Table 4.1: Coefficients for the hyperbolic fit $\left(\Delta \mathrm{AGB}-\Delta \mathrm{AGB}_{0}\right) \cdot \tau_{D 1}^{b}=a$ for each soil texture and leaf phenology. Standard errors are in parentheses, and coefficients that are statistically significant at the $0.1,0.05,0.01,0.001$ levels are flagged as ., $\star, \star \star$, and $\star \star \star$, respectively. In addition, the adjusted coefficient of determination ( $R^{2}$, corrected for the number of degrees of freedom), and the predicted critical return period $\tau_{c}$ are also shown. Soil texture classes are loamy sand (LSa), sandy clay loam (SaCL), clay loam (CL), clayey sand (CSa) and clay (C), and leaf phenologies are evergreen (EGN) and drought deciduous (DRD).

| Soil texture | Phenology | $\Delta \mathbf{A G B}_{\mathbf{0}}$ | $\mathbf{a}$ | $\mathbf{b}$ | $\tau_{\mathbf{c}}$ | $\mathbf{R}^{\mathbf{2}}$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| LSa | EGN | $-0.069(0.008)$ | $-2.22(0.23)^{\star \star \star}$ | $2.86(0.28)^{\star \star \star}$ | $2.009(0.028)$ | 0.90 |
|  | DRD | $-0.058(0.005)$ | $-0.94(0.08)^{\star \star}$ | $1.98(0.18)^{\star \star \star}$ | $1.740(0.015)$ | 0.94 |
| S (aCL | EGN | $-0.068(0.006)$ | $-2.98(0.11)^{\star \star \star}$ | $2.65(0.13)^{\star \star \star}$ | $2.37(0.04)$ | 0.90 |
|  | DRD | $-0.073(0.005)$ | $-1.07(0.05)^{\star \star \star}$ | $1.92(0.12)^{\star \star \star}$ | $1.95(0.016)$ | 0.95 |
| CL | EGN | $-0.073(0.008)$ | $-4.0(0.3)^{\star \star \star}$ | $2.66(0.19)^{\star \star \star}$ | $2.66(0.08)$ | 0.89 |
|  | DRD | $-0.076(0.006)$ | $-1.37(0.07)^{\star \star \star}$ | $1.89(0.11)^{\star \star \star}$ | $2.26(0.04)$ | 0.90 |
| CSa | EGN | $-0.045(0.018)$ | $-4.5(0.8)^{\star \star \star \star}$ | $1.56(0.16)^{\star \star \star}$ | $5.4(0.5)$ | 0.64 |
|  | DRD | $-0.093(0.017)$ | $-2.08(0.21)^{\star \star \star}$ | $1.30(0.13)^{\star \star \star}$ | $4.73(0.026)$ | 0.70 |
| C | EGN | $-0.06(0.04)$ | $-11.7(3.1)^{\star \star \star \star}$ | $1.69(0.22)^{\star \star \star}$ | $8.6(1.7)$ | 0.38 |
|  | DRD | $-0.094(0.020)$ | $-3.6(0.5)^{\star \star \star}$ | $1.27(0.11)^{\star \star \star}$ | $7.6(0.7)$ | 0.55 |

$\left(\Delta \mathrm{AGB}-\Delta \mathrm{AGB}_{0}\right) \tau_{D 1}^{b}=a$ using a non-linear robust estimator (function nlrob in R ). Using the fitted curve, I defined the critical point $\left(\tau_{c} ; \Delta \mathrm{AGB}_{c}\right)$ where biomass loss is expected to be $20 \%$ in 50 years, which is the length of the simulations. Although the definition of the critical point is arbitrary, it roughly represents the point in which biomass is already at rapid decline Fig. 4.29. The fitted coefficients, coefficient of determination and associated critical points are shown in Tab. 4.1. We observe that the fit is generally better for sandy soils than clayey soils; simulations using clayey soils had more variability between different realizations in the same scenario, mainly because they responded more strongly to severe droughts but the final change in biomass also depended on when in the simulation the severe droughts happened.

Based on the relation between return period and biomass loss that emerged from the different scenarios and soil texture types, I conducted a meta-analysis to estimate vulnerability to changes in rainfall climate for different areas in the Amazon. First let vulnerability to be how much the current rainfall regime would need to shift from current climate so that the return period of oneyear long droughts would be equal to $\tau_{c}$. Although changes in climate could completely shift the annual rainfall distribution, I assumed that annual rainfall could be represented by a skew normal distribution, neglected autocorrelation of the time series. Vulnerability was then estimated by
how much each parameter (location, scale, and shape) that describes the current climate would need to change until the return period of annual rainfall events below $R_{c}$ would become $\tau_{c}$, hence generating three dimensionless vulnerability indices associated with each parameter:

$$
\begin{align*}
& V_{\xi}=\min \left(0, \frac{\xi_{c}-\xi_{R}}{\omega_{R}}\right), p_{S N}\left(R \leq R_{c} \mid \xi_{c}, \omega_{R}, \alpha_{R}\right)=\frac{1}{\tau_{c}}  \tag{4.8a}\\
& V_{\omega}=\max \left(0, \frac{\omega_{c}-\omega_{R}}{\omega_{R}}\right), p_{S N}\left(R \leq R_{c} \mid \xi_{R}, \omega_{c}, \alpha_{R}\right)=\frac{1}{\tau_{c}}  \tag{4.8b}\\
& V_{\alpha}=\min \left(0, \alpha_{c}-\alpha_{R}\right) \quad, p_{S N}\left(R \leq R_{c} \mid \xi_{R}, \omega_{R}, \alpha_{c}\right)=\frac{1}{\tau_{c}} \tag{4.8c}
\end{align*}
$$

where $\left(\xi_{R} ; \omega_{R} ; \alpha_{R}\right)$ are respectively the location, scale, and shape parameters of the current climate; $\xi_{c}, \omega_{c}$, and $\alpha_{c}$ are the that would make the return period of one-year-long droughts $\tau_{c}$ while keeping the other parameters the same; and $R_{c}$ is a critical value of annual rainfall below which I would expect droughts to last one year. In all cases, zero means that the current climate already causes the return period to be $\tau_{c}$ or less. To solve Eqn. (4.8) I first must determine the predominant soil texture for different regions to select the appropriate $\tau_{c}$, the location, scale, and shape parameters for the current climate, and define a critical rainfall $R_{c}$ based on evapotranspiration.

The predominant soil texture type is derived from the dataset presented in Fig. 4.7. Since not all soils were simulated in the parameter evaluation, I grouped all sandy soils ( $\mathrm{Sa}, \mathrm{LSa}, \mathrm{SaL}$ ) to loamy sand (LSa) and loamy soils (L, CL) to clay loam (CL).

Location, scale, and shape parameters were determined by fitting the skew normal distribution on annual rainfall from six different gridded data sets: the Princeton University Global Meteorological Forcing Dataset (PGMF, Sheffield et al., 2006); the University of Delaware Dataset, version 3.01 (UDel-3.01, Matsuura and Willmott, 2012); the Global Precipitation Climatology Centre, version 6.0 (GPCC-6.0, Schneider et al., 2014); the National Oceanic and Atmospheric Administration's Precipitation Reconstruction over Land (PREC-L, Chen et al., 2002); the Global Precipitation Climate Project (GPCP-2.2, Huffman et al., 2009); and the NASA Tropical Rainfall Measurement Mission version 7.0 (TRMM/3B43-7.0, Liu et al., 2012). The widely used Climate Research Unit dataset (CRU-3.10.01, Harris et al., 2013) was not included in this analysis be-
cause PGMF precipitation is based upon CRU, thus not independent; I opted for keeping PGMF because it is the driver used to drive ED- 2.2 for the region. The data sets were also spatially aggregated from their native resolution to $1^{\circ} \times 1^{\circ}$, except GPCP which has resolution of $2.5^{\circ} \times 2.5^{\circ}$ and the nearest neighbor was used instead. I also restricted the period for all data sets to 40-year period (1969-2008) to be comparable with the scenario simulations and to reduce errors due to very scarce measurements in the region before 1969, except GPCP and TRMM/3B43, for which I used the entire time series since the complete time series were shorter than the others. The mean, standard deviation, and skewness of the distributions are shown in Fig. 4.30, where it is shown that the average rainfall values and spatial distribution is similar for most data sets, with maximum at Northwestern Amazon and secondary maximum along the coast between French Guiana and Pará. While the inter-annual variability shows some similar patterns, with maximum in Northeastern Peru and minimum in the Southeastern region, the magnitude of the variability is significantly different for regions, with CRU-based PGMF showing a very low variability near CHB, while GPCC shows a very high variability in Northeastern Peru. Skewness shows even higher discrepancies, although there is a weak general pattern of positive skewness in the Southern and Eastern parts of the Amazon, which indicate that extremely wet years are more common than extremely dry years. The stronger disagreement at higher order statistics was also suggested by Costa and Foley (1998) and Negrón-Juárez et al. (2009), who compared multiple datasets and found that while datasets based on rain gauge reasonably agreed for long term average rainfall, they tended to disagree more for interannual and interdecadal variability.

Critical rainfall $R_{C}$ must be related to evapotranspiration, since the drought duration was defined in terms of water deficit. To determine the climatological evapotranspiration, I used a regional ED-2.2 simulation that covered the Amazon with $1^{\circ} \times 1^{\circ}$ resolution, starting from near bare ground conditions and spanning for 508 years, driven by the 3-hourly resolution PGMF dataset for 1969-2008 (Sheffield et al., 2006) as the meteorological forcing. The meteorological forcing was recycled multiple times, and the soils for each grid were the same as in Fig. 4.7. The climatological annual evapotranspiration was assumed to be a simple average of the last 40 years of simulation.


Figure 4.30: (a) Mean, (b) standard deviation, and (c) skewness for the annual rainfall for the six data sets spatially aggregated to $1 \mathrm{deg} \times 1$ deg. Color levels were truncated at the extreme points for clarity.

The average value is shown in Fig. 4.31a, where it can be observed that rates are generally lower in Western Amazonia due to temperatures moderated by lower radiation, and in areas at higher altitude such as the Andean region and to a lesser extent the Cachimbo Mountain Range between S67,

MAB, and CHB (not shown). In general, evapotranspiration estimated by ED- 2.2 falls between previous estimates by Negrón-Juárez et al. (2008) and Jung et al. (2010), although patterns within the region differ from these estimates. In particular, ED-2.2 estimates at the Southern and Eastern parts are higher than in Central Amazonia, which is the opposite found by Negrón-Juárez et al. (2008), and shows higher variability within the forest than estimates by Jung et al. (2010). It must be noted, however, that the model by Negrón-Juárez et al. (2008) does not include dependence on temperature or vapor pressure deficit, which is found to be positively correlated with evapotranspiration at the edge of the domain by Jung et al. (2010). In addition, the low variability within the forest in Jung et al. (2010) model could be due to the very limited number of eddy covariance towers available in tropical regions, which may not limit the sensitivity of environmental controls to evapotranspiration. This is also true for ED-2.2 estimates, which have been evaluated against eddy covariance towers and showed reasonable results for most sites (Sec. 3.3.3), but could not be capture all range of climates in the Amazon region due to data availability.

To establish a relation between $R_{c}, \dot{\varepsilon}_{0}+\dot{\tau}_{0}$ and drought length, I calculated the ratio between the climatological evapotranspiration and the total rainfall of the previous 12 months at the end of the drought (or the entire length of the drought in case the drought lasted longer than 12 months) for all droughts that occurred over the period of 40 years across the basin, using the water-deficit-based definition. Although there is a significant spread, the results suggest that the ratio approaches 1 for droughts longer than 12 months (Fig. 4.31b), therefore, I assumed that $R_{c}$ corresponded to the climatological evapotranspiration. This approximation has been also used in the past to describe transition between rain forests and drier ecosystems (c.f. Holdridge, 1947; Hutyra et al., 2005).

To account the differences between the data sets, I aggregated the three vulnerability indices using a simple weighted average for each grid point. Ideally, the weights must account for the length of the climatology, and also how well the data sets represent the in situ rainfall variability. Errors were estimated using all rain gauge data available from both INMET (2013) and NCDC/NOAA (2013), using only years with less than $10 \%$ missing values, and only stations that had at least 25 valid years. The missing daily rainfall rates for selected stations were filled with random sample


Figure 4.31: (a Average of evapotranspiration over the last 40 years of the 508-year potential vegetation simulation (assumed to be $R_{c}$ ), and (b) box plots of the ratio between long-term mean evapotranspiration and rainfall over the previous 12 months or entire drought duration for droughts that lasted longer than 12 months, as a function of drought length for all droughts reported in the Amazon grid points whose predominant soil texture was clayey sand (commonest soil texture in the Amazon). Other soil textures show similar patterns thus omitted.
from reported rainfall from any year and same month as the month of the missing recorded, but I only allowed samples to be drawn from months that had no missing data to reduce biases. Figure 4.32a shows that most observations occur in most heavily inhabited Eastern and Southern parts and along the Amazon River ${ }^{7}$.

For each data set $d$, I determined the mean squared error (MSE) of the estimator as the weighted average of the MSE for each place $p$, weighted by the number of years with both rain gauge measurements and gridded rainfall $\left(Y_{p, d}\right)$ :
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Figure 4.32: (a) Mean annual rainfall for all sites used to calculate the error calculated from rain gauge data, and (b) skill plot of all gridded data sets compared to all stations, with both bias and root mean squared error normalized by the observed standard deviation. In both figures, the point size is proportional to the number of years used to estimate the statistic, and the numbers are lower in (b) because it corresponds to the number of years with both rain gauge and gridded annual rainfall.

$$
\begin{equation*}
\overline{\mathrm{MSE}}_{d}=\frac{\sum_{p=1}^{P} Y_{p, d} \cdot \underbrace{\{\underbrace{\frac{\sum_{y=1}^{Y_{p, d}}\left(R_{y, p, d}-R_{y, p}^{\star}\right)^{2}}{Y_{p, d}-1}}_{\text {Variance of residuals }}+\underbrace{\left.\frac{\sum_{y=1}^{Y_{p, d}}\left(R_{y, p, d}-R_{y, p}^{\star}\right)}{Y_{p, d}}\right]^{2}}_{\text {Mean bias (squared) }}\}}_{\text {MSE of data set } d \text { a t place } p}}{\sum_{p=1}^{P} Y_{p, d}} \tag{4.9}
\end{equation*}
$$

where $R_{y, p, d}$ and $R_{y, p}^{\star}$ are the annual rainfall at place $p$ and year $y$ the estimated by dataset $d$ and observed, respectively; and $P$ is the number of places. The weight for each data set $\left(W_{p}\right)$ was set to be proportional to the inverse of $\overline{\mathrm{MSE}}_{d}$, as shown in Tab. 4.2. While biases were generally small, the lower standard deviation of GPCC- 6.0 contributed for the higher weight, whereas the short term time series of TRMM-3B43 significantly reduced the weight, even though TRMM-3B43 usually had very good agreement with observations.

In Fig. 4.33, I present the weighted average of the three vulnerability indices for the entire

Table 4.2: The average number of years used to estimate the errors $(\bar{Y})$, and the summary of the errors associated with each gridded data set. Both mean bias ( $\bar{\beta}_{\text {res }}$ ) and mean standard deviation of the residuals ( $\bar{\sigma}_{\text {res }}$ ) are weighted averages across all points using the number of years as weights. $W_{p}$ is the weighting factor applied to the vulnerability indices.

| Data set | $\overline{\mathbf{Y}}$ | $\bar{\beta}_{\text {Res }}$ <br> $\left[\mathrm{mmyr}^{-1}\right]$ | $\bar{\sigma}_{\text {Res }}$ <br> $\left[\mathrm{mm} \mathrm{yr}^{-1}\right]$ | $\overline{\mathrm{MSE}}$ <br> $\left[\mathrm{mm}^{2} \mathrm{yr}^{-2}\right]$ | $\mathbf{W}_{\mathbf{p}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| GPCC-6.0 | 28.3 | -36.9 | 167 | 1722 | 0.321 |
| PREC-L | 28.3 | -78.6 | 221 | 3126 | 0.177 |
| UDel-3.01 | 28.3 | -15.1 | 240 | 3348 | 0.165 |
| PGMF | 28.3 | -18.6 | 266 | 3819 | 0.145 |
| GPCP-2.2 | 23.4 | 33.1 | 228 | 4451 | 0.124 |
| TRMM/3B43-7.0 | 8.31 | -17.7 | 186 | 8217 | 0.067 |

domain. Most of the regions where all three indices suggest high vulnerability are non-forested regions, such as Northern Bolivia, Tocantins, Eastern Maranhão and the Lavrado savannahs and grasslands near Boa Vista ${ }^{8}$. Within the Amazon, $V_{\xi}$ is generally less negative thus more vulnerable in four regions: the moist forests in Northern Santa Cruz Department in Bolivia, the Pando Department in Bolivia, a large band from central Roraima and Southern and Eastern Guyana to Santarém km 67, extending to Marabá (hereafter the Boa Vista-Marabá band), and area near and northwest of Pucallpa in Peru. While all four areas have relatively lower annual rainfall, the Boa Vista-Marabá band has higher mean rainfall rates associated with higher inter-annual variability. Unlike the other three areas, both $V_{\omega}$ and $V_{\alpha}$ show show a much smaller area of strong vulnerability, mostly confined in the regions that are already savannahs, and in many regions no possible solution existed for $V_{\omega}$ and particularly $V_{\alpha}$, since the current mean rainfall is sufficiently higher than $R_{c}$ so that the maximum probability on the negative side of the distribution saturate at lower values than $\tau_{c}^{-1}$. Surprisingly, this analysis suggest that a large area in Southeastern Amazonia (near and East of the Cachimbo mountains) could be relatively resilient despite being closer to the Cerrado in Central Brazil and not particularly wet. The low vulnerability scores were due to a combination of lower evapotranspiration rates, which is a consequence of lower temperature associated due to somewhat higher altitude $(250-400 \mathrm{~m})$, and relatively low inter-annual variability

[^22]

Figure 4.33: Vulnerability indices from weighted average composite of all six data sets: (a) relative change in location $\left(V_{\xi}\right)$, (b) relative change in scale $\left(V_{\omega}\right)$, and (c) change in shape $\left(V_{\alpha}\right)$ parameters need to bring the return period of one-year long droughts to $\tau_{c}$. Color levels were truncated at the extreme points for clarity, and grey areas corresponds to regions where no solution could be found. Darker color represent the most vulnerable regions in all three indices.
(Fig. 4.30b), particularly in the PGMF dataset, and is also observed in CRU-3.10.01 (not shown).

### 4.5 Discussion

### 4.5.1 Evaluation of demographic rates

Growth and mortality rates showed discrepancies with observations, and the most significant and consistent pattern was higher growth and higher mortality rates compared to observations, which growth rates being particularly overestimated in GYF, and being the furthest from observations amongst early- and mid-successional trees. In addition, aggregated demographic rates are strongly
dependent on size, thus if the model predicts a size distribution that is different than the observations, both mortality and growth rates could be higher (lower) than observations if the model predicts a larger (smaller) relative contribution of smaller trees to the total population. Moreover, in this comparison I did not attribute possible errors due to PFT attribution based on absence or misidentification of tree species, which could also contribute to the discrepancies between model and observations. For example, if the successional stage of the forest is closer to late successional than what was provided to ED-2.2, the overestimation of mortality and growth rates could be due to the excessive number of early successional trees in the model.

Density-independent mortality is the original parameterization from ED-1.0 (Moorcroft et al., 2001), and described in App. F. While the original formulation is based on the well established observation that low wood density tropical trees have generally higher mortality rates than high wood density ones (e.g. King et al., 2006; Chave et al., 2009; Kraft et al., 2010), the linear coefficient is an estimate based on very limited data at the time, an earlier study by Uhl and Jordan (1984) on secondary forest regrowth that included several canonical short-lived pioneer genera such as Vismia and Cecropia. While these genera are also present in the study area, many shade-intolerant species are much longer lived, yet are classified as early successional due to lower wood density, and the slope is overestimated compared to more recent studies such as (Kraft et al., 2010, see also App. F). Higher density-independent mortality rates amongst early- and mid-successional caused the composition of large trees in the model to shift to late successional, since the population of early- and mid-successional declined before they could reach larger sizes, which contributed to the even higher rates of early and mid-successional trees.

Finally, the lack of inter-annual variability of mortality in ED-2.2 in GYF can be attributed to occurrence of disturbances in the plots. Treefall disturbance rate is assumed constant in the model and represents the probability of forming a gap within a sufficiently large area that represents the full distribution of ages since last disturbance. On the other hand, demographic rates derived from permanent plots are limited in area, therefore one can expect disturbances to have high inter-annual variability depending on whether disturbance events affect the sampled area or not, particularly
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Figure 4.34: (a) Time series of above-ground biomass for GYF for each plot, with confidence intervals determined from bootstrap; (b) overview of plot 1, which concentrated $31 \%$ of individuals that died between 2006 and 2008. Trees that had been reported damaged in the field notes are shown, although damage on dead trees are likely not be reported.
those rarer but larger events (Chambers et al., 2013). This variability is also dependent on the sampling size, being more pronounced on smaller sampled areas such as GYF. In fact, this is the likely reason why the mortality rate increased in GYF between 2006 and 2008: field notes of the 2008 survey included a higher number of trees that had been reported as either damaged and/or fallen, and the largest pulse of mortality came from a single plot (number 1), as shown in Fig. 4.34a, and within this plot, dead trees were concentrated in clusters (Fig. 4.34).

In ED-2.2, the model tends to overestimate growth, particularly for early- and mid-successional trees, a characteristic also found in mortality rate. The higher growth rates of woody tissues have been also reported in the model intercomparison for the throughfall exclusion experiments, and it appears to be a general bias in most models (Powell et al., 2013). Also, the partition of assimilated carbon to the different pools is fixed in ED-2.2, whereas in reality many species may respond to variations in the environmental conditions by allocating more resources to different pools (e.g. roots in case of droughts or low nutrient availability), potentially affecting inter-annual variability
of the above-ground accumulation. Moreover, nutrient cycles and their limitation on productivity and wood production are not yet implemented for tropical environments in ED-2.2, and soil nutrient availability, particularly phosphorous, has been shown to be correlated with wood productivity in the Amazon (e.g., Quesada et al., 2012), and the nutrient-poor soils at GYF (e.g, Baraloto et al., 2005) could also explain some of the consistently lower growth rates for all PFTs compared to S67. In addition, tropical rain forests have numerous morphological types, including lianas which are not represented in ED-2.2 and could play a significant role reducing the tree growth. For example, van der Heijden and Phillips (2009) estimated that growth reduction was $29 \%$ lower for trees that were directly competing for light and water with lianas. Finally, higher growth rates may be also due to tree allometry and allocation to living tissues, which may be underestimated, causing growth of structural tissues to be overestimated.

These results suggest that there are important improvements to be done in the model, and that the model overestimation should be taken into account when analyzing the results and these differences. Notwithstanding, the long-term simulation in Chap. 3 show that the model is able to equilibrate at reasonable dynamics and time scale, however, the model tends to cycle between growth, mortality, and recruitment too quickly.

### 4.5.2 Community response to abiotic changes

The selected sites for the detailed numerical experiment represent the extremes in terms of total rainfall in Eastern Amazon; however both places experience a significant dry season with rainfall remaining below 100 mm for $3-5$ months in typical years, and the difference in total rainfall is due to extremely high rainfall rates in GYF during the wet seasons. According to results in ED2.2, the total rainfall during the wet season in GYF exceeds by a wide margin the maximum amount of water the soil can hold, causing the model to predict that about $58 \%$ of the total rainfall is lost through runoff and drainage. The run-off and drainage parameterizations are extremely simple, and the actual loss depends on terrain slope, soil texture, soil depth and bottom boundary conditions, all of which are known to be highly variable in Paracou area (Gourlet-Fleury et al.,

2004; Epron et al., 2006); nevertheless, the total evapotranspiration is well captured by the model at this site (Chap. 3), which suggests that a large fraction of rainfall is in fact lost. As a result, the shift towards drier climate caused little impact on the forest dynamics, since reduced rainfall was compensated by reduced runoff. On the other hand, the total simulated runoff in S 67 was much lower at current conditions ( $28 \%$ of total rainfall), and like in GYF it decreased for drier climates, and once runoff approached zero on average (scenarios drier than $\Delta \xi_{R}=-0.6 \cdot \omega_{R}$ ), water became a severely limiting factor.

While the simulations suggest that the forests are more likely to lose biomass once the mean rainfall becomes less than 1500 mm , the biomass loss is not a result of a continuous decline, but instead it occurs in steps that are associated with periods in which water deficit conditions persisted for multiple years as a consequence of wet season being repeatedly shorter and/or drier than average. In the scenarios tested in this study, this condition never occurred in GYF, where even the driest years experienced at the site brought enough wet season rainfall to reset water deficit, whereas in S67, long periods with continuous water deficit occurred in the past according to the model, including a 31-month period between July 1991 and January 1994, and a 20-month period between June 1997 and January 1999 (not shown). Such droughts are likely to have caused major mortality events in S67, and measurements carried out earlier in the 2000s suggest that the forest was indeed recovering from a recent disturbance (Keller et al., 2004a; Rice et al., 2004; Pyle et al., 2008). Even though such drought events may have shifted the forest from equilibrium, the absence of severe droughts in the subsequent years caused the forest to accrue living biomass and remain a functional forest. Under the driest scenarios, the realizations that produced the highest loss of biomass were those in which severely dry years extended for a very long time, and also those in which the return time for droughts longer than 12 months were the shortest. This suggests that while a tipping point after a catastrophic drought may shift the forest in S67 area towards a lower biomass, such transition may also occur if severe but similar to previously experienced droughts became more frequent. Frequent droughts mean that the plant community will not have time to regain the biomass lost due to drought, and subsequent droughts would maintain lower biomass
even if they caused less new biomass loss, in line with the hypothesis presented by Hirota et al. (2011), in which the basin of attraction become shallower close to the transition point. Moreover, productivity and evapotranspiration showed a nearly linear relation for all realizations and years, with some increase in the BWUE for drier scenarios as predicted by Ponce Campos et al. (2013); however, this relation had little variation even when the biomass reduced by as much as $70 \%$ in S67, which shows that productivity-evapotranspiration relation is more related to the carrying capacity of the ecosystem than its resilience to changes in climate.

Under drought stress conditions, other abiotic factors such as soil characteristics may also play an important role defining the resilience of forests. In this study I only explored the effect of soil texture for any given soil moisture, and model results suggest that when all other characteristics are equal, forests seem to be more resilient in sandier soils. This result is a direct consequence of sandy soils having very low hydraulic conductivity at much less negative matric potential than clayey soils. In the model water potential is the driver for water stress, thus the plant community responds to drought at much higher water deficits and longer drought periods for sandy soils. This result may appear contrary to observations since regions with white sand soils in the Amazon are associated with lower biomass and lower biodiversity (Anderson, 1981; Saatchi et al., 2011); however, changes in soil texture in ED-2.2 affected only hydraulic properties of the soil, whereas confounding variables associated with soil texture exist and play a significant role in the ecosystem composition and functioning, particularly in terms of nutrient content. Sandy soils are normally very nutrient-poor compared to clayey soils (Laurance et al., 1999; Jiménez et al., 2009), and have higher toxic aluminium concentrations, at least near Manaus (Laurance et al.); also, forests in white sand regions tend to be less productive (Malhi et al., 2004) and have a higher proportion of slowgrower species that invest more in defense mechanisms against herbivory (Fine et al., 2006), and higher allocation to fine roots (Jiménez et al., 2009). Notwithstanding, the model results suggests that other abiotic factors that have little influence under current conditions could become relevant under different climate conditions.

In addition to soil moisture stress, another direct effect of drier climate is the reduction of rain-
fall interception. This effect is also important because evaporation of the intercepted water reduces the leaf temperature, especially during the photoperiod. Warmer leaves mean higher LVPD, which increases the stress in two different ways: when soil moisture is not limiting photosynthesis, this may increase the transpiration rates which can bring the plant community into drought stress more quickly; if plants reduce the stomatal conductance to down-regulate transpiration, this reduces the photosynthetic rates and thence carbon balance. While the model predicted down-regulation and lower LWUE due to higher LVPD in both sites and in all phenology strategies and, this effect was not sufficient to substantially affect the CUE in Paracou, where daytime LVPD was much lower than in Santarém km 67 in all cases, due to a combination of longer wet season and lower daytime temperatures (not shown). In S67 the combination of strong soil moisture and leaf vapor pressure deficits caused the LWUE to decrease by as much as $33 \%$, thus affecting the ecosystem functioning and the ability to maintain the same structure.

### 4.5.3 Plant community dynamics, and change in structure and function

Not only the total simulated biomass had little to no response in GYF, but also the demographic rates and the proportion of biomass by size and functional type remained largely the same for all simulations, which further supports the strong resilience to variations in climate due to the excessive mean precipitation, and even in the driest cases the wet season rainfall was more than sufficient to recharge the soils. On the other hand, in S67 not only did the biomass decline, but the plant community also responded by shifting the structure and composition; therefore, both mean and interannual variability are needed to explain the different responses (Zimmermann et al., 2009). The impact of drier climate simulated by ED-2.2 has similarities to what was observed in the throughfall exclusion experiments carried out in the Amazon Nepstad et al. (2007); da Costa et al. (2010) and for most pan-tropical sites included in Phillips et al. (2010) analysis, in which losses were more significant amongst large trees. While in the experiments mortality rates were significantly higher for larger trees but comparable to control plots for smaller classes, in ED2.2 mortality rates increased for all size classes, more similar to the observed mortality in Barro

Colorado Island (Panama) following the 1982-1983 drought (Condit et al., 1995), and predicted biomass loss was more severe amongst larger trees because the recruitment and growth rates increased for smaller classes ( $\mathrm{DBH}<35 \mathrm{~cm}$, but especially $\mathrm{DBH}<10 \mathrm{~cm}$ ), while remaining similar or decreasing slightly for the largest classes, which was also observed in the throughfall exclusion experiment near Santarém km 67 (Nepstad et al., 2007).

The results also stress the importance to represent the population structure and direct competition for limiting resources such as light and water. In the evergreen case, smaller cohorts grew more because of more light, which was a direct consequence of less larger cohorts, while this effect was significantly reduced in the drought deciduous case because larger cohorts sustained more biomass. Although absorbed PAR increased in the understory, the light levels for drier scenarios were still within the light levels that would keep the plants under light-limiting conditions for most of the day and reduced the overheating effect, whereas taller trees are normally not limited by light, therefore additional light has only a negative effect by increasing temperature thence LVPD and respiration. Despite being a completely different ecosystem, a controlled experiment in Mediterranean oaks suggested the drought impacts would be the strongest under high light (Quero et al., 2006). In case of water, while larger cohorts have higher individual transpiration rates, most of the total transpired water comes from mid-canopy trees, with an additional significant contribution from the understory. Such partition in transpiration also means that a significant fraction of extracted soil moisture is due to the smaller cohorts, even though they have no access to deeper water in ED-2.2 and have relatively low demand as individuals. Since in these simulations I assumed no sub-surface source of water, and that capillarity is a negligible term (Ivanov et al., 2012), rainfall is the only source of soil moisture, and before throughfall water reaches deeper soil, it must go through layers to which all plants have access. If the dry season becomes too long or wet season rainfall is scarce, then most of the water is extracted and transpired before it reaches deeper layers, hence making deeper roots less advantageous, consistently with previous model studies for S67 (Markewitz et al., 2010; Ivanov et al., 2012). Furthermore, larger plants have higher maintenance costs, and as a result, their relative carbon balance becomes negative more quickly, and because in

ED- 2.2 carbon balance is directly related to mortality, their mortality rates increase more rapidly than the smaller cohorts. Another outcome of competition and change in the population structure is the change in available resources: less canopy trees result in more available water to the remaining individuals, and more light to normally light-limited smaller trees, hence the increase in their stomatal conductance and productivity of the smallest individuals at drier scenarios.

Although this mechanism is observed on both evergreen and drought deciduous simulations, in the drought deciduous case, available water depletion induces the cohorts to halt growth and reduce the leaf area, and store the net productivity as non-structural carbon until conditions improve, resulting in lower mortality rates for larger trees. On the other hand, smaller trees require less carbon and are in the understory, and there is a trade-off between more water limitation and higher carbon use efficiency. Although the available information precluded us to simulate the direct competition between evergreen and drought deciduous, these results suggest that different strategies may work better depending on where in the canopy the individual is: since smaller individuals require less carbon, keeping the leaves during mild droughts may increase their total uptake and therefore be advantageous, whereas for larger trees the drought deciduous or at least drought-adapted strategy significantly increase their chance of surviving. This hypothesis has some support from observation in water-limited environments: for instance, Killeen et al. (1998) pointed out that in the tropical dry forest they studied in Bolivia, the under storey and lianas have a larger proportion of evergreens, whereas Markesteijn et al. (2007) mentions that nearly all canopy trees in the same site are drought deciduous. Lugo et al. (2002) also mentions that in the dry forests of Puerto Rico the tall trees are the first to shed leaves, and for some period of the year the forest stays leafless at the canopy with leafy understory.

In addition to changes in structure, the plant community composition in S67 was also affected. For drought deciduous cases, the shift in composition was much less pronounced, with late-successional plants in the mid-canopy (DBH class: $10-35 \mathrm{~cm}$ ) declining more than the other PFTs and sizes, due to the reduced growth rates under shorter growing seasons. In the evergreen case, storage biomass decreased significantly as a consequence of reduced LWUE and CUE, which
had the most impact on early successional cohorts. These cohorts have the highest relative maintenance cost due to short lifespan of leaves and fine roots (Reich et al., 1997) and drier conditions hindered the maintenance of a viable population once productivity was not enough to maintain the non-structural carbon pools. While the early successional population declined, lower-maintenance mid-successional plants took advantage of the reduced competition and their biomass increased especially at the smallest classes. In addition, in the model early successional trees have higher carboxylation rates (Kim et al., 2012); while this increases photosynthesis when light is not limiting, it also makes these cohorts more shade intolerant and more sensitive to higher temperatures, since leaf respiration in ED-2.2 is assumed to be proportional to carboxylation rates, after Collatz et al. (1991) and Foley et al. (1996).

The large losses of early-successional and their partial replacement by mid-successional in the evergreen case is an excellent example of how incorporating different life strategies within the plant community may increase the predicted impact of changes in climate to the plant community, by shifting the community composition towards life forms that are better adapted to the new environment conditions instead of an irreplaceable collapse. The outcome depends upon the assumed traits for the three plant functional types included in these simulations, which obviously cannot represent the full diversity in life strategy and resource allocation, nor the different trade-offs in resource allocation that are observed in tropical biomes. In fact, observed changes in wood density and successional groups in different tropical wet and dry forests following long-term droughts or drier climate are rather diverse: on the one hand, Feeley et al. (2011) showed a consistent increase in the mean wood density of the forests in Barro Colorado after the 1982-1983 drought, and Chave et al. (2009) and Markesteijn et al. (2011) suggest that both the Caatinga region in Northeastern Brazil and the Chaco in central South America possess a higher number of high wood density species; on the other hand, Enquist and Enquist (2011) pointed out that non-pioneer early successional species have became more abundant while shade-tolerant biomass have declined in a tropical dry forest in Guanacaste, Costa Rica after a 20-year period in which droughts became more frequent, whereas Fauset et al. (2012) analyzed multiple long-term plots in Ghana that also have been
affected by a drying trend and found that both pioneers and shade-tolerant species dominance decreased over time, even though no consistent shift in wood density was observed. It must be noted, however, that these long-term observations had long interval between observations which may include other controls to the plant community dynamics such as herbivory pulses, which affected the mortality of at least one species in Barro Colorado (Condit et al., 1995) and anthropogenic disturbances, which caused two Ghanian plots to show very different dynamics, with increase in pioneer species (Fauset et al., 2012). Moreover, drought adaptation is not a simple matter of leaf phenology and non-structural carbon usage: for example, variations in leaf and stem hydraulic conductivities were not included in the simulations presented here, but are known to be a significant trait related to drought tolerance (e.g Markesteijn et al., 2011); while this study also suggests that leaf and wood traits with respect to drought tolerance are interdependent, as they are currently assumed in ED-2.2 (Moorcroft et al., 2001), Baraloto et al. (2010) analyzed leaf and wood traits for over 600 species in Paracou and found that wood density is nearly orthogonal to leaf traits, which if true elsewhere, may also explain some of the variability and provide an important axis of variation for future PFT assignment.

### 4.5.4 Evaluating vulnerability to droughts

Although I tested the response on shifts in climate in only two sites, the current plant functional types intend to represent generic successional traits that are not specific to GYF or S67, therefore, I also sought to determine which forest regions in the Amazon could be vulnerable to droughts. This question has been extensively asked in the past (e.g. Hutyra et al., 2005; Senna et al., 2009; Salazar and Nobre, 2010; Hirota et al., 2011; Cox et al., 2013, amongst others), however the present analysis has some important differences. First I used the emerging responses of a structured plant community model to changes in climate, which incorporated the effects of competition for resources, and some hydraulic soil properties by including the effect of soil texture. Second, the vulnerability was assessed in terms of biomass loss as opposed to shifts in biome, which also accounts for changes in structure and composition even if the biome would still be classified as forest. Finally,

I incorporated the effect of inter-annual variability in climate, which is known to play an important role in the response of the plant community and habitat selection (c.f. Zimmermann et al., 2009; Reyer et al., 2013), and quantified vulnerability in terms of how much the climatological rainfall would need to change compared to current climate, with climate defined as the probability distribution of rainfall. Consistently to Reyer et al. (2013) conclusions that extreme events may be more important than the mean climate, the simulations that yielded the largest losses of biomass were those with multiple extreme droughts. Nevertheless, these extremes were not independent of mean rainfall, which has been also pointed out by Zimmermann et al. (2009), since our scenarios shifted the entire distribution, simultaneously lowering the mean rainfall and increasing the probability of extreme droughts.

By using the relationship between the return period and biomass loss, I estimated how much the current distribution of annual rainfall would need to change before extreme droughts became too common by changing the mean climate, the climate variability, and the skewness of extreme events. As expected, regions that are already savannahs (e.g. the Cerrado and Lavrado in Brazil, and Beni Department in Bolivia) had the most vulnerability regardless of the shift. Likewise, forest regions such as Southern Guyana and Santa Cruz and Pando Departments in Bolivia, which are in the vicinity of such savannahs, and some areas in Central Peru near the border of Ucayali and Loreto regions were also considered vulnerable due to their relatively low mean annual rainfall (less than 1700 mm ). Especially for the shift in the mean annual rainfall, the very vulnerable area near the Lavrado extended throughout a long band to Marabá, and a region in Central Peru near the border of Ucayali and Loreto Regions also appeared vulnerable. Both regions have a relatively high inter-annual variability of rainfall, so shifts in the mean climate could dramatically increase the probability of droughts. In addition, the Boa Vista-Marabá band, which includes Santarém km 67 area, was considered vulnerable especially with respect to shift in the mean rainfall. Several savannah enclaves exist along the band (Fig. 1 in Barbosa et al., 2007), and the climate along the band is also relatively dry and also present high inter-annual variability, which reduces the relative shift needed to dramatically reduce the return period of extreme droughts. On the other
hand, this analysis predicted that most of the Amazon Forest, particularly along the coast and in the West would require dramatic changes in the mean climate and its variability before reaching a critical point. Surprisingly, even some areas near the transition to Cerrado, such as the Cachimbo Mountain Range in Southern Pará could be significantly more resilient, due to a combination of lower interannual variability in rainfall, lower evapotranspiration due to cooler temperatures (most of the area is between $250-400 \mathrm{~m}_{\mathrm{ASL}}$ ), and to a lesser extent, soils with lower clay content. However, few of the aforementioned regions had consistent rain gauge records, at least based on the data sets I used, thus the results depend on whether the interpolation scheme used by the gridded dataset is able to reproduce the actual distribution of annual rainfall.

### 4.5.5 Limitations and challenges for future studies

Representing the plant community in terms of its size-, succession-, and age-structure is an important difference between ED-2.2 and most dynamic global vegetation models, and the results presented here stress that individual access, demand, and competition for shared and limited resources is fundamental to better understand how the ecosystems may respond to changes in climate. Nevertheless, adding such structures increase the model complexity and also require a much larger number of parameters and sub-models, many of which not directly available from or comparable to observations, and several of them that must be better constrained in the future.

First of all, mortality rates in ED-2.2 tend to be overestimated compared to the available sitelevel observations (Fig. 4.8). I carried out initial comparisons of mortality with the observed rates by plant functional type in GYF and a pan-tropical analysis by Kraft et al. (2010), and identified that the rates are consistently higher for early- and mid-successional plants (App. F). While mortality rates during extreme droughts would be much higher than the background mortality, higher density mortality rates reduce the recovery of these functional groups following disturbance, and also may explain why ED-2.2 underestimates their demographic density in old-growth patches. On the other hand, mortality rates during drought could be even more dramatic if the population at the time has a higher proportion of more susceptible early- and mid-successional individuals. The
amount of information on wood density available for tropical species has considerably increased since the original formulation of the density-independent mortality in ED-2.2 (Moorcroft et al., 2001), and comprehensive compilations of wood density are now available (c.f., Chave et al., 2009; Zanne et al., 2009), and these databases could be used in conjunction with multiple permanent plots in the Amazon, for example, from the RAINFOR database (Peacock et al., 2007) to constrain the background mortality. Moreover, density-dependent mortality rates are currently parameterized as a simple function of the carbon balance (App. F), whereas in reality drought mortality can arise from multiple inter-dependent mechanisms such as reduced carbon uptake, depleted non-structural carbon reserves, hydraulic failure and desiccation, and reduced defense mechanisms (Allen et al., 2010; McDowell et al., 2011; van der Molen et al., 2011). Understanding and quantifying the contribution of each of these mechanisms across different functional groups from both controlled experiments and observations could also allow the development of mechanism-based models for drought mortality.

In addition, even though it is generally accepted that grouping several species into functional groups is sufficient to describe the main characteristics of ecosystem functioning (Hooper et al., 2002; Reiss et al., 2009), the Amazon forest covers approximately $5,500,000 \mathrm{~km}^{2}$ with thousands of species of flowering plants (Hubbell et al., 2008) that are represented in ED-2.2 by only two grasses $\left(\mathrm{C}_{3}\right.$ and $\left.\mathrm{C}_{4}\right)$ and three tree functional types (early-, mid-, and late-successional trees that can be simulated as evergreen or drought deciduous but not simultaneously). Even though ter Steege et al. (2013) recently showed that only 227 species are considered hyperdominant and could explain a large fraction of the processes, three functional types are still obviously insufficient to capture the main axes of succession, resource allocation, phenology, and life forms in the tropical forest. Currently the tropical tree PFTs are represented along a single trait axis which includes wood density, mean tree age, photosynthetic capacity, turnover rate of leaves and fine roots, and specific leaf area (Kim et al., 2012). While previous studies support that wood density is negatively correlated with tropical tree life span and growth rates from both pan-tropical analyses (Kraft et al., 2010) and from the moist forests in Santa Cruz Department in Bolivia(Poorter et al., 2010) and
hydraulic conductance (Poorter et al.), Baraloto et al. (2010) found that leaf traits were nearly orthogonal to above-ground wood traits in French Guiana, and more recently Fortunel et al. (2012) obtained similar results in the Loreto Region in Peru, and that root traits are more closely related to wood than to leaf traits at both places. Expanding the PFT definition along these two axes, leaf and wood+root axes, including stem hydraulic properties, could considerably increase realism of the forest dynamics. The results from different leaf phenology scenarios also suggest that forests could respond very differently depending on whether they are evergreen (deciduous) and naïve (efficient) in their use of non-structural carbon (NSC) stores. While I believe that these correspond to the most extreme cases of a full spectrum of leaf phenologies and NSC usage, little is known about how such traits vary across different species in the Amazon.

One important result that emerged from these simulations is that a large fraction of evapotranspiration and carbon uptake is attributed to cohorts with $D B H \leq 35[\mathrm{~cm}]$, which if true could significantly reduce the amount of water reaching deeper layers and increase stress of larger trees if wet season rainfall is insufficient. Although this result may be qualitatively true, this depends on how accurate the model represents biomass of leaves and fine roots, as well as the rooting profile from the individual perspective. To my knowledge no community-wide measurements of individual-based transpiration exists for the Amazon, and such experiment could provide valuable data to constrain the model. Moreover, while many studies have developed or updated allometric equations for above-ground biomass for different parts of the Amazon (e.g. Chambers et al., 2001; Baker et al., 2004; Chave et al., 2005), far fewer studies have established relations between DBH or height and biomass of different living tissues (leaf, fine roots, sapwood). Moreover, individual roots are assumed to be evenly distributed throughout the layers and the total rooting depth is a simple function of DBH, and none of them are based on actual observations because of extremely limited data at individual level for the Amazon. In fact, Stahl et al. (2013) recently suggested that the depth of water uptake is not even well correlated with tree size, at least in GYF. If this is the case for more areas in the Amazon, then smaller trees could put even more stress on larger trees during extreme drought events.

Finally, while in this work the focus has been on the plant community response to droughts, changes in temperature and $\mathrm{CO}_{2}$ in the Amazon are also going to affect the ecosystem functioning, although it is unclear how these environmental conditions are likely to affect the future climate. While numerical modelling studies have suggested that $\mathrm{CO}_{2}$ fertilization may become the dominant effect (Cox et al., 2013; Huntingford et al., 2013), this has yet to be confirmed. There is an ongoing effort to establish the first free-air $\mathrm{CO}_{2}$ enrichment (FACE, Ainsworth and Long, 2005, and references therein) experiment in the Amazon (Tollefson, 2013), although as Körner (2009) had pointed out, these experiments also have limitations: they are mostly focussed on net primary productivity and tend to be biased towards undisturbed areas in the forest. In addition, results of most numerical models (ED-2.2 included) are strongly dependent on choice of parameters, and the response to changes in climate also carry large uncertainties in the parameter space (Booth et al., 2012).

### 4.6 Conclusions

In this modelling study, I sought to define forest vulnerability to drought as how much the rainfall regime would need to change before significant changes in the ecosystem functioning occurred, using a size-, succession-, and age-structured model. In this study, I sought understanding how different parts of the Amazon would respond to similar changes in climate using a size-, succession-, and age-structured model. Results from multiple scenarios suggest that in wetter parts of the Amazon such as French Guiana coast, wet season rainfall in all tested scenarios were more than sufficient to recharge soils even with recurrent short dry seasons, and the plant community did not experience any significant change in composition or dynamics; moreover, mortality and growth rates were not correlated with water-stress variables. On the other hand, in drier areas such as Santarém in Brazil, the plant community started to lose biomass at relatively small shifts in the mean rainfall regime, with scenarios simulating an evergreen, drought intolerant stand on clayey soils decreasing biomass at minor shifts in climate (0.2-0.4 scale parameters), whereas drought
deciduous stands on sandy soils started to lose biomass at shifts of the order of 1 scale parameter. Furthermore, in S67, not only the biomass declined, but the plant community structure changes particularly in the evergreen, drought intolerant case, where larger trees and early successional lost the most biomass, whereas seedlings and smaller trees were somewhat more stable in terms of population, although the turnover rate increased.

Importantly, this study also showed the relevance of incorporating inter-annual variability: particularly for intermediate shifts in climates, the long-term biomass loss depended on how many extreme long drought events occurred throughout the simulation, suggesting that the ecosystem is no longer able to maintain biomass because the recovery time is longer than the mean return time of high mortality events. Using the return period of such droughts, I estimated the vulnerability for the entire Amazon by exploring the relative shift in three basic climate parameters that would be needed before drought became too frequent to maintain biomass. Unsurprisingly, regions near the current savannahs such as the moist forests in Bolivia, Roraima, and near the transition to the Cerrado appeared as the most vulnerable; however, I also identified that some of these regions could extend well into the forest, such as the leeward of the Guiana Shield and the medium Ucayali River in Peru, where a combination of lower rainfall and higher variability could increase the frequency of catastrophic droughts. In fact, both areas have experienced the impact of the severe droughts of 1992 and 1997, and 2005 and 2010.

The modelling study presented here is an encouraging first step to use a size-, succession-, and age-structured model to understand mechanisms that control shifts in species and size distribution in the Amazon should the climate becomes drier. However, many aspects relevant to drought tolerance and vulnerability could be incorporated to improve the predictability to changes in rainfall regime, such as a better representation of the spectrum of traits directly associated with water extraction and water use efficiency, such as root biomass allocation, hydraulic conductance, wider range of usage of non-structural carbon, and inclusion of additional effects associated with droughts such as biomass burning.

## Chapter 5

## Conclusions

The main goal of this dissertation was to explore the vulnerability of the Amazon forests to drier rainfall regime by estimating how much change in climate would need to occur before the forest experienced significant losses of biomass, and to provide insights on how drier climates could affect the structure and functioning of the plant community. To achieve this goal, I first took part on a collaborative work to develop, improve, and use a state-of-the-art dynamic vegetation model with mechanistic representation of most processes and structured around individuals. This project generated many deliverables have been developed along with new insights on how the forests in the Amazon may respond to changes in climate, both of which to be discussed in Sec. 5.1. In addition, throughout this work I found some limitations on the findings, which could be the starting point for future research, and I discuss these points in Sec. 5.2.

### 5.1 Key deliverables and findings of this study

The main deliverable of the work presented here are my contributions to the development that became part of the new Ecosystem Demography model (ED-2.2), which is now in the process of becoming released to the public, and freely available for future users and developers. In addition, the model developments have been thoroughly documented both at the code and here at Chap. 2 and appendices, which will enable future model users and developers to identify and understand
how multiple processes work in theory and have been implemented in ED-2.2, which should allow future development to be done more efficiently. Furthermore, I have been directly contributing to the annual Ecosystem Demography workshops, which aims at both training new users and bringing together developers from various universities and institutions.

The evaluation presented in Chap. 3 provides important information of the main strengths and deficiencies of the current model, which can guide future users on the most suitable applications and potential developments. In this model assessment, I compared the model with multiple datasets collected at multiple locations to reduce uncertainties about which processes were causing the source. By conducting this evaluation, I identified the main strengths (e.g. radiation transmission through the canopy and water cycles) and areas that could benefit from future developments (e.g. momentum flux and heterotrophic respiration). In addition, the extensive evaluation raised two important points:

1. Often the cause of discrepancy in any given variable is not caused by the most direct module, but by other models and parameterizations that define the conditions where the process takes place. For example, the relatively low leaf area index in forests associated with little to no seasonality also caused negative biases and low seasonality in gross primary productivity. Without extensive comparisons, one could incorrectly infer that the only cause of discrepancies are the parameters controlling the leaf photosynthesis.
2. Process-based models should be evaluated against as much data as availability permits, to ensure that processes that are not dominant everywhere can be also tested. For example, momentum fluxes were significantly stronger at GYF than any other tested site, and ED2.2 tends to underestimate this variable. By prescribing the friction velocity, a significant improvement occurred at GYF on associated fluxes (sensible heat and water vapor fluxes), but no significant improvement was observed at other sites.

Moreover, the model evaluation also helped to identify problems with the observed data: for example, the large drift in radiation near Santarém km 67 (S67) were only detected because earlier
model simulations caused exceedingly lower productivity and water fluxes than any other tested sites. Therefore, results presented here certainly give support to a point previously made by Vanclay and Skovsgaard (1997):

However, a model should not be rejected simply because it behaves in a counterintuitive fashion; it may be our preconceptions that are wrong. Thus, discrepancies should cause a critical reappraisal of the model, the data, and of preconceptions.
(Vanclay and Skovsgaard 1997)
The simulated drought scenarios provided important insights on what conditions are most likely to cause significant impacts on the forest functioning. First, it pointed out that two sites with very different total amount of rainfall, but with significant seasonality, responded very differently to relative shifts in the distribution of annual precipitation, which reinforces the need to distinguish between climate extremes from the statistical point of view and from the ecological point of view (Smith, 2011; Reichstein et al., 2013). At Paracou (GYF), the rainiest site tested, large shifts in the probability did not cause any significant change in the functioning of the plant community. In contrast, significant losses of biomass started to happen at Santarém km 67 (S67) at relatively modest changes in the annual rainfall distribution.

Model results also indicated that both the wet season rainfall and the competition for water between individuals of all sizes and functional groups is important. Wet season rainfall was sufficient to recharge soils in GYF even at the driest cases, whereas in S67 this was not always the case, hence the eventual loss of biomass. Results at S67 agree at least qualitatively with the root niche separation hypothesis previously proposed by Ivanov et al. (2012), since in ED-2.2 the allometric equations assume that smaller trees have shallower roots than the larger trees. As a result, during normal years, wet season recharges the soil moisture profile, and moisture in deep soil layers provides an important source of water to taller trees during the dry season. Also, as hypothesized by Ivanov et al. (2012), larger trees demand more water due to their position in the canopy (higher light) and the larger local leaf area index. If the rainfall is insufficient during the wet season, the limited water input is shared by large and small trees and fails to recharge deeper layers, in which case having deeper roots does not give any advantage to larger trees. Moreover, while the water
shortage affects both small and larger trees, the model predicted that larger trees were likely to be affected the most. Smaller trees are generally more abundant than larger trees, so even if they demand less water and light as individuals than the larger trees, their higher demographic density partially compensates the individual differences and as a result smaller trees tend to respire a comparable amount of water to larger trees, thus effectively competing for water. Because they are more abundant and require less carbon uptake as individuals, they are also able to recover population quickly, but if droughts become too frequent, they will not have enough time to grow into the larger categories, leading to canopy thinning and lowering the biomass. Likewise, early successional evergreen trees were affected the most under drier conditions: combination of high turnover rate of living tissues with higher respiration rates reduced their survivorship, which was partly compensated by the increase of mid-successional trees. In case of drought deciduous trees, storage was not used to rebuild damaged tissues until conditions improved, which increased their survivorship. While this increased the resilience to droughts, it was not sufficient to maintain the same biomass for the driest scenarios.

Another important result was that the return period of one-year long drought, defined as a continuous period with water deficit, is a good predictor of biomass losses, and I used this relationship to estimate how much shift in climate would need to occur before the return period of such droughts became too short for the ecosystem to recover from previous droughts. Once the return period becomes less than 10 years, biomass rapidly declines, particularly at soils with high clay content. By using this information to determine when significant losses of biomass would occur throughout the Amazon forests, I was able to identify the most vulnerable regions as those areas where the distribution of annual rainfall would need to change the least before reaching low return periods. While results here also showed high vulnerability at the South and Eastern edges of the Amazon forest (Mato Grosso and Maranhão states in Brazil and Santa Cruz department in Bolivia), other regions that are not as close to the Cerrado region also showed high vulnerability, in particular the Pucallpa area in Peru, the Pando department in Bolivia and the leeward of the Guiana Shield north of Santarém, the latter region extending over a large area and central and Northern parts of the

Amazon forests. At these areas the short return period of extreme droughts could be achieved by relatively small changes in the average rainfall or increased inter-annual variability. Conversely, several areas that are relatively close to the southeastern edge of the forest could be more resilient than previously thought, although this depends on how well the different gridded rainfall products perform over this region.

### 5.2 Suggestions for future work and studies

The need of individual-based, mechanistic dynamic vegetation models has been long advocated (Moorcroft, 2006; Purves and Pacala, 2008; Evans, 2012) and results presented here corroborated the relevance of incorporating the biotic and abiotic heterogeneity within the ecosystem; in addition, ecosystem-level integrated or averaged properties such as eddy covariance data are extremely relevant for constraining and identifying strengths and shortcomings for models and have been used extensively to evaluate different models (e.g. Dietze et al., 2011; von Randow et al., 2013). However, the move to individual-based models will also require more individual-based observations, to ensure that not only the emerging properties but also the processes that build the emerging properties are correct. For example, knowing the total ecosystem water exchange provides important constrains to the model, but equally important is to know how much water is being extracted by plants of different sizes if one wants to understand whether it makes sense that water stress is strongly affecting larger trees because smaller trees are transpiring a substantial amount of soil water.

In addition, estimates of ecosystem-scale above-ground biomass and leaf area index are fundamental to understand the model behaviour over larger areas, but equally important is to know how such properties scale from individual- to community-level. On the one hand, allometric equations relating individual size to total above-ground biomass are very common for the tropics (e.g. Chambers et al., 2001; Chave et al., 2005; Feldpausch et al., 2012), and such estimates usually work well because most of the biomass is stored amongst larger trees. Active tissues, however,
often correspond to a very minor fraction of the total biomass, and obtaining reasonable estimates of total biomass is no guarantee that the model allocation to different tissues bears any resemblance with what actually happens in the forest. Current allometric equations for living tissues are largely unconstrained in ED-2.2: for example leaf allometry is based on very limited information available for Costa Rica (Cole and Ewel, 2006; Calvo-Alvarado et al., 2008), and even though few other allometric equations exist for leaf biomass (Lescure et al., 1983; Saldarriaga et al., 1988), such methods rarely sample saplings, and extrapolating these scant allometric relations to smaller classes often lead to differences of order of magnitudes. Underestimating leaf biomass at the early stage can significantly affect the ability of a functional group to establish a population and survive. Moreover, fine root biomass is assumed the same as leaf biomass at maximum elongation, and sapwood biomass is derived from a pipe model originally developed for a few commercially relevant species in the temperate zone (Moorcroft et al., 2001), and neither biomass of these tissues nor rooting depth have ever been constrained from actual observation.

The goal of this study was to assess how limited water availability due to droughts could affect the plant community dynamics in the Amazon. Droughts, however, also increase the risk of fires, which can dramatically increase mortality, particularly amongst smaller tree classes (Balch et al., 2011), and could increase the forest vulnerability even when the drought is not sufficiently long to cause widespread physiological failure. For example, the 1998 drought caused one of the largest fire events in recent history in the Amazon, with nearly $1,000,000$ ha of forest burnt in the state of Roraima (Elvidge et al., 2001), while the state of Acre experienced a 5-fold increase in fire counts during the 2005 drought (Aragão et al., 2007). Such fires could affect the long-term forest structure and composition, as observed in Roraima (Xaud et al., 2013), and the regeneration dynamics, with reduced seedling diversity and seedling contribution to regeneration after fires, as observed by Balch et al. (2013) after a controlled fire experiment in Southeastern Amazon. Furthermore, the fire risk is also exacerbated for forests close to areas with intensive deforestation, mostly due to fire leakage (Cochrane, 2003; Cochrane and Barber, 2009; Morton et al., 2013). Currently, ED-2.2 has a very simple fire model, which could be developed in the future to incorporate better controls on
fire probability and intensity, type of fire (canopy or understory), and survivorship that is dependent on size and plant functional type, thus providing a more realistic picture of the forest vulnerability to droughts.

In this work I only addressed the impact of changing the rainfall regime; however, increase in both $\mathrm{CO}_{2}$ and temperature are also likely to affect the forest dynamics, and warming and incrasing atmospheric $\mathrm{CO}_{2}$ trends have higher confidence than future changes in rainfall (Magrin et al., 2007), and DGVM simulations for the $21 s t^{\mathrm{c}}$ entury suggest that positive effect of $\mathrm{CO}_{2}$ fertilization could largely offset the negative impacts of warmer and drier climate (e.g. Rammig et al., 2010; Huntingford et al., 2013). Most of these predictions, however, have been drawn from big-leaf simulations that normally do not representation of competition between individuals of different sizes and successional types. For example, Körner (2009) has pointed out that the light compensation point could reduce in a $\mathrm{CO}_{2}$-enriched atmosphere, potentially giving fast-growing trees and lianas greater competitive advantage, which would increase photosynthetic uptake without necessarily increasing biomass due to higher turnover. Moreover, such shift in composition could potentially reduce the drought resilience that would otherwise come with higher $\mathrm{CO}_{2}$, since lianas and low wood density trees may be more vulnerable to drought (Nepstad et al., 2007; Markesteijn, 2010). In this sense, ED-2.2 has an appropriate framework to simulate the effects across size and succession, although it would still require including the cycles and effects of nutrients, particularly phosphorous, which is generally viewed as the main limiting nutrient for tissue growth in the Amazon (Cleveland et al., 2011; Quesada et al., 2012).

Finally, the site-level observation network in the Amazon has vastly improved for the past fifteen years thanks to initiatives such as the Large-Scale Biosphere Atmosphere Experiment in Amazonia (LBA, Keller et al., 2004b; Davidson et al., 2012, and references therein), and the integration of efforts in the RAINFOR network (Malhi et al., 2002; Peacock et al., 2007), and any person who spent some time in the field in the Amazon knows how hard is to overcome the long distances and logistic constraints involved, which considerably limits access to vast regions. However vast the current coverage in ground-based measurements is in contrast with past, there are still large areas
in the Amazon that have only very limited long-term studies that could provide significant new insight on the forest dynamics. As a simple attempt to identify such regions regions, I used the geographic location of all RAINFOR plots ${ }^{1}$ as the input for Maxent (Phillips et al., 2004, 2006), a niche-based model that takes into account environmental conditions and presence-only information of any given species of interest to estimate the probability of occurrence. For environmental conditions I used climatological averages from the Climate Research Unit (Harris et al., 2013), and vegetation classification from IGBP (Tempel et al., 1996); and the resulting probability of finding a RAINFOR plot is shown in Fig. 5.1. Evidently, access significantly constrains the probability of finding a RAINFOR plot: walk around forests near Manaus, the largest city in central Amazon, and chances are that you will find a forest plot. Likewise, areas near Santa Cruz and Pando departments in Bolivia have been extensively surveyed and are well represented according to the model. On the other hand, large areas in Eastern Amazonia and Northern Amazonia, including the southern range of the Guiana Shield (high vulnerability) and the region south of Santarém km 67 are very poorly characterized by the current distribution of measurements. Coincidentally, these regions have been surprisingly characterized as very resilient by the analysis presented in Sec. 4.4.3, therefore they should be regarded as high-priority regions for future measurements since they may represent important parts of the vulnerability range within the Amazon.

[^23]

Figure 5.1: Probability of occurrence of a RAINFOR plot predicted by Maxent using climatology estimated from CRU data set for 1961-1990 period and vegetation classification from IGBP (see main text for references). The white contour corresponds to Amazonia (here defined as the Amazon Basin plus the Guiana Shield), and the yellow crosses are the location of all RAINFOR plots.

## Appendix A

## Algorithm for determining the $\mathbf{C O}_{2}$

## assimilation rates and transpiration

Ultimately we are interested in determining the assimilation rate $\left(\dot{A}_{m}\right)$ and transpiration rate $\dot{S}_{m}$ for any cohort $m^{1}$. By combining multiple equations from Sec. 2.4.6, it is possible to obtain fluxes by leaving only two additional unknowns, the intercellular $\mathrm{CO}_{2}\left(c_{\chi_{m}}\right)$ and stomatal conductance for water ( $\hat{g}_{W} \chi_{m}$ ). First, I substitute Eqn. (2.109) and either Eqn. (2.111), Eqn. (2.112) or Eqn. (2.114) into Eqn. (2.108) and write a general functional form for $\dot{A}_{l, m}$, similarly to Medvigy (2006), that is a function of only one unknown, $c_{\chi}$ :

$$
\begin{equation*}
\dot{A}_{l, m}\left(c_{\chi}\right)=\frac{\alpha_{l, m}^{\mathrm{A}} c_{\chi}+\alpha_{l, m}^{\mathrm{B}}}{\alpha_{l, m}^{\mathrm{C}} c_{\chi}+\alpha_{l, m}^{\mathrm{D}}}-\dot{D}_{m}, \tag{A.1}
\end{equation*}
$$

where parameters $\alpha$ depend on the limitation and the photosynthetic pathway, as shown in Tab. A.1.

I then combine Eqn. (2.115a) and Eqn. (2.117) to eliminate $\hat{g}_{C \chi_{m}}$ and $c_{\beta_{m}}$, and write an alternative equation for $\hat{g}_{W} \chi_{m}$ :

$$
\begin{equation*}
\hat{g}_{W} \chi_{l, m}=\frac{\gamma_{\chi} \hat{g}_{W \beta_{m}} \dot{A}_{m}}{\hat{g}_{W \beta_{m}}\left(c_{a}-c_{\chi_{m}}\right)-\gamma_{\beta} \dot{A}_{m}} . \tag{A.2}
\end{equation*}
$$

Finally, I use Eqn. (2.115a) and Eqn. (2.115b) to eliminate $c_{\beta_{m}}$ and $w_{\beta_{m}}$ from Eqn. (2.116); and

[^24]Table A.1: Coefficients used in equation (A.1) for each limitation and photosynthetic path. The special case in which the stomata are closed is also shown for reference.

| Case | $\mathrm{C}_{3}$ photosynthesis |  |  |  | $\mathrm{C}_{4}$ photosynthesis |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha^{\text {A }}$ | $\alpha^{\text {B }}$ | $\alpha^{\text {C }}$ | $\alpha^{\text {D }}$ | $\alpha^{\text {A }}$ | $\alpha^{\text {B }}$ | $\alpha^{\text {C }}$ | $\alpha^{\text {D }}$ |
| Closed stomata ( $l=0$ ) | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| RuBP-saturated ( $l=1$ ) | $\dot{V}_{\mathrm{C}_{m}}^{\text {max }}$ | $-\dot{V}_{\mathrm{C}_{m}}^{\max } \Gamma_{m}^{\star}$ | 1 | $\mathcal{K}_{\text {ME }_{m}}$ | 0 | $\dot{V}_{\mathrm{C}_{m}}^{\max }$ | 0 | 1 |
| $\mathrm{CO}_{2}$-limited ( $l=2$ ) | $\dot{V}_{\mathrm{C}_{m}}^{\text {max }}$ | $-\dot{V}_{\mathrm{C}_{m}}^{\max } \Gamma_{m}^{\star}$ | 1 | $\mathcal{K}_{\mathrm{ME}_{m}}$ | $k_{\text {PEP }_{m}} \dot{V}_{\mathrm{C}_{m}}^{\text {max }}$ | 0 | 0 | 1 |
| Light-limited ( $l=3$ ) | $\varepsilon_{m} \dot{q}_{m}$ | $-\varepsilon_{m} \dot{q}_{m} \Gamma_{m}^{\star}$ | 1 | $2 \Gamma_{m}^{\star}$ | 0 | $\varepsilon m \dot{q}_{m}$ | 0 | 1 |

eliminate $\hat{g}_{W} \chi_{l, m}$ by replacing the left hand side of Eqn. (2.116) by the alternative Eqn. (A.2), yielding to the following function $F\left(c_{\chi}\right)$ for which we seek the solution $F\left(c_{\chi_{l, m}}\right)=0$ :

$$
\begin{align*}
F\left(c_{\chi}\right) & =F_{1}\left(c_{\chi}\right) F_{2}\left(c_{\chi}\right) F_{3}\left(c_{\chi}\right)-1  \tag{A.3a}\\
F_{1}\left(c_{\chi}\right) & =\frac{\left(\gamma_{\chi}-\gamma_{\beta} \frac{\hat{g}_{W \chi_{m}}^{\ominus}}{\hat{g}_{W \beta_{m}}}\right) \dot{A}_{l, m}\left(c_{\chi}\right)-\hat{g}_{W \chi_{m}}^{\varnothing}\left(c_{a}-c_{\chi}\right)}{m_{m} \dot{A}_{l, m}\left(c_{\chi}\right)}  \tag{A.3b}\\
F_{2}\left(c_{\chi}\right) & =\frac{\hat{g}_{W \beta_{m}}\left(c_{a}-\Gamma_{m}^{\star}\right)-\gamma_{\beta} \dot{A}_{l, m}\left(c_{\chi}\right)}{\hat{g}_{W \beta_{m}}\left(c_{a}-c_{\chi}\right)-\gamma_{\beta} \dot{A}_{l, m}\left(c_{\chi}\right)}  \tag{A.3c}\\
F_{3}\left(c_{\chi}\right) & =1+\frac{w_{a}-w_{\chi_{m}}}{Đ_{m}} \frac{\hat{g}_{W \beta_{m}}\left(c_{a}-c_{\chi}\right)-\gamma_{\beta} \dot{A}_{l, m}\left(c_{\chi}\right)}{\hat{g}_{W \beta_{m}}\left(c_{a}-c_{\chi}\right)+\left(\gamma_{\chi}-\gamma_{\beta}\right) \dot{A}_{l, m}\left(c_{\chi}\right)} \tag{A.3d}
\end{align*}
$$

For the limitation cases in which Eqn. (A.1) does not depend on $c_{\chi}$, Eqn. (A.3) is reduced to a quadratic equation. For the other cases, Eqn. (A.3) could be written as a fifth-order polynomial, which cannot be solved algebraically. Nevertheless, Eqn. (A.3) is convenient because it highlights the range of plausible solutions, corresponding to the singularities associated with $F_{1}$ and $F_{2}{ }^{2}$. Function $F_{1}$ is singular when $\dot{A}_{l, m}=0$; from Eqn. (A.2), this means that $\hat{g}_{W} \chi_{m}$ must be 0 , unless $c_{\chi_{m}}=c_{a}$. Function $F_{2}$ is singular when $\dot{A}_{l, m}=\hat{g}_{C \beta_{m}}\left(c_{a}-c_{\chi_{m}}\right)$; from Eqn. (A.2), this happens only when $c_{\chi_{m}}=c_{a}$ or at $\lim _{\hat{g}_{W \chi_{m}} \rightarrow \infty}$. The singularities for when $c_{a} \neq c_{\chi_{m}}$ are obtained by substituting Eqn. (A.1) into Eqn. (2.115a), and by taking the $\lim _{\hat{g}_{W \chi_{m}} \rightarrow 0} \dot{A}_{m}$ and $\lim _{\hat{g}_{W \chi_{m}} \rightarrow \infty} \dot{A}_{m}$ :

[^25]

Figure A.1: Example for the function $\mathrm{F}\left(c_{\chi}\right)$ curve for the RuBP-saturated case for a midsuccessional, tropical broadleaf tree when $\dot{Q}_{1, e, m}=100 \mathrm{Wm}^{-2}, T_{\lambda_{m}}=T_{a}=301.15 \mathrm{~K}$, $w_{a}=$ $0.017 \mathrm{~kg}_{\mathrm{C}} \mathrm{kg}_{\mathrm{A}}^{-1}, u_{\pi_{m}}=0.25 \mathrm{~m} \mathrm{~s}^{-1}$, and $c_{a}=390 \mu \mathrm{~mol}_{\mathrm{C}} \mathrm{mol}_{\text {Air }}^{-1}$. Vertical lines shows the solution and the singularities within the plausible range.

$$
\begin{align*}
& c_{\chi_{\text {min }}}+\frac{\alpha_{l, m}^{\mathrm{D}} \dot{D}_{m}-\alpha_{l, m}^{\mathrm{B}}}{\alpha_{l, m}^{\mathrm{C}} \dot{D}_{m}-\alpha_{l, m}^{\mathrm{A}}}=0,  \tag{A.4a}\\
& c_{\chi_{\text {max }}}^{2}+\frac{\hat{g}_{C \beta_{m}} \alpha_{l, m}^{\mathrm{D}}+\alpha_{l, m}^{\mathrm{B}}-\alpha_{l, m}^{\mathrm{C}}\left(\hat{g}_{C \beta_{m}} c_{a}+\dot{D}_{m}\right)}{\hat{g}_{C \beta_{m}} \alpha_{l, m}^{\mathrm{C}}} c_{\chi_{\max }}+\frac{\alpha_{l, m}^{\mathrm{B}}-\alpha_{l, m}^{\mathrm{D}}\left(\hat{g}_{C \beta_{m}} c_{a}+\dot{D}_{m}\right)}{\hat{g}_{C \beta_{m}} \alpha_{l, m}^{\mathrm{C}}}=0 . \tag{A.4b}
\end{align*}
$$

From Eqn. (A.4b) up to two roots are possible, but normally only one is plausible. In case both values are greater than $c_{a}$, we use $c_{a}$ as the upper boundary, since $c_{a}$ is also a singularity; otherwise we chose the root that is between $c_{\chi_{\text {min }}}$ and $c_{a}$. If none of them are in this range, then there is no viable solution for this limitation, and we assume that the stomata must be closed. Once the boundaries are defined, we seek the solution in the $] c_{\chi_{\text {min }}} ; c_{\chi_{\text {max }}}[$, where there is only one possible solution, as illustrated in Fig. A.1.

## Appendix B

## Soil texture classification and properties in

## ED-2.2

Most of the soil parameterization in ED-2.2 is derived from LEAF-3 (Walko et al., 2000), and uses the soil classification based on the United States Department of Agriculture (e.g. Cosby et al., 1984). Several soils in the Amazon would fall under the Clay class of the USDA classification, even though their sand, silt, and clay fraction would vary significantly from the average values of this class. To avoid large deviations from observations, I further split the original Clay class into four categories, temporarily named as Clayey sand, Clayey silt, Clay, and Heavy Clay, as shown in Fig. B.1. In addition, Naomi Levine further modified the code to allow using the actual texture fractions instead of mapping the observed soil onto the look up table. Both systems are still acceptable in ED-2.2, since some data sets do not provide the texture fractions.

Most soil hydraulic parameters are taken from Cosby et al. (1984) and shown here for reference:

$$
\begin{align*}
\vartheta_{\text {Po }} & =0.0505-0.0142 \mathcal{V}_{\text {Sand }}-0.0037 \mathcal{V}_{\text {Clay }}  \tag{B.1a}\\
\Psi_{\text {Po }} & =-0.01 \cdot 10^{2.17-1.58} \mathcal{V}_{\text {Sand }}-0.63 \mathcal{V}_{\text {Clay }}  \tag{B.1b}\\
6 & =3.10-0.3 \cdot \mathcal{V}_{\text {Sand }}+15.7 \cdot \mathcal{V}_{\text {Clay }}  \tag{B.1c}\\
G_{\Psi, \text { Po }} & =6.817 \cdot 10^{-6} \cdot 10^{-0.60+1.26} \mathcal{V}_{\text {Sand }}-0.64 \mathcal{V}_{\text {Clay }} \tag{B.1d}
\end{align*}
$$



Figure B.1: Barycentric diagram of volumetric fraction of soil particle sizes (sand, silt, and clay) along with the canonical soil texture classes in ED-2.2. Classes are: sand (1, Sa), loamy sand (2, LSa), sandy loam (3, SaL), silty loam (4, SiL), loam ( $5, \mathrm{~L}$ ), sandy clay loam $(6, \mathrm{SaCL})$, silty clay loam ( $7, \mathrm{SiCL}$ ), clay loam ( $8, \mathrm{CL}$ ), sandy clay ( $9, \mathrm{SaC}$ ), silty clay ( $10, \mathrm{SiC}$ ), clay ( $11, \mathrm{C}$ ), silt ( $14, \mathrm{Si}$ ), heavy clay ( $15, \mathrm{CC}$ ), clayey sand ( $16, \mathrm{CSa}$ ), and clayey silt ( $17, \mathrm{CSi}$ ). Classes 12 and 13 correspond to peat and bedrock, respectively, and are not represented here.
where $\vartheta_{\mathrm{Po}}\left[\mathrm{m}_{\mathrm{W}}^{3} \mathrm{~m}^{-3}\right]$ is the soil porosity (maximum soil moisture possible), $\Psi_{\mathrm{Po}}[\mathrm{m}]$ is the soil matric potential at porosity, $\sigma$ is the slope of the logarithmic water retention curve, and $G_{\Psi, \text { Po }}$ $\left[\mathrm{kg}_{\mathrm{W}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$ is the soil hydraulic conductivity at bubbling pressure, assumed to occur when $\vartheta=\vartheta_{\mathrm{Po}}$.

Additional reference points are determined using the above equations combined with Eqn. (2.35a) and Eqn. (2.35b). The permanent wilting point $\vartheta_{W_{p}}$ and residual soil moisture $\vartheta_{\text {Re }}$ are defined as the soil moisture at which the soil matric potential is equivalent to -1.5 and -3.1 MPa :

$$
\begin{align*}
& \vartheta_{\mathrm{Wp}}=\vartheta_{\mathrm{Po}} \cdot\left(-\frac{g_{\oplus} \cdot \Psi_{\mathrm{Po}}}{1.5 \rho_{\ell}}\right)^{\frac{1}{b}}  \tag{B.2a}\\
& \vartheta_{\mathrm{Re}}=\vartheta_{\mathrm{Po}} \cdot\left(-\frac{g_{\oplus} \cdot \Psi_{\mathrm{Po}}}{3.1 \rho_{\ell}}\right)^{\frac{1}{b}} \tag{B.2b}
\end{align*}
$$

where $g_{\oplus}$ is the gravity acceleration and $\rho_{\ell}$ is the density of liquid water. Likewise, the field capacity is defined as the soil moisture at which the soil hydraulic conductivity is $0.1 \mathrm{mmday}^{-1}$ :

$$
\begin{equation*}
\vartheta_{\mathrm{Fc}}=\vartheta_{\mathrm{Po}} \cdot\left(\frac{1.16 \cdot 10^{-9}}{G_{\Psi, \mathrm{Po}}}\right)^{\frac{1}{26+3}} \tag{B.3}
\end{equation*}
$$

## Appendix C

## Allometric equations in ED-2.2

In this appendix, I present the allometric equations for tropical plant functional types (PFT) only; allometric equations for temperate PFTs can be found at Albani et al. (2006) and Medvigy et al. (2009). In ED-2.2, most allometric equations use the diameter at the breast height ( $\mathrm{DBH}[\mathrm{cm}]$ ) as the size-dependent explanatory variable. The only time when DBH is the dependent variable is at the structural growth time step, at which point DBH is determined from the structural biomass.

Cohort height $\left(z_{\pi}[\mathrm{m}]\right)$ is taken from Poorter et al. (2006) allometric equation for moist forests in Bolivia, although it a maximum height of 35 m is imposed:

$$
\begin{equation*}
z_{\pi}=\min \left\{35.0,61.7 \cdot\left[1-\exp \left(-0.0352 \cdot \mathrm{DBH}^{0.694}\right)\right]\right\} \tag{C.1}
\end{equation*}
$$

Likewise, the height at the bottom of the crown $\hat{z}_{\pi}[\mathrm{m}]$ is determined from Poorter et al. (2006) for trees, whereas it is assumed to be $99 \%$ of the height for grasses. Unlike most allometric equations shown in this chapter, this is a function of tree height:

$$
\begin{equation*}
\hat{z}_{\pi}=\max \left[0.05, z_{\pi}-(0.99 ; 0.99 ; 0.31 ; 0.31 ; 0.31) \cdot z_{\pi}^{(1.0 ; 1.0 ; 1.098 ; 1.098 ; 1.098)}\right] \tag{C.2}
\end{equation*}
$$

where the vector elements corresponds to the PFTs: $\mathrm{C}_{4}$ grass $(\mathrm{C} 4 \mathrm{G}), \mathrm{C}_{3}$ grass $(\mathrm{C} 3 \mathrm{G})$, earlysuccessional (ETR), mid-successional (MTR), and late-successional trees (LTR) ${ }^{1}$. A minimum value of 5 cm is imposed to avoid singularities.

[^26]Maximum leaf biomass $\left(C_{\lambda}^{\star}\left[\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2}\right]\right)$, corresponding to the state when leaves are fully flushed, is derived from the allometric equations presented by Cole and Ewel (2006) and CalvoAlvarado et al. (2008) for several species in Costa Rica. Given that ED-2.2 must cover a wide range of DBH, I generated artificial data points from all species within the range of measurements used to determine the allometric equations for each class, and fitted an exponential fitting, yielding to:

$$
\begin{equation*}
C_{\lambda}^{\star}=(0.158 ; 0.158 ; 0.418 ; 0.560 ; 0.701) \mathrm{DBH}^{0.975} . \tag{C.3}
\end{equation*}
$$

A comparison with the original allometric equations is presented in Fig. C.1, where we observe that the largest discrepancies in order of magnitude occur at the smallest size classes. Although these classes contribute little to total biomass and leaf area index, obtaining reasonable biomass of living tissues is important because it determines the ability of smaller indviduals to establish and grow to larger classes. Moreover, extremely low values of leaf biomass can cause the model to reduce the Runge-Kutta time step to very small steps and higher risk of numerical instabilities.

Maximum root $\left(C_{\rho}^{\star}\left[\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2}\right]\right)$ and maximum sapwood ( $C_{\sigma}\left[\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2}\right]$ ) biomass are determined from $C_{\lambda}^{\star}$ using the same functional form as Moorcroft et al. (2001), whose formulation of sapwood biomass was was based on the pipe model by Shinozaki et al. (1964a,b):

$$
\begin{align*}
C_{\rho}^{\star} & =q_{\rho} C_{\lambda}^{\star},  \tag{C.4}\\
C_{\sigma}^{\star} & =\frac{\operatorname{SLA}}{r_{\sigma}} z_{\pi} C_{\lambda}^{\star}, \tag{C.5}
\end{align*}
$$

where $q_{\rho}$ is a tuneable parameter, currently set to 1 for for all tropical PFTs as of ED-2.2; $r_{\sigma}$ is a constant currently set to 3900 for all tropical PFTs, $\operatorname{SLA}\left[\mathrm{m}^{2} \mathrm{~kg}_{\mathrm{C}}^{-1}\right]$ is the specific leaf area, determined from Kim et al. (2012) fit of specific leaf area as a function of leaf turnover rate, using the GLOPNET leaf economics dataset (Wright et al., 2004):

$$
\begin{equation*}
\text { SLA }=(22.7 ; 22.7 ; 16.0 ; 11.6 ; 9.66) . \tag{C.7}
\end{equation*}
$$

## Leaf biomass - ED-2.2



Figure C.1: Result from allometric equations using the genera studied by Cole and Ewel (2006) and Calvo-Alvarado et al. (2008) compared to the current allometry. Green lines are the fitted lines for ED-2.2, and other colours are the fitted lines from the references. Dashed lines corresponds to the region outside the range of measurements.

Total structural biomass ( $C_{\delta}\left[\mathrm{kg}_{\mathrm{C}} \mathrm{m}^{-2}\right]$ ) is based on Baker et al. (2004) equation of aboveground biomass in turn based on the allometric equation by Chave et al. (2001) for French Guiana. This allometric equation was used instead of the allometric equation based on Chambers et al. (2001) because in ED-2.2 the function relating $C_{\delta}$ and DBH must be bijective, which cannot be attained with the polynomial fits of higher order. To correct the coefficients, I calculated the AGB using the original formulation, subtracted the fraction of biomass corresponding to roots, leaves, and $70 \%$ of the total sapwood (above-ground fraction), determined the above-ground structural biomass and added $30 \%$ corresponding to the below-ground structural biomass. The result of this calculation yielded to:

$$
C_{\delta}= \begin{cases}(0.0627 ; 0.0627 ; 0.166 ; 0.222 ; 0.282) \mathrm{DBH}^{2.432} & , \text { if } \mathrm{DBH} \leq \mathrm{DBH}_{C}  \tag{C.8}\\ (0.0647 ; 0.0647 ; 0.172 ; 0.230 ; 0.291) \mathrm{DBH}^{2.426} & , \text { if } \mathrm{DBH}>\mathrm{DBH}_{C}\end{cases}
$$

No individual-based allometry was found for rooting depth $\left(z_{\rho}\right)$ for tropical rainforest in the Neotropics ecozone, therefore, the current allometric equation is a simplified exponential function that allows tree depths to reach 5 m :

$$
\begin{equation*}
z_{\rho}=-1.114 \mathrm{DBH}^{0.422} \tag{C.9}
\end{equation*}
$$

Although the maximum rooting depth is shallow compared to Nepstad et al. (1994) results, it produces a rooting profile similar to other dynamic global vegetation models, and reflects that little variation in soil moisture exists at very deep layers (Christoffersen, 2013).

Leaf area index $\left(\Lambda\left[\mathrm{m}_{\text {leaf }}^{2} \mathrm{~m}^{-2}\right]\right)$ was determined from leaf biomass and specific leaf area:

$$
\begin{equation*}
\Lambda=n \operatorname{SLA} C_{\lambda}, \tag{C.10}
\end{equation*}
$$

where $n\left[\right.$ plant $\left.\mathrm{m}^{-2}\right]$ is the demographic density. No allometric equation was found for wood area index $\left(\Omega\left[\mathrm{m}_{\text {wood }}^{2} \mathrm{~m}^{-2}\right]\right)$ for evergreen forests. For trees, I used an allometric equation for temperate zone by Hörmann et al. (2003), and assumed it to be zero for grasses. In addition, I imposed maximum area at $\mathrm{DBH}_{C}$, similarly to $C_{\lambda}$ :

$$
\begin{equation*}
\Omega=n(0.0000 ; 0.0000 ; 0.0096 ; 0.0096 ; 0.0096) \min \left(\mathrm{DBH}, \mathrm{DBH}_{C}\right)^{2.0947} \tag{C.11}
\end{equation*}
$$

Crown area index $\left(X\left[\mathrm{~m}_{\text {crown }}^{2} \mathrm{~m}^{-2}\right]\right)$ is based on Poorter et al. (2006), after substituting their allometric equation for height, so it also becomes a function of DBH. Like in the previous cases, crown growth was capped at $\mathrm{DBH}_{C}$, and local crown area was not allowed to exceed 1.0 or to be less than the local leaf area:

$$
\begin{equation*}
X=\min \left\{1.0, \min \left[\Lambda, n 1.126 \mathrm{DBH}^{1.052}\right]\right\} . \tag{C.12}
\end{equation*}
$$

Finally, cohort volume $\left(\mathcal{V}_{\pi}\left[\mathrm{cm}^{3}\right]\right)$ is a simplified version of the model by Picard et al. (2012), without intercept:

$$
\begin{equation*}
\mathcal{V}_{\pi}=0.03146 \underbrace{\frac{\pi}{4} \mathrm{DBH}^{2}}_{\text {Basal area }} z_{\pi} . \tag{C.13}
\end{equation*}
$$

From Eqn. (C.13), we estimate the typical size of branch wood $\beta_{\omega}[\mathrm{m}]$ to be:

$$
\begin{equation*}
\beta_{\omega}=10^{-2} \sqrt[3]{\mathcal{V}_{\pi}} \tag{C.14}
\end{equation*}
$$

## Appendix D

## Quality control and gap filling of meteorological and eddy flux data

In this appendix I describe the quality assurance and quality control steps applied to all eddy flux tower data used in this analysis, and the gap-filling techniques that were used to generate the meteorological drivers needed by ED-2.2. The work presented in this appendix has been done in collaboration with Matthew N. Hayek.

## D. 1 Outlier removal and drift correction

With the exception of rainfall, all variables were checked for outliers, in which data points were rejected when the estimated probability of obtaining the observation was too low, using the following iterative approach:

1. For any variable $x$, we used the package sn in R (Azzalini, 2011), to obtain a set of location $\left(\xi_{h}\right)$, scale $\left(\omega_{h}\right)$, and shape $\left(\alpha_{h}\right)$ parameters of a skew normal distribution, one set for each hour $h$ of the day. We opted for skew normal distribution because most variables present significant skewness at least in some hours of the day (e.g. Fig. D.1), and many valid points in the long tail would be rejected if we had used normal distribution.


Figure D.1: Example of histograms and fitted skew normal distributions for S67 and GYF air temperature at (a) 11 UTC and (b) 15 UTC; incoming photosynthetically active radiation at (c) 18 UTC and (d) 21 UTC. Lines are the fitted skew normal distribution.
2. Normalize the time series:

- Find the cumulative distribution function of each observation $P\left(x_{i}, h_{i}\right)$ for every point in the time series:

$$
\begin{align*}
P_{i}=\mathrm{P}\left(x_{i}, h_{i}\right) & =\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{\tilde{x}_{i}}{\sqrt{2}}\right)\right]-2 \mathrm{~T}\left(\tilde{x}_{i}, \alpha_{h}\right)  \tag{D.1a}\\
\tilde{x}_{i} & =\frac{x_{i}-\xi_{h}}{\omega_{h}}  \tag{D.1b}\\
\operatorname{erf}(y) & =\frac{2}{\pi} \int_{-\infty}^{y} \exp \left(-\frac{t^{2}}{2}\right) \mathrm{d} t  \tag{D.1c}\\
\mathrm{~T}(y, a) & =\frac{1}{2 \pi} \int_{0}^{a} \frac{\exp \left[-\frac{1}{2} y^{2}\left(1+t^{2}\right)\right]}{1+t^{2}} \mathrm{~d} t \tag{D.1d}
\end{align*}
$$

where erf is the error function and T is the Owen's T function. Equation (D.1a) is
solved using function $p s n$ of package $s n$ in $R$.

- Find the equivalent quantile function of a normal distribution, i.e. $(\xi ; \omega ; \alpha)=(0 ; 1 ; 0)$ :

$$
\begin{equation*}
z_{i}=\mathrm{Z}\left(P_{i}\right)=\sqrt{2} \operatorname{erf}^{-1}\left(2 P_{i}-1\right) \tag{D.2}
\end{equation*}
$$

Eqn. (D.2) is solved using command qnorm in R, with mean set to 0.0 and standard deviation set to 1.0 .
3. Count the total number of valid observations $N_{x}$, and determine the minimum and maximum value of quantile function that we accept.

$$
\begin{align*}
& z_{\min }=\min \left[-3, \mathrm{Z}\left(\frac{2}{N_{x}}\right)\right]  \tag{D.3a}\\
& z_{\max }=\max \left[+3, \mathrm{Z}\left(1-\frac{2}{N_{x}}\right)\right] \tag{D.3b}
\end{align*}
$$

where -3 and 3 are imposed in case the time series is too short.
4. Keep only the points for which $z_{\min } \leq z_{i} \leq z_{\max }$. If no points were excluded, leave the routine, otherwise, go back to step 1. The iteration was necessary because extreme outliers can significantly shift the shape of the distribution so when they are present other less extreme outliers could be erroneously accepted.

Data were also checked for bogus drifts. We only corrected drifts that were present in the eddy flux tower time series but not in nearby stations, to avoid removing true trends. Once detected, the drifts were corrected differently depending on whether they were "Sun" variables — shortwave radiation or photosynthetically active radiation (PAR) - or not. For Sun variables, we determined the trend by defining the relative radiation, which is the the observed radiation divided by the maximum radiation at the observation time ${ }^{1}$. We selected only the points that were greater than the $95 \%$ quantile when the sun was at least half of the maximum sun height during the winter
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Figure D.2: (a) Time series of the relative incoming photosynthetically active radiation above the $95 \%$ quantile used for detrending in Santarém km 67 between 2001 and 2006. (b) Time series of incoming photosynthetically active radiation in Santarém km 67 , before and after the detrending and rescaling between periods.
solstice. Although arbitrary, these values were chosen to include sufficient number of data points during sunny days for all months. We then fitted either a linear or a quadratic function and scaled the radiation back using the ratio between the fitted value and the fitted value at the beginning of the time series. For the other variables, we used a similar approach except that we retained all observations. Examples of the time series before and after the drift correction are shown in Fig. D.2.

## D.1. 1 NEE estimation and removal of NEE under weak turbulence conditions $u_{\text {min }}^{\star}$

Tower-derived net ecosystem exchange $\left(\mathrm{NEE}_{\sharp}\left[\operatorname{mol}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]\right.$ ) was estimated by the commonly used combination of eddy flux and canopy storage (c.f. Baldocchi et al., 1988; Wofsy et al., 1993):

$$
\begin{equation*}
\mathrm{NEE}_{\sharp}=\frac{\rho_{\sharp}}{\mathcal{M}_{d}} \cdot\{\underbrace{\frac{1}{\Delta t} \int_{t}^{t+\Delta t} u_{z}^{\prime}\left(z_{\sharp}\right) c_{\sharp}^{\prime}\left(z_{\sharp}\right) \mathrm{d} t^{\prime}}_{\operatorname{CO}_{2} \text { eddy flux }\left(\dot{C}_{a, e}\right)}+\underbrace{\frac{1}{\Delta t} \int_{t}^{t+\Delta t}\left[\frac{\partial}{\partial t^{\prime}}\left(\int_{0}^{z_{\sharp}} c\left(z^{\prime}\right) \mathrm{d} z^{\prime}\right) \mathrm{d} t^{\prime}\right]}_{\mathrm{CO}_{2} \operatorname{Storage}\left(\Delta C_{a}\right)}\}, \tag{D.4}
\end{equation*}
$$

where $\rho \sharp$ is the air density, $\mathcal{M}_{d}$ is the dry air molar mass, $z_{\sharp}$ is the height of the eddy flux measurement, $u_{z}$ is the vertical velocity, and $c$ is the $\mathrm{CO}_{2}$ mixing ratio. The apostrophe denotes the anomalies around the mean between $t$ and $\Delta t$, thus $u_{z}^{\prime} c_{\sharp}^{\prime}$ represents the eddy covariance between vertical velocity and mixing ratio.

Tower-based ecosystem respiration ( $\dot{R}_{\mathrm{Eco}_{\sharp}}\left[\mathrm{mol}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$ ) was assumed to be the same as $\mathrm{NEE}_{\sharp}$ at night; daytime respiration was interpolated using a running average of the 50 closest nocturnal hours that had valid observations, and diurnal estimate of gross primary productivity $\left(\mathrm{GPP}_{\sharp}\left[\mathrm{mol}_{\mathrm{C}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]\right)$ was estimated as:

$$
\begin{equation*}
\mathrm{GPP}_{\sharp}=\dot{R}_{\mathrm{Eco}_{\sharp}}-\mathrm{NEE}_{\sharp} . \tag{D.5}
\end{equation*}
$$

Both GPP and $\dot{R}_{\text {Eco }}$ were discarded whenever $\mathrm{CO}_{2}$ eddy covariance flux, change in $\mathrm{CO}_{2}$ storage $^{2}$, or $u^{\star}$ was missing. In addition, Eqn. (D.4) fails to capture the actual $\mathrm{NEE}_{\sharp}$ at very low turbulence (e.g. Goulden et al., 1996; Kruijt et al., 2004), therefore all the ecosystem flux estimates were discarded whenever the average observed friction velocity $u^{\star} \sharp<u_{\text {min }}^{\star}$, where $u_{\text {min }}^{\star}$ is a site-dependent threshold.

This threshold has been previously determined for all sites, however, techniques used to determine the threshold varied amongst sites, and the choice is often arbitrary. To assess the robustness of the estimates, and to provide a standardized choice of $u_{\min }^{\star}$, I defined an alternative threshold. In this approach, the aim is to retain as much information as possible while ensuring that NEE is no longer dependent on $u^{\star}$, and that most of the signal is from the eddy covariance flux and not the storage. The latter requirement is imposed because carbon storage is measured at only one location and most of the measurements occur beneath the canopy top, thus local effects may play

[^28]a significant role, whereas the eddy covariance flux is representative of a larger area. The algorithm consists of the following steps:

1. Subset the data so only nocturnal $u^{\star}, \dot{C}_{a, e}, \Delta C_{a}, \mathrm{NEE}_{\sharp}$ are used.
2. Split data into classes of $u^{\star}$ with width of $0.01 \mathrm{~ms}^{-1}$. If any class has less than 10 observations (normally very low and very high turbulence), merge it with the closest class with more than 10 observations. Let $N$ be the total number of classes after merging.
3. Find the lowest class $n_{0}$ in which $\dot{C}_{a, e}$ is significantly greater than $\Delta C_{a}$ at $95 \%$ confidence level, using an one-sided t -test.
4. Set $n=n_{0}$ as the first guess, and repeat the following steps until a solution is found:
(a) Check whether the subset is homoscedastic using a median-based Levene's test. If the null hypothesis is rejected at $95 \%$ confidence level, warn the user (this never occurred with the data sets used).
(b) Select the NEE data from classes $n-\min (N, n+4)$, and apply an F-test on the mean between the selected classes.
(c) Group the NEE and corresponding $u^{\star}$ data, and fit a linear model.
(d) If the $p$-value of both the F-test and the slope coefficient are greater than $50 \%$, assume that NEE does not depend on turbulence, and define $u_{\min }^{\star}$ as the lower bound of class $n$. Otherwise, set $n$ to $n+1$ and repeat step 4 .

Both the class width, minimum number of observations by class, and the confidence levels can be adjusted for different data sets, but they should not cover a very large range of $u^{\star}$ at a time, while defining a very safe margin to not reject the null hypothesis.

Tab. D. 1 shows the $u_{\text {min }}^{\star}$ thresholds for all sites using this algorithm, along with values previously reported in the literature. As shown in Fig. D.3, the algorithm is able to detect the point where the average NEE has low dependence on $u^{\star}$. The difference between threshold was at least $18 \%$ for

Table D.1: Site-specific $u_{\text {min }}^{\star}\left[\mathrm{m} \mathrm{s}^{-1}\right]$ determined from the algorithm described in this section $u_{\mathrm{min}}^{\star}$ (Alg.), and from previous references for the site $-u_{\text {min }}^{\star}$ (Ref.).

| Site | Code | $u_{\min }^{\star}$ (Alg.) | $u_{\min }^{\star}$ (Ref.) | Reference |
| :--- | :--- | :---: | :---: | :--- |
| Paracou | GYF | 0.20 | 0.15 | Bonal et al. (2008) |
| Santarém km 67 | S67 | 0.37 | 0.22 | Hutyra et al. (2007) |
| Santarém km 83 | S83 | 0.18 | 0.22 | Miller et al. (2011) |
| Pé-de-Gigante | PDG | 0.20 | 0.34 | Restrepo-Coupe et al. (2013) |
| Rebio Jaru | RJA | 0.17 | 0.21 | Restrepo-Coupe et al. (2013) |
| Manaus K34 | M34 | 0.24 | 0.20 | Araújo et al. (2002) |



Figure D.3: Average nighttime NEE as a function of $u^{\star}$, along with the corresponding contributions from eddy covariance flux and change in $\mathrm{CO}_{2}$ storage at the canopy air space for Paracou (GYF), Santarém km 67 (S67), Santarém km 83, Pé-de-Gigante (PDG), Rebio Jaru (RJA), and Manaus K34 (M34). Dashed violet lines are the $u_{\min }^{\star}$ values obtained from literature (Tab. D.1), whereas dashed blue is the $u_{\text {min }}^{\star}$ described in this section.
all sites, and ranged from a $41 \%$ decrease at PDG to $68 \%$ increase in S67. Although the shift has little impact on NEE because daytime values are generally higher in magnitude and less likely to be discarded, the choice of $u^{\star}$ may affect the partition between respiration and GPP.

## D.1.2 Gap-filling of time series

Multiple approaches were used to fill missing values in the time series, depending on the variable and the availability of data from other stations in the region.


Figure D.4: Location of sites used for objective analysis near the S67 site. Sites and periods used for the objective analysis are: BTE - Belterra (2001-2010); ECC - Cacoal Grande, Embrapa (20022006); SCR - Curuá-Una, Sudam (2002-2005); GUN - Guaraná (2001-2005); JMQ - Jamaraquá (2001-2010); MJS - Mojuí dos Campos (2001-2010); STM - Santarém, UFOPA (2006-2010); S77 - BR-163, Km 77 (2001-2005); S83 - BR-163, Km 83 (2001-2004); 117 - BR-163, Km 117 (2001-2006); VFR - Vila Franca (2002-2010). Land classification (IGBP NASA/LP-DAAC, 2012) shown for reference.

## Simplified objective analysis

This method was applied only to S67. For the objective analysis, we used the data from the mesoscale meteorological network near S67 (Fitzjarrald et al., 2009), in addition to two eddy flux towers that were also operating in the region, one in a cropland/pasture near the km 77 mark of the BR-163 (Santarém-Cuiabá) road (Fitzjarrald and Sakai, 2010), and a managed forest near km 83 of the same road (Miller et al., 2009). The location of the sites relative to S 67 is shown in Fig. D.4. The objective analysis used in this work is based on the first iteration of the method described in Koch et al. (1983) and was applied to all variables needed by ED-2.2. Rainfall was a special case
that will be explained later, but the other variables were solved in a similar method:

1. Call the site of interest $S 67$ site number 0 . For each variable $x_{i}$, determine the statistics of skewed normal distribution for each hour of the day $h$ (location $\xi_{0 h}$, scale $\omega_{0 h}$, and shape $\alpha_{0 h}$ ), in the same way that is shown in Sec. D.1.
2. For all the other sites $s=1,2, \ldots, S$, determine the statistics of skewed normal distribution for each hour $\left(\xi_{s h} ; \omega_{s h} ; \alpha_{s h}\right)$, and normalise the time series to obtain $z_{s i}=z\left(t_{i} \mid x_{s i}, h_{i}, \xi_{s h}, \omega_{s h}, \alpha_{s h}\right)$, also using the methodology described in Sec. D.1. We normalised the variables to avoid introducing biases: although we are using only sites that are less than 110 km from S67, the other sites are located either in different land use areas or at different altitude.
3. Determine the quantile function at $S 67 z_{0 i}$ using the first step of the objective analysis:

$$
\begin{equation*}
z_{0 i}=\frac{\sum_{s=1}^{S} \exp \left(-\frac{d_{0 s}^{2}}{\kappa_{0}}\right) z_{s i}}{\sum_{s=1}^{S} \exp \left(-\frac{d_{0 s}^{2}}{\kappa_{0}}\right)} \tag{D.6}
\end{equation*}
$$

where $d_{0 s}$ is the distance between S 67 and site $s$, and $\kappa_{0}$ is a parameter to control the decay rate of the influence that depends on the mean and is calculated using the same approach described by Koch et al. (1983), that takes into account the spacing between observations:

$$
\begin{align*}
\kappa_{0} & =-\left(\frac{2 \Delta n}{\pi}\right) \ln D_{0}  \tag{D.7a}\\
D_{0} & =\frac{1}{\mathrm{e}^{1}\left(1+D_{0}^{\gamma-1}-D_{0}^{\gamma}\right)} \tag{D.7b}
\end{align*}
$$

where $\Delta n$ is the average distance between the observation points, and $\gamma$ is a parameter (set to 0.2 as in Koch et al. (1983)). $D_{0}$ is found using a standard root finding function (uniroot in R).
4. Once $z_{0 i}$ is found, we revert back to observation using the statistics obtained in step 1 :
(a) Find the cumulative distribution function $P$ using the inverse of Eqn. (D.2), by invoking function pnorm in $R$ with mean set to zero and standard deviation set to one
(b) Use the inverse of Eqn. (D.1a) to scale back to the original distribution, by invoking function qsn of package sn in R, with parameters ( $\xi_{0 h} ; \omega_{0 h} ; \alpha_{0 h}$ ).

Rainfall $R_{i}$ is not properly represented by this skewed normal distribution, so we estimated it by splitting rainfall into two components: one is a simple binary flag that is 0 when rainfall is zero, and 1 when there is rainfall. We applied step 3 to obtain a fraction that roughly represents the probability $p_{i}$ of observing rain at S 67 given the other observations. The probability increases as more sites report rain, and also higher when the sites that are the closest to S 67 report rain. We then used function runif in R to generate random numbers $b_{i}$ with uniform distribution, and if the random number was less than $p_{i}$ then we assumed rainfall occurred at $S 67$, otherwise we assumed zero rainfall. For the points that we assumed rainfall had occurred, we applied step 3 to the untransformed, absolute rainfall rates, using only the sites that reported rain, to estimate the rainfall at S 67 .

Figure D. 5 shows the gap-filling done by the simplified objective analysis for two different gap lengths. The main advantages of this method are the ability to capture the variability on the regional climate and that it has little sensitivity to the length of gaps, as long as there are sufficient information from nearby observations.

## Harmonic analysis

The harmonic analysis is loosely based on the method described by Kondrashov and Ghil (2006), in the sense we use the signal available from the defined part of the time series and apply an iterative approach to add information to the missing points until convergence. The approach presented here, however, is based on fast Fourier transforms (FFT) because they are numerically more efficient, which makes a significant run time difference for times series with tens of thousands of points.

The method presented here is useful to fill gaps that are not to long, and this method should be used only if no parametric model can be easily found. In addition, this approach works better when


Figure D.5: Examples of gap filling of atmospheric temperature using objective analysis in S67 between November 2006 and January 2008. (a) overview of the entire period, including a long gap between November 2006 and January 2007; (b) zoom on a short gap in May 2007.
the time series has strong frequencies associated with the variation (such as diurnal cycle, annual cycle, synoptic patterns), and that the time series has a relatively small fraction of missing data. We applied this method for most variables needed by ED-2.2 plus net radiation, but we did not use the method to fill remaining gaps in incoming longwave radiation and rainfall, whose gap filling method will be presented in the next sections. Because we could not apply objective analysis to most sites, this was the main gap filling option.

Let $\mathbf{x}=\left(x_{1} ; x_{2} ; \ldots ; x_{N}\right)$ be a time series with $N$ points equally spaced in time, although some of the points $x_{i}$ points are missing values (hereafter missing values will be represented by $\varnothing$ ). Also, for simplicity, to fill in these points, we apply the following algorithm:

1. Remove the mean of the time series $\bar{x}$, and detrend it in case the trend is significant. We refer to this time series as $\tilde{\mathbf{x}}$.
2. Make the time series twice as long:

$$
\begin{align*}
\mathbf{z}^{(\mathbf{a})} & =\left(z_{1}^{(a)}, z_{2}^{(a)}, \ldots, z_{E}^{(a)}\right)  \tag{D.8}\\
& =\left(\tilde{x}_{\lfloor N / 2\rfloor+1} ; \tilde{x}_{\lfloor N / 2\rfloor+2} ; \ldots ; \tilde{x}_{N} ; \tilde{x}_{1} ; \tilde{x}_{2}, \ldots, \tilde{x}_{N} ; \tilde{x}_{1} ; \tilde{x}_{2} ; \ldots ; \tilde{x}_{\lfloor N / 2\rfloor}\right)
\end{align*}
$$

where $E=2 N$, and $\left\lfloor x_{i}\right\rfloor$ is the floor operator, and $z_{i}^{(a)}$ is the normalised value based on actual observation. The reason we double the size of the time series is because we are only using full years or a sequence of full years, and the harmonic analysis tends to perform poorly when large sequences of missing values are too close to the beginning or the end of the time series.
3. Determine the Nyquist frequency $v$ of the extended time series:

$$
\begin{equation*}
v=1+\left\lceil\frac{E-1}{2}\right\rceil \tag{D.9}
\end{equation*}
$$

where $\lceil x\rceil$ is the ceiling operator.
4. Set the first guess for the time series:

$$
z_{i}^{(0)}= \begin{cases}z_{i}^{(a)} & , \text { if } z_{i}^{(a)} \neq \varnothing  \tag{D.10}\\ 0 & , \text { if } z_{i}^{(a)}=\varnothing\end{cases}
$$

5. Find the FFT of time series $\mathbf{z}^{(0)}$ :

$$
\begin{equation*}
\mathbf{f}^{(0)}=\mathcal{F}\left(\mathbf{z}^{(\mathbf{0})}\right)=\sum_{n=1}^{E} z_{n}^{(0)} \mathrm{e}^{-\mathrm{i} 2 \pi \frac{m-1}{E} n}, \forall m \in \mathbb{M} \tag{D.11}
\end{equation*}
$$

where $\mathbb{M}=\{1,2, \ldots, v\}$. Equation (D.11) is solved using function $f f t$ in $R$.
6. Rank the frequencies by their magnitude $p\left(f_{m}^{(0)}\right)$, from highest $(o=1)$ to lowest $(o=v)$; and find the relative cumulative contribution of each mode to the total spectrum $\left(P\left(f_{m}^{(0)}\right)\right)$ :

$$
\begin{align*}
& p\left(f_{m}^{(0)}\right)=\left(f_{m}^{(0)}\right)^{2}, \forall m \in \mathbb{M}  \tag{D.12a}\\
& P\left(f_{m}^{(0)}\right)=\frac{\sum_{j=1}^{o_{m}}\left(f_{o=j}^{(0)}\right)^{2}}{\sum_{j=1}^{v}\left(f_{j}^{(0)}\right)^{2}}, \forall m \in \mathbb{M} \tag{D.12b}
\end{align*}
$$

7. Determine the maximum power to be used for gap filling. Because the time series contains both real oscillation patterns and noise, results tend to be better when the weakest powers are not used. From trial and error, we have chosen to retain only the $J$ most powerful modes, such that $P\left(f_{J}^{(0)}\right) \preccurlyeq 0.80$, which attempts to conceal that we want to capture most of the signal, but exclude weaker powers that only add noise.
8. Set $j=0$ and enter the outer loop:
(a) Update $j: j \mapsto j+1$.
(b) Set $k=0$, and define a working guess $\hat{\mathbf{z}}=\mathbf{z}^{(j-1)}$
(c) Enter the inner loop:
i. Update $k: k \mapsto k+1$.
ii. Find the FFT of the working guess $\mathbf{f}=\mathcal{F}(\hat{\mathbf{z}})$
iii. Keep only the $j^{\text {th }}$ highest ranked terms of $\mathbf{f}$ (we use the rank obtained by the first guess in step 6):

$$
\mathbf{f}^{\star}: f_{m}^{\star}=\left\{\begin{array}{ll}
f_{m} & \text { if } o_{m} \leq j  \tag{D.13}\\
0+0 \text { i } & \text { if } o_{m}>j
\end{array}, \forall m \in \mathbb{M}\right.
$$

iv. Find a new guess for the time series $\hat{\mathbf{z}}=\mathcal{F}^{-1}\left(\mathbf{f}^{\star}\right)$.
v. Estimate the coefficient of determination $R_{k}^{2}$ :

$$
\begin{equation*}
R_{k}^{2}=1-\frac{N_{v}-1}{N_{v}-j-1}\left[\frac{\left.\left.\left.\sum_{\substack{i=1 \\ z_{i}^{(0)} \neq \varnothing}}^{\left.\sum_{\substack{i=1 \\ z_{i}^{(0)} \neq \varnothing}}^{E}\left(\overline{z^{(0)}}-z_{i}^{(0)}\right)^{(0)}\right)^{2}}\right] .\right] .\right] .}{}\right] \tag{D.14}
\end{equation*}
$$

vi. Determine the gain of this step:

$$
g_{k}= \begin{cases}2 \frac{R_{k}^{2}-R_{k-1}^{2}}{R_{k}^{2}+R_{k-1}^{2}} & , \text { if } k>1  \tag{D.15}\\ +\infty & , \text { if } k=1\end{cases}
$$

vii. If $g_{k}>g_{0}$, go back to step 8 (c)i; otherwise go to step 8 d . We used $g_{0}=0.001$, and it is usually achieved in 2 or 3 iterations. Notice that the convergence criterion does not have absolute values: this is to make sure we stop iterating if the method is making $R_{k}^{2}$ worse (which may happen if we add weak powers that are not real signals).
(d) Update guess using the latest working guess:

$$
z_{i}^{(j)}=\left\{\begin{array}{ll}
z_{i}^{(a)} & , \text { if } z_{i}^{(a)} \neq \varnothing  \tag{D.16}\\
\hat{z}_{i} & , \text { if } z_{i}^{(a)}=\varnothing
\end{array}, \forall i \in \mathbb{E}\right.
$$

where $\mathbb{E}=\{1,2, \ldots, E\}$
(e) If $j<J$, go back to step to step 8a; otherwise go to step 9 .
9. Crop the time series $\mathbf{z}^{(J)}$ back to the original size, and add the trend back. The new time series $\mathbf{x}^{\star}$ becomes the gap filled time series.

Figure D. 6 shows the gap-filling done by the harmonic analysis for two different gap lengths. We observe that even though it captures significant information on variability, the magnitude becomes dampened when the gaps are longer.

## Gap filling for incoming longwave radiation

On average, incoming longwave radiation is the most important source of radiant energy reaching the ground in the tropics. Although the energy is not used by photosynthesis, and that net longwave radiation is relatively small because the outgoing radiation due to ground emission has similar magnitude, it still plays an important role on the energy budget and the leaf temperature, which ultimately affects the photosynthesis rates (Monteith and Unsworth, 2008). Nevertheless, many eddy flux towers have very limited or no record of this variable, and several previous studies describe models used to estimative this component of the energy budget (cf. Monteith and Unsworth, 2008; Sedlar and Hock, 2009; Marthews et al., 2012).


Figure D.6: Examples of gap filling of wind speed using harmonic analysis in GYF between November 2006 and January 2008. (a) overview of the entire period, including a long gap between November 2006 and January 2007; (b) zoom on a short gap in September 2007.

We applied two approaches to fill the time series. The first method was applied only during the night when both net radiation and air temperature $\left(T_{a}[\mathrm{~K}]\right)$ were available. Because incoming and reflected shortwave radiation are both zero at night, we define the radiation budget as:

$$
\begin{align*}
& \dot{Q}_{\mathrm{LW}}^{\downarrow}=\dot{Q}_{\mathrm{Net}}+\dot{Q}_{\mathrm{LW}}^{\uparrow} \\
& \dot{Q}_{\mathrm{LW}}^{\downarrow}=\dot{Q}_{\mathrm{Net}}+\varepsilon_{\mathrm{sfc}} \sigma T_{\mathrm{sfc}}^{4} \tag{D.17}
\end{align*}
$$

where $\dot{Q}_{\mathrm{LW}}^{\uparrow}$ is the outgoing longwave radiation, $\sigma=5.6710^{-8} \mathrm{Wm}^{-2} \mathrm{~K}^{-4}$ is the Stefan-Boltzmann constant, $T_{\text {sfc }}[\mathrm{K}]$ is the temperature of the emitting object (a mix of ground and vegetation), and $\varepsilon_{\text {sfc }}$ is the emissivity of the object. $T_{s f c}$ is not directly measured, therefore, we use the air temperature instead and correct the emissivity to obtain:

$$
\begin{equation*}
\dot{Q}_{\mathrm{LW}}^{\downarrow}=\dot{Q}_{\mathrm{Net}}-\varepsilon_{\mathrm{g}} \sigma T_{a}^{4} \tag{D.18}
\end{equation*}
$$

Because the sensors may have different calibrations and perceive different contributions from the canopy, we also include a bias term to obtain the following linear model:

$$
\begin{equation*}
\dot{Q}_{\mathrm{LW}}^{\downarrow}=\beta_{0}+\beta_{1} \dot{Q}_{\mathrm{Net}}+\beta_{2} \sigma T_{a}^{4} \tag{D.19}
\end{equation*}
$$



Figure D.7: Model evaluation of nighttime incoming long wave radiation as a function of net radiation and temperature for (a) GYF and (b) S67. The fit is shown at the top, where $x=\dot{Q}_{\text {Net }}$ and $z=\sigma T_{a}^{4}$.

Figure D. 7 shows the predictions obtained by fitting Eqn. (D.19) for GYF and S67. While the fitted models were very good predictors both in S67 and in GYF, the contribution of net radiation varied significantly between sites. In GYF, the coefficient was very close to 1.0 as expected, and both variables are strongly correlated; In S67, however, the variables were not well correlated and as a result the net radiation coefficient was substantially lower. In both cases $\beta_{2}$ was close to 0.98 , which is typical for canopy emissivity in the thermal infrared (Monteith and Unsworth, 2008; Wang and Leuning, 1998).

The remainder data were filled using a parametric model. Marthews et al. (2012) tested several different models for Caxiuanã (CAX), a tropical rainforest site in Eastern Amazon. We started by using several different combinations of the models they tested for CAX; although the root mean square error was of the same order of magnitude reported at CAX, the coefficient of determination was always extremely low and often negative, even for the methods reported as the best approximation. At first I optimized the parameters the models presented by Marthews et al. (2012) using maximum likelihood for the least squares. The optimization, however, lead to physically unrealistic coefficients for most of the methods, therefore I also developed and optimized the alternative model shown below. The empirical equations were written in such way that none of the physically
meaningful parameters could go outside the physically reasonable range.
The starting point of the alternative parametric model is the same as Monteith and Unsworth (2008). For partly cloudy skies with a single cloud layer, the incoming radiation $\dot{Q}_{\mathrm{LW}}^{\downarrow}$ can be approximated by:

$$
\begin{equation*}
\dot{Q}_{\mathrm{LW}}^{\downarrow}=\underbrace{(1-C) \varepsilon_{a} \sigma T_{a}^{4}}_{\text {Clear sky }}+\underbrace{C\left[\varepsilon_{a} \sigma T_{a}^{4}+\left(1-\varepsilon_{a}\right) \sigma T_{c}^{4}\right]}_{\text {Overcast sky }}, \tag{D.20}
\end{equation*}
$$

where $C$ is the fraction of cloudy sky, $T_{a}[\mathrm{~K}]$ is the air temperature, $\varepsilon_{a}$ is the apparent emissivity of cloudless sky, and $T_{c}[\mathrm{~K}]$ is the cloud temperature.

First, I present the model for cloudless sky. Water vapor has high emissivity/absorptance in the longwave spectrum, therefore most methods presented in Marthews et al. (2012) relate emissivity to some water-related quantity. Ideally I would use precipitable water $P_{w}$, because it is the integral of water mixing ratio over the entire atmospheric column. This quantity, however, cannot be determined from ground observations only at the sought frequency: instead I use the same approximation derived by Prata (1996), and also used by Monteith and Unsworth (2008) and Marthews et al. (2012):

$$
\begin{equation*}
P_{w} \approx 4.65 \frac{e_{a}}{T_{a}} \tag{D.21}
\end{equation*}
$$

where $e_{a}[\mathrm{~Pa}]$ is the partial pressure of water vapour at the tower, determined using the equations by Murphy and Koop (2005). $\varepsilon_{a}$ is then defined as a function of the precipitable water $P_{w}$ in the atmospheric column:

$$
\begin{align*}
\varepsilon_{a} & =q_{1}+\left(1-q_{1}\right) \operatorname{logit}^{-1}\left[q_{2}\left(P_{w}+q_{3}\right)\right]  \tag{D.22a}\\
\operatorname{logit}^{-1}(x) & =\frac{1}{1-\exp (-x)} \tag{D.22b}
\end{align*}
$$

where $q_{1}, q_{2}, q_{3}$ are coefficients to be fitted, and $\operatorname{logit}^{-1}$ is the logistic function. Equation (D.22a) has the advantage that clear-sky emissivity is always bounded between $q_{1}$ and 1 , where $q_{1}$ intends to represent the emissivity of an absolutely dry atmosphere.

Cloud fraction is estimated based on the incoming shortwave radiation and how it relates to the theoretical maximum:

$$
\begin{align*}
C & =1-\operatorname{logit}^{-1}\left[q_{4}\left(\kappa+q_{5}\right)\right],  \tag{D.23a}\\
\kappa & =\frac{\dot{Q}_{\mathrm{SW}}^{\downarrow}}{Q_{\mathrm{SW}}^{\odot} \cos Z^{\odot}}, \tag{D.23b}
\end{align*}
$$

where $q_{4}$ and $q_{5}$ are coefficients to be fitted, $\dot{Q}_{\mathrm{SW}}^{\downarrow}\left[\mathrm{Wm}^{-2}\right]$ is the incoming shortwave radiation a the surface, $Q_{\mathrm{SW}}^{\odot} \approx 1360 \mathrm{Wm}^{-2}$ is the solar constant, and $Z^{\odot}$ is the Sun's zenith angle. This equation also ensures that the cloud fraction is always bounded between 0 and 1 . Because $\kappa$ cannot be determined during the night and cannot be easily modelled with the available variables, we linearly interpolated $\kappa$ from the previous afternoon to the following morning.

Like Marthews et al. (2012), we estimated cloud temperature from the lifting condensation level temperature ( $T_{\mathrm{LCL}}[\mathrm{K}]$ ). $T_{\mathrm{LCL}}$ tends to overestimate the actual cloud temperature, especially when clouds are high and not convective in origin. Marthews et al. (2012) pointed out that this overestimation is partially compensated by the fact that high clouds may be much colder than the layers close to the surface and therefore contribute less than lower layers, and $T_{c}$ should ultimately represent the temperature of the emitting object. However, $T_{\mathrm{LCL}}$ was rarely far from the ground even when the cloud fraction was low, so we included a simple correction term to lower the temperature based on relative humidity:

$$
\begin{equation*}
T_{c}=\left[q_{6}+\left(1-q_{6}\right) \mathrm{RH}\right] T_{\mathrm{LCL}} \tag{D.24}
\end{equation*}
$$

where $q_{6}$ is a coefficient to be fitted and RH is the relative humidity (fraction).
In Tab. D. 2 I present the fitted coefficients for the method presented in this appendix for all sites that had incoming longwave measurements. In addition, Tab. D. 3 and Tab. D. 4 summarize the errors for this method and some of the methods tested by Marthews et al. (2012), and for GYF and S67 we also show the coefficient of determination before the optimization for reference.

While the optimization improved the coefficient of determination most methods and site, one can

Table D.2: Optimized coefficients for all sites with available incoming longwave radiation measurements for at least part of the period.

| Site | $q_{1}$ | $q_{2}$ | $q_{3}$ | $q_{4}$ | $q_{5}$ | $q_{6}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| GYF | 0.718 | 0.0246 | -45.9 | 9.36 | -0.493 | 0.328 |
| S67 | 0.937 | -0.3078 | -32.3 | 20.4 | 0.613 | -1.60 |
| M34 | 0.833 | 0.00927 | -54.2 | 4.55 | -0.558 | -0.413 |
| S83 | 0.779 | 0.0426 | -36.6 | 11.2 | -0.314 | -1.12 |
| PNZ | 0.631 | 0.0676 | -31.9 | 3.90 | -0.323 | -0.829 |
| RJA | 0.743 | 0.0254 | -16.6 | 7.95 | -0.165 | 0.526 |
| PDG | 0.746 | 3.58 | -49.4 | 8.65 | 2.51 | 3.41 |
| BSB | 0.668 | 0.0457 | -51.3 | 4.64 | -0.542 | 0.775 |

observe that in some sites such as GYF, none of the optimized fits have high $R^{2}$ even after the optimization. Notwithstanding, the fit presented in this appendix yielded a slightly better fit than the other models that included partially cloudy skies for all sites except PDG, while having much less parameters than Flerchinger et al. (2009), which had produced the best daytime estimate in Caxiuanã according to Marthews et al. (2012) study. The poor fitting for most sites also reflects that incoming longwave radiation cannot be accurately estimated from other near-surface measurements. Since incoming longwave radiation is an important component of the energy balance hence a required variable to drive most biophysical models, ED-2.2 included, it should be regarded as a fundamental quantity when designing future tower measurements, as also pointed out by Stöckli (2007).

## D.1.3 Summary of gap-filling for the meteorological drivers

Table D. 5 summarizes the fraction of gap filling applied to the eddy flux towers for each variable needed to drive ED-2.2, where it can be seen that different sites have a considerable variation in how much actual data are available. When the model output is compared to observations, it is important to acknowledge that meteorological drivers with high percentage of gap filled data are less likely to represent the true environment perceived by the ecosystem, and a larger fraction of

Table D.3: Number of parameters ( $M$ ) Root mean square error ( $\sigma$ ) and coefficient of determination $\left(R^{2}\right)$ of different models described and used by Marthews et al. (2012) with their original parameters as well as the optimized parameters for GYF and S67. I used the same notation as Marthews et al. (2012) to identify the methods we tested. The optimized values for the model presented in this section is also shown.

| Model |  |  | Paracou (GYF) |  |  |  | Santarém, km 67 (S67) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Original |  | Optimized |  | Original |  | Optimized |  |
| Reference | Code | M | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ |
| Idso and Jackson (1969) | CIJ | 2 | -7.11 | 53.81 | 0.06 | 18.31 | -9.45 | 64.46 | 0.06 | 19.34 |
| Idso (1981) | CID | 3 | -0.25 | 21.15 | -0.06 | 19.42 | -1.76 | 33.16 | -0.73 | 26.20 |
| Dilley and O'Brien (1998) ${ }^{\text {a }}$ | CDO | 3 | -2.90 | 37.31 | 0.06 | 18.28 | -4.12 | 45.16 | 0.83 | 8.27 |
| Monteith and Unsworth (2008) | CMU | 2 | -7.70 | 55.74 | 0.01 | 18.76 | -9.48 | 64.58 | 0.83 | 8.33 |
| Monteith and Unsworth (2008) | AMU | 5 | 0.01 | 18.79 | $\varnothing^{\text {c }}$ | $\varnothing^{\text {c }}$ | -2.11 | 35.17 | $\varnothing^{\text {c }}$ | $\varnothing^{\text {c }}$ |
| Stöckli (2007) | ALM | 4 | -3.90 | 41.82 | 0.25 | 16.39 | -4.84 | 48.20 | -0.63 | 25.44 |
| Flerchinger et al. (2009) ${ }^{\text {b }}$ | ADK | 12 | -0.31 | 21.61 | 0.23 | 16.62 | -0.45 | 24.07 | 0.72 | 10.55 |
| The model presented in this appendix | AZZ | 6 | - | - | 0.35 | 15.30 | - | - | 0.75 | 10.03 |

${ }^{\text {a }}$ Like in Marthews et al. (2012), I only tested their model B.
${ }^{\mathrm{b}}$ Like in Marthews et al. (2012), I only tested their combination of Dilley and O'Brien (1998) for clear sky and the Kimball et al. (1982) model for cloudy sky.
${ }^{c}$ All optimization attempts failed for Monteith and Unsworth (2008).

Table D.4: Number of parameters ( $M$ ), root mean square error ( $\sigma$ ) and coefficient of determination $\left(R^{2}\right)$ for additional sites using the same models presented in D. 3 after undergoing optimization using least squares. All optimization attempts failed for the partly cloudy parameterization by Monteith and Unsworth (2008) (AMU) thus it is omitted.

| Model |  | M34 |  | S83 |  | PNZ |  | RJA |  |  | PDG |  |  |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Code | $M$ | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ | $R^{2}$ | $\sigma$ |
| CIJ | 2 | -0.22 | 23.42 | -0.09 | 19.42 | 0.14 | 23.82 | 0.05 | 23.45 | -0.08 | 31.33 | 0.60 | 20.60 |
| CID | 3 | -0.96 | 29.64 | -0.86 | 25.38 | -1.69 | 42.13 | -0.80 | 32.21 | -0.25 | 33.61 | -0.32 | 37.47 |
| CDO | 3 | 0.12 | 19.93 | 0.15 | 17.15 | 0.47 | 18.63 | 0.36 | 19.17 | 0.21 | 26.79 | 0.69 | 18.07 |
| CMU | 2 | 0.10 | 20.08 | 0.13 | 17.39 | 0.11 | 24.16 | 0.34 | 19.52 | 0.17 | 27.46 | 0.12 | 30.51 |
| ALM | 4 | -0.28 | 23.98 | -0.69 | 24.17 | -0.21 | 28.25 | -0.83 | 32.55 | -0.25 | 33.61 | 0.52 | 22.70 |
| ADK | 12 | 0.09 | 20.25 | 0.15 | 17.19 | 0.49 | 18.25 | 0.34 | 19.47 | -0.08 | 31.26 | -0.14 | 34.86 |
| AZZ | 6 | 0.17 | 19.31 | 0.32 | 15.35 | 0.58 | 16.70 | 0.44 | 18.02 | 0.08 | 28.87 | 0.77 | 15.61 |

discrepancies between modelled and observed fluxes may be attributable to errors in the input data.

Table D.5: Percentage of data by gap-filling procedure for all meteorological variables needed to drive ED-2.2 by each variable and site during the period with intensive measurements. Measured is the fraction of hourly data that was measured and not rejected, and presented as the mean for the entire period, along with fraction the most complete and least complete years for reference ( $\times n$ means $n$ occurrences of minimum or maximum); other columns are the fraction of each gap-filling technique for the entire period: redundant observation in the same site (RDNT); objective analysis (OBJA); harmonic analysis (HARM); linear model with non-redundant observation (LINE); and other methods (OTHR), namely such as rainfall sampling, Weiss and Norman (1985) shortwave radiation model, and the longwave radiation model described in this appendix. Variables are incoming shortwave radiation $\left(\dot{Q}_{\mathrm{SW}}^{\downarrow}\right)$, incoming photosynthetically active radiation $\left(Q_{\mathrm{PAR}}^{\downarrow}\right)$, incoming thermal infrared radiation $\left(\dot{Q}_{\mathrm{LW}}^{\downarrow}\right)$, ambient pressure above canopy ( $p_{e}$ ), ambient temperature above canopy $\left(T_{e}\right)$, ambient humidity above canopy $\left(w_{e}\right)$, horizontal wind speed above canopy $\left(u_{e}\right)$, and rainfall $\left(\dot{W}_{\infty, e}\right)$.

| Variable | Site | Measured |  |  | RDNT | OBJA | HARM | LINE | OTHR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean | Min (Year) | Max (Year) |  |  |  |  |  |
| $\dot{Q}_{\text {SW }}^{\downarrow}$ | GYF | 99.4 | 100.0 (2012) | 98.4 (2007) | 0.3 | - | - | 0.2 | - |
|  | S67 | 19.3 | 64.7 (2005) | - ( $\times 7$ ) | 45.5 | 32.6 | 2.6 | - | - |
|  | S83 | 77.8 | 89.5 (2001) | 46.3 (2000) | 1.2 | - | - | 20.9 | - |
|  | PDG | 94.6 | 96.5 (2003) | 92.2 (2002) | 1.0 | - | - | 4.4 | - |
|  | RJA | 81.6 | 94.4 (2001) | 64.9 (1999) | 1.8 | - | - | 16.6 | - |
|  | M34 | 79.5 | 97.6 (2004) | 54.7 (1999) | - | - | - | 20.5 | - |
|  | PNZ | 82.3 | 99.3 (2011) | 53.5 (2006) | - | - | - | 17.7 | - |
|  | BAN | 74.7 | 77.4 (2005) | 73.3 (2004) | 19.6 | - | - | 5.7 | - |
|  | CAX | 61.5 | 76.0 (2002) | 52.1 (2003) | 2.3 | - | - | 36.2 | - |
| $Q_{\text {PAR }}^{\downarrow}$ | GYF | 64.9 | 100.0 (2004) | - ( $\times 3$ ) | - | - | - | - | 35.1 |
|  | S67 | 60.0 | 89.1 (2003) | 11.6 (2006) | - | 39.7 | 0.3 | - | - |
|  | S83 | 76.0 | 88.8 (2001) | 45.5 (2000) | - | - | - | - | 24.0 |
|  | PDG | 68.8 | 70.6 (2003) | 67.4 (2001) | - | - | - | - | 31.2 |
|  | RJA | 73.1 | 90.0 (2001) | 59.8 (1999) | - | - | - | - | 26.9 |
|  | M34 |  |  |  | - | - | - | - | 100.0 |
|  | PNZ | 75.0 | 99.3 (2011) | 37.5 (2004) | - | - | - | - | 25.0 |
|  | BAN | 80.3 | 85.7 (2005) | 77.6 (2006) | - | - | - | - | 19.7 |
|  | CAX | 63.0 | 80.9 (2002) | 52.4 (2003) | - | - | - | - | 37.0 |
| $\dot{Q}_{\text {LW }}^{\downarrow}$ | GYF | 98.0 | $100.0(\times 3)$ | 85.4 (2012) | 0.9 | - | - | - | 1.2 |
|  | S67 | 18.1 | 71.8 (2004) | - ( $\times 7$ ) | 17.6 | 16.7 | - | - | 47.6 |
|  | S83 | 53.6 | 90.8 (2002) | - (2000) | 11.7 | - | - | - | 34.7 |
|  | PDG | 15.0 | 45.0 (2003) | - $(\times 2)$ | 39.1 | - | - | - | 45.9 |
|  | RJA | 83.4 | 98.6 (2001) | 68.4 (1999) | 1.0 | - | - | - | 15.7 |
|  | M34 | 59.1 | 88.1 (2004) | - (2002) | 4.0 | - | - | - | 36.9 |
|  | PNZ | 69.6 | 100.0 (2004) | - $(\times 2)$ | - | - | - | - | 30.4 |
|  | BAN |  |  | - | - | - | - | - | 100.0 |
|  | CAX | 64.2 | 82.7 (2002) | 53.3 (2003) | - | - | - | - | 35.8 |

Table D.5: Continued.

| Variable | Site | Measured |  |  | RDNT | OBJA | HARM | LINE | OTHR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean | Min (Year) | Max (Year) |  |  |  |  |  |
| $p_{e}$ | GYF | 99.8 | 100.0 ( $\times 6$ ) | 99.0 (2007) | - | - | 0.2 | - | - |
|  | S67 | 52.0 | 100.0 (2009) | - ( $\times 2$ ) | - | 46.5 | 1.5 | - | - |
|  | S83 | 75.0 | 86.1 (2002) | 45.6 (2000) | - | - | 25.0 | - | - |
|  | PDG | 97.1 | 98.8 (2001) | 94.1 (2002) | - | - | 2.9 | - | - |
|  | RJA | 84.1 | 94.3 (2000) | 68.5 (1999) | - | - | 15.9 | - | - |
|  | M34 | 68.3 | 88.2 (2004) | 49.3 (2003) | - | - | 31.7 | - | - |
|  | PNZ | 84.0 | 100.0 (2004) | 54.8 (2006) | - | - | 16.0 | - | - |
|  | BAN | 86.7 | 92.9 (2004) | 76.5 (2006) | - | - | 13.3 | - | - |
|  | CAX | 50.8 | 86.2 (2002) | - ( $\times 2$ ) | - | - | 49.2 | - | - |
| $T_{e}$ | GYF | 99.9 | $100.0(\times 2)$ | 99.2 (2010) | - | - | 0.1 | - | - |
|  | S67 | 72.5 | 95.5 (2003) | 11.4 (2006) | 1.0 | 26.4 | 0.1 | - | - |
|  | S83 | 81.7 | 93.9 (2003) | 47.0 (2000) | - | - | 18.3 | - | - |
|  | PDG | 98.9 | 99.1 (2001) | 98.6 (2003) | 0.7 | - | 0.4 | - | - |
|  | RJA | 82.7 | 99.2 (2001) | 69.6 (1999) | 0.1 | - | 17.2 | - | - |
|  | M34 | 60.4 | 97.9 (2004) | - (2001) | 15.4 | - | 24.1 | - | - |
|  | PNZ | 84.2 | 100.0 (2004) | 55.3 (2006) | - | - | 15.8 | - | - |
|  | BAN | 97.7 | 100.0 (2005) | 93.7 (2006) | - | - | 2.2 | - | - |
|  | CAX | 49.4 | 64.7 (2000) | 27.4 (2001) | 11.2 | - | 39.4 | - | - |
| $u_{e}$ | GYF | 97.6 | $100.0(\times 2)$ | 83.9 (2006) | - | - | 2.4 | - | - |
|  | S67 | 67.8 | 91.3 (2003) | 10.7 (2006) | - | 27.2 | 5.0 | - | - |
|  | S83 | 78.4 | 90.8 (2002) | 46.7 (2000) | - | - | 21.6 | - | - |
|  | PDG | 99.1 | 99.7 (2002) | 98.6 (2003) | 0.5 | - | 0.4 | - | - |
|  | RJA | 71.8 | 92.4 (2001) | 45.1 (1999) | 10.8 | - | 17.3 | - | - |
|  | M34 | 63.0 | 86.6 (2003) | 39.8 (1999) | 6.5 | - | 30.4 | - | - |
|  | PNZ | 84.3 | 100.0 (2004) | 55.4 (2006) | - | - | 15.7 | - | - |
|  | BAN | 86.7 | 92.8 (2004) | 76.5 (2006) | 11.1 | - | 2.2 | - | - |
|  | CAX | 33.6 | 42.5 (2000) | 26.7 (2003) | 36.9 | - | 29.5 | - | - |
| $\dot{W}_{\infty, e}$ | GYF | 99.9 | $100.0(\times 7)$ | 99.6 (2009) | - | - | - | - | 0.1 |
|  | S67 |  |  |  | - | 98.5 | - | - | 1.5 |
|  | S83 | 79.5 | 91.8 (2001) | 46.8 (2000) | - | - | - | - | 20.5 |
|  | PDG | 100.0 | $100.0(\times 2)$ | 99.9 (2001) | - | - | - | - | - |
|  | RJA | 87.0 | 99.9 (2001) | 68.4 (1999) | - | - | - | - | 13.0 |
|  | M34 | 69.5 | 98.1 (2004) | 5.6 (2001) | - | - | - | - | 30.5 |
|  | PNZ | 83.2 | 100.0 (2004) | 52.7 (2006) | - | - | - | - | 16.8 |
|  | BAN | 97.7 | 100.0 (2005) | 93.7 (2006) | - | - | - | - | 2.3 |
|  | CAX | 42.8 | 52.5 (2002) | 28.7 (1999) | - | - | - | - | 57.2 |

## Appendix E

## Plant functional type assignment and estimation of demographic rates from forest <br> inventories

This appendix summarizes the calculation of mortality and growth from the biomass inventories carried out at Paracou (GYF) and Santarém km 67 (S67). Part of the data processing for S67 was done in collaboration with Luciana Alves and Scott Stark.

At GYF, trees were initially surveyed in March 2004, with subsequent measurements in 2006, 2008, 2010, and 2013, always in March. At S67, the initial survey occurred in July 1999, and subsequent surveys were conducted in 2001, 2003, 2005, 2006, 2007, 2008, 2009, 2010, and 2011, always some time between June and September. At S67, some of the surveys were excluded from the final analysis because of the large number of trees that could not be found due to missing or incorrect information on tree location (2003 and 2006) or because growth rates had suspicious shifts across all size classes, suggesting that the DBH measurements were taken at the wrong reference height (2007). Nevertheless, all information from these surveys were used to correct the mortality and growth rates whenever they could be used to reduce uncertainties in the retained surveys.

## E. 1 Wood density and plant functional type assignment

At GYF most individuals, including new recruits, were identified to the species level, or the closest taxonomic level, whereas at S67 this identification occurred only in the first survey in 1999, with new recruits assigned only common names. Lianas were not originally measured in S67, but they have been included since 2006; likewise, palm trees were generally skipped although a few spurious individuals have been included. To avoid biases in recruitment and mortality, all individuals that have been identified as lianas or palms in S67 were excluded from the analysis. On the other hand, both palms and lianas have been consistently surveyed at GYF and thus were not excluded.

To attribute wood density $(\omega)$ to every individual, I used the database from Chave et al. (2009) and Zanne et al. (2009), with additional information for liana wood density from Putz and Holbrook (1991). If the species was known and included in the database, I used the mean value for the species. In case the genus was known but not the species, or when no wood density information was available for the species but other species from the same genus were available, I used the average value of the known species in the same genus. For all other individuals, I assigned wood density by randomly sampling from the other individuals with known species or genus and from the same family if the family was known, or from the entire plant community in case family was not known. I opted for randomly sampling instead of using the community average to reduce bias towards the mid-successional plant functional type, and without making any assumption on the distribution of wood densities within the plant community. A summary of the species identification level for both sites is available at Tab. E.1.

## E. 2 Mortality rates from observations

Mortality rates at any survey were determined based on the fraction rate as described by Sheil and May (1996), but extended to be also applicable for other quantities such as above-ground biomass:

Table E.1: Level of identification of individuals for both sites at the first forest inventory, based on the information available from the original data. Wood density is the basal area weighted average wood density of all individuals in each case. Common means that only local common name were known, and species and genus were attributed based on individuals with known species and same common name.

| Known species | Wood density sampling | Paracou (GYF) |  | Santarém km 67 (S67) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Count } \\ & \text { ([\%]) } \end{aligned}$ | $\begin{gathered} \omega \\ {\left[\mathrm{g} \mathrm{~cm}^{-3}\right]} \end{gathered}$ | $\begin{gathered} \text { Count } \\ ([\%]) \end{gathered}$ | $\begin{gathered} \omega \\ {\left[\mathrm{gcm}^{-3}\right]} \end{gathered}$ |
| Yes | Species | 2198 (77.2) | 0.72 | 1673 (71.7) | 0.67 |
| Yes | Genus | 547 (19.1) | 0.62 | 504 (21.8) | 0.76 |
| Yes | Family | 15 (0.5) | 0.79 | 0 (0.0) | - |
| Common | Species | 0 (0.0) | - | 90 (3.9) | 0.66 |
| Common | Genus | 0 (0.0) | - | 62 (2.7) | 0.65 |
| No | Community | 87 (3.0) | 0.66 | 3 (0.1) | 0.78 |
| Total |  | 2847 (100.0) | 0.70 | 2332 (100.0) | 0.68 |

$$
\begin{align*}
\dot{m}_{t} & =1-\left(\frac{S_{t}}{N_{t-1}}\right)^{\frac{1}{y_{t}-y_{t-1}}},  \tag{E.1a}\\
N_{t-1} & =\sum_{i=1}^{I}\left(X_{i, t-1} \cdot \ell_{i, t-1}\right),  \tag{E.1b}\\
S_{t} & =\sum_{i=1}^{I}\left(X_{i, t-1} \cdot \ell_{i, t-1} \cdot \ell_{i, t}\right),  \tag{E.1c}\\
\ell_{i, t} & = \begin{cases}1 & \text { if tree was alive at survey } t \\
0 & \text { if tree was dead or had not been recruited yet at survey } t\end{cases} \tag{E.1d}
\end{align*}
$$

where $t \in\{2,3, \ldots, T\}$ is the survey index, $X_{i, t}$ is the property of interest per unit area of individual $i$ at survey $t ; y_{t}$ is the time the survey was taken (accurate to the monthly scale); and $I$ is the total number of individuals. Equation (E.1) would suffice if living trees had been measured at every survey, and if all trees had been reported dead at the first survey after the tree died. Because the fraction of missing trees and death report varied from year to year, particularly at S67 (Tab. E.2), I incorporated the error due to incomplete information by estimating two probabilities for each individual $i: p_{\ell}(i, t) \stackrel{\text { def }}{=} p\left(\ell_{i, t-1}=1\right)$ and $p_{s}(i, t) \equiv p\left(\ell_{i, t}=1 \mid \ell_{i, t-1}=1\right)$. The functional form of $p_{\ell}$ and $p_{s}$ are derived from the least informative assumption, in which the probabilities of each outcome given the information available are the same:

Table E.2: Summary of total number of individuals for each combination of $t_{\ell}$ (rows) and $t_{d}$ (columns) for both Paracou (GYF) and Santarém km 67 (S67). Italic values correspond to the cases in which more than one possible outcome exists. Combinations of $t_{\ell}$ and $t_{d}$ that never happened were omitted, whereas cases denoted by - correspond to cases post the last survey and are represented by the rightmost column instead.

| Site | $\mathbf{y}_{\mathbf{t}_{\ell}}$ | $\mathbf{t}_{\mathbf{d}}=\mathbf{t}_{\ell+\mathbf{1}}$ | $\mathbf{t}_{\mathbf{d}}=\mathbf{t}_{\ell+\mathbf{2}}$ | $\mathbf{t}_{\mathbf{d}}=\mathbf{t}_{\ell+\mathbf{3}}$ | $\mathbf{t}_{\mathbf{d}}=\mathbf{T}+\mathbf{1}$ |
| :---: | :--- | :---: | :---: | :---: | :---: |
| GYF | $\mathbf{2 0 0 4}$ | 69 | 0 | 0 | 0 |
|  | $\mathbf{2 0 0 6}$ | 117 | 0 | - | 8 |
|  | $\mathbf{2 0 0 8}$ | 71 | - | - | 0 |
|  | $\mathbf{2 0 1 0}$ | 116 | - | - | 9 |
|  | $\mathbf{2 0 1 3}$ | - | - | - | 2658 |
| $\mathbf{S 6 7}$ | $\mathbf{1 9 9 9}$ | 62 | 2 | 0 | 1 |
|  | $\mathbf{2 0 0 1}$ | 185 | 12 | 0 | 17 |
|  | $\mathbf{2 0 0 5}$ | 150 | 5 | 1 | 31 |
|  | $\mathbf{2 0 0 8}$ | 20 | 3 | 0 | 7 |

$$
\begin{align*}
& p_{\ell}(i, t)= \begin{cases}1 & , \text { if } t \leq t_{\ell}+1 \\
1-\frac{t-t_{\ell}-1}{t_{d}-t_{\ell}} & , \text { if } t_{\ell}+1<t \leq t_{d}, \\
0 & , \text { if } t>t_{d}\end{cases}  \tag{E.2a}\\
& p_{s}(i, t)= \begin{cases}1 & , \text { if } t \leq t_{\ell} \\
1-\frac{1}{t_{d}-t+1} & , \text { if } t_{\ell}<t \leq t_{d}, \\
0 & , \text { if } t>t_{d}\end{cases} \tag{E.2b}
\end{align*}
$$

where $t_{\ell}$ is the index of the last survey when the individual was reported alive in the field notes, and $t_{d}$ is the index of the first survey in which the individual was reported dead in the field notes. In case the individual was never reported dead, we assume $t_{d}=T+1\left(y_{T+1} \stackrel{\text { def }}{=} \infty\right)$, which corresponds to the tree dying at some unknown time after the last survey. In addition, I defined two auxiliary probabilities:

$$
\begin{align*}
& p_{a}(i, t) \stackrel{\text { def }}{=} p\left(\ell_{i, t}=1\right)=p_{\ell}(i, t) \cdot p_{s}(i, t)  \tag{E.3a}\\
& p_{d}(i, t) \stackrel{\text { def }}{=} p \ell_{i, t}=0 \mid \ell_{i, t-1}=1=p_{\ell}(i, t) \cdot\left(1-p_{s}(i, t)\right) \tag{E.3b}
\end{align*}
$$

Table E.3: Probabilities calculated for a hypothetical collection of 5 surveys $(T=5)$. In this case, we consider four individuals that were alive at survey $t=1$. Individual 1 was alive during the entire period (regardless whether it was measured at every survey); individual 2 was reported dead at survey $t=2$; individual 3 was not reported again until survey $t=4$, when it was found dead, and individual 4 was never reported again.

|  | Individual 1  <br>   <br>   <br> $\left(t_{\ell}=5 ; t_{d}=6\right)$  |  |  | Individual 2 <br> $\left(t_{\ell}=1 ; t_{d}=2\right)$ |  |  |  | Individual 3 <br> $\left(t_{\ell}=1 ; t_{d}=4\right)$ |  |  |  | Individual 4 <br> $\left(t_{\ell}=1 ; t_{d}=6\right)$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{t}$ | $\mathbf{p}_{\ell}$ | $\mathbf{p}_{\mathbf{s}}$ | $\mathbf{p}_{\mathbf{a}}$ | $\mathbf{p}_{\mathbf{d}}$ | $\mathbf{p}_{\ell}$ | $\mathbf{p}_{\mathbf{s}}$ | $\mathbf{p}_{\mathbf{a}}$ | $\mathbf{p}_{\mathbf{d}}$ | $\mathbf{p}_{\ell}$ | $\mathbf{p}_{\mathbf{s}}$ | $\mathbf{p}_{\mathbf{a}}$ | $\mathbf{p}_{\mathbf{d}}$ | $\mathbf{p}_{\ell}$ | $\mathbf{p}_{\mathbf{s}}$ | $\mathbf{p}_{\mathbf{a}}$ | $\mathbf{p}_{\mathbf{d}}$ |
| $\mathbf{1}$ | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 |
| $\mathbf{2}$ | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | $\frac{2}{3}$ | $\frac{2}{3}$ | $\frac{1}{3}$ | 1 | $\frac{4}{5}$ | $\frac{4}{5}$ | $\frac{1}{5}$ |
| $\mathbf{3}$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | $\frac{2}{3}$ | $\frac{1}{2}$ | $\frac{1}{3}$ | $\frac{1}{3}$ | $\frac{4}{5}$ | $\frac{3}{4}$ | $\frac{3}{5}$ | $\frac{1}{5}$ |
| $\mathbf{4}$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | $\frac{1}{3}$ | 0 | 0 | $\frac{1}{3}$ | $\frac{3}{5}$ | $\frac{2}{3}$ | $\frac{2}{5}$ | $\frac{1}{5}$ |
| $\mathbf{5}$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\frac{2}{5}$ | $\frac{1}{2}$ | $\frac{1}{5}$ | $\frac{1}{5}$ |
| Post-survey | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\frac{1}{5}$ | 0 | 0 | $\frac{1}{5}$ |

which correspond to the probability that the individual was alive at survey $t$ and the probability that the individual died between survey $t-1$ and $t$, respectively. One example of these probabilities for four typical cases is shown at Tab. E.3: in all cases the sum of $p_{d}$ is always 1 , and that $p_{a}$ will always decrease towards zero, which is consistent with the fact that all trees will eventually die, even if it happens after the last survey. Also, the non-zero terms of $p_{d}$ are always numerically the same, which is consistent with the least informative assumption. Both $p_{\ell}$ and $p_{s}$ were calculated for all individuals for all surveys, and mortality rates and confidence intervals were calculated using functions boot and boot . ci from package boot in R. For each of the 100,000 realizations for each time interval, $\ell_{i, t-1}$ and $\ell_{i, t}$ of the selected individuals were calculated using function rbinom in R using $p_{\ell}(i, t)$ and $p_{s}(i, t)$. The individual-based mortality rates are shown in Fig. E.1. Since the number of missing trees was generally higher in S67, the $95 \%$ confidence intervals tended to be larger for the entire community compared to GYF. On the other hand, fewer large trees were surveyed in GYF and fewer large trees were missing in S67, resulting in broader confidence intervals for GYF.


Figure E.1: Population-based mortality rates calculated $(a, b)$ for the entire community surveyed and (c-j) for different DBH classes in (c-f) Paracou (GYF) and (g-j) Santarém km 67 (S67).

## E. 3 Growth rates from observations

First, I defined growth rate $\dot{g}_{i, t}$ of each individual $i$ between surveys $y_{t-1}$ and $y_{t}$, for any individual that was recruited and alive at both surveys, and let $X_{i, t-1}$ and $X_{i, t}$ be the magnitude of the property of interest of this individual at both surveys, such as DBH, above-ground biomass (AGB), or basal area (BA):

$$
\begin{equation*}
\dot{g}_{i, t}=\frac{\ln \left(X_{i, t}\right)-\ln \left(X_{i, t-1}\right)}{y_{t}-y_{t-1}} \tag{E.4}
\end{equation*}
$$

In case $X_{i, t}$ is a variable that can be aggregated to the stand level (AGB or BA), it is also possible to define the average growth rate $\overline{\dot{g}}_{t}$ of the entire plant community comprised of $I$ individuals:

$$
\begin{align*}
X_{\Sigma, t} & =\sum_{i=1}^{I}\left(X_{i, t} \cdot \ell_{i, t-1} \cdot \ell_{i, t}\right)  \tag{E.5a}\\
X_{0 \Sigma, t} & =\sum_{i=1}^{I}\left(X_{i-1, t} \cdot \ell_{i, t-1} \cdot \ell_{i, t}\right)  \tag{E.5b}\\
\bar{g}_{t} & =\frac{\ln \left(X_{\Sigma, t}\right)-\ln \left(X_{0 \Sigma, t}\right)}{y_{t}-y_{t-1}}, \tag{E.5c}
\end{align*}
$$

where $X_{0 \Sigma, t}$ and $X_{\Sigma, t}$ are the ecosystem level property aggregated from all individuals included in both surveys, and $\ell_{i, t}$ is the same as defined in Eqn. (E.1d). Average growth rate can be determined from individual growth rate, and here I derive the relation in a way that can be also used by ED-2.2. First, I substitute Eqn. (E.4) into Eqn. (E.5b):

$$
\begin{equation*}
X_{0 \Sigma, t}=\sum_{i=1}^{I}\left\{\exp \left[-\dot{g}_{i, t}\left(y_{t}-y_{t-1}\right)\right] \cdot X_{i, t}\right\} \tag{E.6}
\end{equation*}
$$

and then substitute Eqn. (E.6) and Eqn. (E.5a) into Eqn. (E.5c) to obtain:

$$
\begin{equation*}
\overline{\dot{g}}_{t}=-\frac{1}{y_{t}-y_{t-1}} \ln \left(\frac{\sum_{i=1}^{I}\left\{\exp \left[-\dot{g}_{i, t}\left(y_{t}-y_{t-1}\right)\right] \cdot X_{i, t} \cdot \ell_{i, t-1} \cdot \ell_{i, t}\right\}}{\sum_{i=1}^{I}\left(X_{i, t} \cdot \ell_{i, t-1} \cdot \ell_{i, t}\right)}\right) \tag{E.7}
\end{equation*}
$$

In Fig. E.2, I present the growth rates calculated for all surveys in GYF and S67, using the equations above. Considering the plant community as a whole, growth rates at GYF (Fig. E.2a) are generally lower than at S 67 (Fig. E.2b), although the rates show opposite trends. The reduction in growth rates at S 67 may be a return to typical growth rates: for example Rice et al. (2004); Keller et al. (2004a) attributed the large coarse woody debris pool at the region to a previous disturbance, which could also cause higher growth rates earlier in the measurements. In GYF, the increase in growth rates are dependent on the plots, with highest increases observed in plots 1 and 6, which were also the plots that observed the highest mortality rate between 2006 and 2008 (not shown), suggesting that the growth rates may be responding to disturbance as well. When comparing the growth rates by size class, one can observe that the largest differences in magnitude


Figure E.2: AGB-based mortality rates calculated ( $\mathrm{a}, \mathrm{b}$ ) for the entire community surveyed and ( $\mathrm{c}-\mathrm{j}$ ) for different DBH classes in (c-f) Paracou (GYF) and (g-j) Santarém km 67 (S67) using Eqn. (E.7). Note the different scales between GYF and S67.
between GYF and S67 occur amongst the smaller classes, which could be also due the response to a large disturbance and higher proportion of fast growing trees. In fact, the basal-area weighted average of wood density is lower for S67 than GYF at all classes except the largest trees, which is also the class with the least differences (not shown).

## Appendix F

## Phenology and demographic rates from

## ED-2.2 model

## F. 1 Tropical leaf phenology

The current version of ED-2.2 allows the user to solve tropical trees using either evergreen, drought deciduous, or light-controlled phenology; tropical light controlled has been previously described by Kim et al. (2012) thus not discussed here. The drought deciduous and evergreen leaf phenology schemes are a further development of the original schemes by Moorcroft et al. (2001) and Hurtt et al. (2002), respectively, and the development presented here has been done in collaboration between myself, Naomi Levine and Yeonjoo Kim.

First, let $C_{\lambda}^{\star}\left[\mathrm{kg}_{C}\right.$ plant $\left.{ }^{-1}\right]$ be the maximum leaf biomass for any cohort $m$, as defined in App. C, and let $x_{\lambda}$ and $x_{\lambda}^{\star}$ be the actual and maximum elongation factor for leaves (cohort subscripts omitted for clarity):

$$
\begin{equation*}
x_{\lambda}=\frac{C_{\lambda}}{C_{\lambda}^{\star}} \tag{F.1a}
\end{equation*}
$$

$$
\begin{align*}
x_{\lambda}^{\star} & = \begin{cases}1 & , \text { if evergreen or } \bar{W}_{\pi}^{\star} \geq 1 \\
\bar{W}_{\pi}^{\star} & , \text { if } 0.05 \leq \bar{W}_{\pi}^{\star}<1 \\
0 & , \text { if } \bar{W}_{\pi}^{\star}<0.05\end{cases}  \tag{F.1b}\\
\bar{W}_{\pi}^{\star} & =\frac{1}{\Delta z_{g_{k_{\rho}}} \cdot \Delta t_{\mathrm{RA}}} \int_{t-\Delta t_{\mathrm{RA}}}^{t}\left(\sum_{k^{\prime}=k_{\rho}}^{K}\left\{\frac{\max \left[0, \Psi_{k}\left(t^{\prime}\right)+\frac{1}{2}\left(z_{g_{k}}+z_{g_{k+1}}\right)-\Psi_{\mathrm{W}_{\mathrm{p}}}\right]}{\Psi_{\mathrm{Ld}}-\Psi_{\mathrm{Wp}}} \Delta z_{g_{k}}\right\}\right) \mathrm{d} t^{\prime}, \tag{F.1c}
\end{align*}
$$

where $\bar{W}_{\pi}^{\star}$ is an available water index averaged over $\Delta t_{\mathrm{RA}} \stackrel{\text { def }}{=} 10$ days, $k_{\rho}$ is the deepest soil layer to which roots have access, $\Psi_{k}\left(t^{\prime}\right)$ is the soil matric potential at layer $k, z_{g_{k}} \leq 0$ is the depth of layer $k ; \Psi_{W_{p}}$ is the soil matric potential at the wilting point, and $\Psi_{\mathrm{Ld}}$ is a tuneable threshold based on soil matric potential, below which cohorts may shed leaves. The default value is $\Psi_{\mathrm{Ld}}$ is -1.2 MPa , which is close to the wilting point $\left(\Psi_{\mathrm{Wp}} \stackrel{\text { def }}{=}-1.5 \mathrm{MPa}\right)$.

Active leaf shedding $\left(\dot{C}_{\lambda}^{\downarrow}\left[\mathrm{kg}_{\mathrm{C}}\right.\right.$ plant $\left.\left.^{-1} \mathrm{~s}^{-1}\right]\right)$ occurs whenever soil is drier than the threshold and drought conditions are deteriorating:

$$
\begin{equation*}
\dot{C}_{\lambda}^{\downarrow}=\max \left[0, \frac{\left(x_{\lambda}-x_{\lambda}^{\star}\right) C_{\lambda}^{\star}}{\Delta t_{\text {live }}}\right] \tag{F.2}
\end{equation*}
$$

Leaf flushing occurs whenever soil moisture conditions improve, and total leaf flush will depend on carbon availability as it will be shown in Sec. F.2. To avoid flushing when conditions are nearly steady, conditions are assumed to be improving when the maximum elongation factor $x_{\lambda}^{\star} \geq \max \left(x_{\lambda}+0.05,1.0\right)$, or if $x_{\lambda}^{\star} \geq x_{\lambda}$ and plant was already flushing leaves. Because $x_{\lambda}^{\star} \stackrel{\text { def }}{=} 1$ for evergreen cohorts, these individuals will always flush new leaves to recover losses from turnover, unless their storage pool is zero and the net primary productivity is negative.

## F. 2 Growth rates

Individual-based growth depends on the total change in all living and structural tissues, and nonstructural carbon. The rate of change is calculated similarly to Medvigy et al. (2009) and Kim et al. (2012):

$$
\begin{align*}
\frac{\mathrm{d} C_{\lambda}}{\mathrm{d} t} & =\dot{C}_{\lambda}^{\uparrow}-\dot{C}_{\lambda}^{\downarrow}-f_{\lambda} C_{\lambda}  \tag{F.3a}\\
\frac{\mathrm{d} C_{\rho}}{\mathrm{d} t} & =\dot{C}_{\rho}^{\uparrow}-f_{\rho} C_{\rho}  \tag{F.3b}\\
\frac{\mathrm{d} C_{\sigma}}{\mathrm{d} t} & =\dot{C}_{\sigma}^{\uparrow}-f_{\sigma} C_{\sigma}  \tag{F.3c}\\
\frac{\mathrm{d} C_{\tau}}{\mathrm{d} t} & =\Delta C_{\pi}+f_{\mathrm{LD}} \dot{C}_{\lambda}^{\downarrow}-\dot{C}_{\lambda}^{\uparrow}-\dot{C}_{\rho}^{\uparrow}-\dot{C}_{\sigma}^{\uparrow}-f_{\tau} C_{\tau} \tag{F.3d}
\end{align*}
$$

where $\left(C_{\lambda} ; C_{\rho} ; C_{\sigma} ; C_{\tau}\right)\left[\operatorname{kg}_{C}\right.$ plant $\left.^{-1}\right]$ are the leaf, root, sapwood, and storage biomass; $\left(\dot{C}_{\lambda}^{\uparrow} ; \dot{C}_{\rho}^{\uparrow} ; \dot{C}_{\sigma}^{\uparrow}\right)$ $\left[\mathrm{kg}_{\mathrm{C}}\right.$ plant $\left.^{-1} \mathrm{~s}^{-1}\right]$ is the allocation rates to leaves, root, and sapwood, respectively, $\left(f_{\lambda} ; f_{\rho} ; f_{\sigma} ; f_{\tau}\right)$ $\left[\mathrm{s}^{-1}\right.$ ] are the turnover rates of leaves, roots, sapwood, and storage, respectively; $\Delta C_{\pi}$ $\left[\mathrm{kg}_{\mathrm{C}}\right.$ plant $\left.^{-1} \mathrm{~s}^{-1}\right]$ is the individual-level daily net primary productivity (c.f. Eqn. 2.23); and $f_{\mathrm{LD}}$ is the fraction of carbon retained from active leaf drop as storage, currently assumed to be 0.5 .

The allocation to living tissues is proportional to the amount needed by each pool, and dependent on whether the plant carbon balance and environmental conditions are favourable for growing. First, let $\left(\Delta C_{\lambda}^{\star} ; \Delta C_{\rho}^{\star} ; \Delta C_{\sigma}^{\star}\right)\left[\mathrm{kg}_{C}\right.$ plant $\left.^{-1}\right]$ be the biomass needed to bring the plant living tissues on allometry:

$$
\begin{align*}
\Delta C_{\lambda}^{\star} & =\max \left[0, x_{\lambda}^{\star} C_{\lambda}^{\star}-C_{\lambda}\left(1-f_{\lambda} \Delta t_{\text {live }}\right)\right],  \tag{F.4a}\\
\Delta C_{\rho}^{\star} & =\max \left[0, C_{\rho}^{\star}-C_{\rho}\left(1-f_{\rho} \Delta t_{\text {live }}\right)\right],  \tag{F.4b}\\
\Delta C_{\sigma}^{\star} & =\max \left[0, C_{\sigma}^{\star}-C_{\sigma}\left(1-f_{\sigma} \Delta t_{\text {live }}\right)\right],  \tag{F.4c}\\
\Delta C_{\alpha}^{\star} & =\Delta C_{\lambda}^{\star}+\Delta C_{\rho}^{\star}+\Delta C_{\sigma}^{\star}, \tag{F.4d}
\end{align*}
$$

where $\Delta t_{\text {live }}$ is the phenology time step (c.f. Tab. 2.1). In addition, let $\mathcal{U}_{\text {Grow }}$ be variable that controls whether the plant should grow living tissues or not:

$$
\mathcal{U}_{\text {Grow }}=\left\{\begin{array}{ll}
0 & , \text { if } \Delta C_{\alpha}^{\star}=0, \dot{C}_{\lambda}^{\downarrow}>0, \text { or } C_{\tau}\left(1-f_{\tau} \Delta t_{\text {live }}\right)<-\Delta C_{\pi}  \tag{F.5}\\
\frac{1}{\Delta C_{\alpha}^{\star}} & , \text { otherwise }
\end{array} .\right.
$$

Growth rates of the individual tissues are then defined as:

$$
\begin{align*}
\dot{C}_{\lambda}^{\uparrow} & =\mathcal{U}_{\text {Grow }} \Delta C_{\lambda}^{\star} \min \left[\Delta C_{\alpha}^{\star}, C_{\tau}\left(1-f_{\tau}\right)+\Delta C_{\pi}\right],  \tag{F.6a}\\
\dot{C}_{\rho}^{\uparrow} & =\mathcal{U}_{\text {Grow }} \Delta C_{\rho}^{\star} \min \left[\Delta C_{\alpha}^{\star}, C_{\tau}\left(1-f_{\tau}\right)+\Delta C_{\pi}\right],  \tag{F.6b}\\
\dot{C}_{\sigma}^{\uparrow} & =\mathcal{U}_{\text {Grow }} \Delta C_{\sigma}^{\star} \min \left[\Delta C_{\alpha}^{\star}, C_{\tau}\left(1-f_{\tau}\right)+\Delta C_{\pi}\right] . \tag{F.6c}
\end{align*}
$$

Growth of structural tissues is calculated at the monthly time step ( $\Delta t_{\text {cohort }}$, Tab. 2.1), after the biomass of the living tissues have been updated.

$$
\frac{\mathrm{d} C_{\delta}}{\mathrm{d} t}= \begin{cases}\left(1-f_{\mathrm{Repro}}-f_{\mathrm{Store}}\right) \frac{C_{\tau}}{\Delta t_{\text {cohort }}} & , \text { if } \Delta C_{\alpha}^{\star}=0 \text { and } x_{\lambda}=1  \tag{F.7}\\ 0 & , \text { otherwise }\end{cases}
$$

where

$$
\begin{align*}
& f_{\text {Repro }}= \begin{cases}0.0 & , \text { if PFT is a tree and height is less than } 5 \mathrm{~m} . \\
1.0 & , \text { if PFT is a grass at maximum attainable height. } \\
0.3 & , \text { otherwise } .\end{cases}  \tag{F.8}\\
& f_{\text {Store }}=0.0 \tag{F.9}
\end{align*}
$$

where $f_{\text {Repro }}$ and $f_{\text {Store }}$ are the fractions of carbon storage that are devoted to reproduction and kept as storage, respectively. The values shown in Eqn. (F.8) and Eqn. (F.9) are the default fraction for all PFTs as of ED-2.2, but they are tuneable parameters.

## F. 3 Mortality rates

In ED-2.2 the change of demographic density is determined from the differential equation described in ED-1.0 (c.f. Moorcroft et al., 2001). Following Sheil and May (1996) notation, ED-2.2 mortality rates $\dot{\mu}_{n}$ correspond to the exponential mortality rate, but throughout this manuscript the native rates are converted to fraction rates for presentation purposes, since fraction rates are bounded. The conversion between exponential and fraction also comes from Sheil and May (1996) and is does not depend on time:

$$
\begin{equation*}
\dot{m}_{x}=1-\mathrm{e}^{-\dot{\mu}_{x}}, \tag{F.10}
\end{equation*}
$$

where $\dot{\mu}_{x}$ can be any type of mortality. Following Moorcroft et al. (2001), individual-based mortality rate of any cohort $m$ in a patch $i$ in ED-2.2 is the sum of four terms:

$$
\dot{\mu}_{n}=\underbrace{\dot{\mu}_{\mathrm{DI}_{m, i}}}_{\begin{array}{c}
\text { Ageing }  \tag{F.11}\\
\text { (Density independent) }
\end{array}}+\underbrace{\dot{\mu}_{\mathrm{DD}_{m, i}}}_{\begin{array}{c}
\text { Carbon starvation } \\
\text { (Density dependent) }
\end{array}}+\underbrace{\dot{\mu}_{\mathrm{CD}_{i}}}_{\text {Cold/Frost }}+\underbrace{\dot{\mu}_{\mathrm{FR}}}_{\text {Fire }}
$$

As in Moorcroft et al. (2001), density-independent mortality is the component attributable to ageing of the cohort, and it depends both on the typical tree fall disturbance rate $\lambda_{\mathrm{TF}}$ and the cohort wood density $\rho_{m}$ :

$$
\begin{equation*}
\dot{\mu}_{\mathrm{DI}_{m, i}}=\lambda_{\mathrm{TF}} \cdot\left[1+10.714 \cdot\left(1-\frac{\rho_{m, i}}{\rho_{\mathrm{LTR}}}\right)\right], \tag{F.12}
\end{equation*}
$$

where $\left(\rho_{\mathrm{ETR}} ; \rho_{\mathrm{MTR}} ; \rho_{\mathrm{LTR}}\right) \equiv(0.53 ; 0.71 ; 0.90) \mathrm{gcm}^{-3}$ are the wood densities for early-, mid-, and late-successional, tropical broadleaf trees, respectively. In the simulations shown in this work $\lambda_{\mathrm{TF}}=0.0111 \mathrm{yr}^{-1}$. Even though the original formulation is based on typical values found in the literature (c.f. Moorcroft et al., 2001), more recent studies suggest that the density independent is overestimating mortality. In Fig. F. 1 we observe that the density-independent mortality rate has similar magnitude as the prediction for most tropical sites, including GYF, which was calculated using the same methodology as Kraft et al. (2010) except that I used genus instead of taxonomic species ${ }^{1}$. Mortality rates, however, are overestimated for early and mid-successional trees. Although this introduces a bias in the mortality, the predicted values in ED-2.2 are still relatively low during the extreme drought conditions simulated in this work.

Mortality due to cold or frost is also determined through a phenomenological parameterization, being a linear function of the daily mean temperature of the canopy air space of patch $i\left(\bar{T}_{a, i, d}[\mathrm{~K}]\right)$, after Albani et al. (2006):
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Figure F.1: Comparison between the density independent mortality as a function of wood density in ED-2.2 and the fit obtained by different sites obtained by Kraft et al. (2010). A similar approach was used to determine the dependence on mortality on wood density at GYF, and the fit is also shown.

$$
\begin{equation*}
\dot{\mu}_{\mathrm{CD}_{i}}=\frac{1}{D_{\text {month }}} \sum_{d=1}^{D_{\text {month }}}\left\{3.0 \cdot \max \left[0, \min \left(1,1-\frac{\bar{T}_{a, i, d}-T_{F_{m}}}{5}\right)\right]\right\} \tag{F.13}
\end{equation*}
$$

where $T_{F_{m}}$ is a temperature threshold set to 275.65 K for all tropical plants, and $D_{\text {month }}$ is the number of days in the month.

Mortality due to fire in ED-2.2 follows the original implementation by Moorcroft et al. (2001), and assumes that while fire depends on local scale dryness, once it ignites, it can spread throughout the entire landscape, thus it must take multiple patches into account. First, let $\dot{\lambda}_{\mathrm{FR}}\left[\mathrm{s}^{-1}\right]$ be the disturbance rate associated to fires, defined as in Moorcroft et al. (2001):

$$
\begin{equation*}
\dot{\lambda}_{\mathrm{FR}}=\kappa_{\mathrm{FR}} \sum_{i=1}^{I} \sum_{m=1}^{M_{i}}\left(n_{m, i} C_{\mathrm{Ful}_{m, i}} Y_{i} \alpha_{i}\right), \tag{F.14}
\end{equation*}
$$

where $I$ is the number of patches, $M_{I}$ is the number of cohorts at patch $i, n_{m, i}\left[\mathrm{plantm}^{-2}\right]$ is the local demographic density $C_{\text {Fuel }_{m}}\left[\mathrm{~kg}_{\mathrm{C}}\right.$ plant $\left.^{-1}\right]$ is the amount of fuel associated with cohort $(m ; i), \mathscr{Y}_{i}$ is the binary ignition function, $\alpha_{i}$ is the relative area of patch $i$, and $\kappa_{\mathrm{FR}}=0.5 \mathrm{yr}^{-1}$ is a (tuneable)
parameter controlling intensity. The fuel is the total above-ground biomass:

$$
\begin{equation*}
C_{\mathrm{Fuel}_{m, i}}=C_{\lambda_{m, i}}+f_{\mathrm{AG}_{m, i}}\left(C_{\sigma_{m, i}}+C_{\delta_{m, i}}\right), \tag{F.15}
\end{equation*}
$$

where $C_{\lambda_{m, i}}, C_{\sigma_{m, i}}$ and $C_{\delta_{m, i}}\left[\mathrm{~kg}_{\mathrm{C}}\right.$ plant $\left.{ }^{-1}\right]$ are the biomass of leaves, sapwood and structural tissues, respectively, and $f_{\mathrm{AG}_{m, i}}$ is the fraction of the tissue that is above ground.

The ignition switch is defined in terms of the dryness of the environment. The original formulation by Moorcroft et al. (2001) used soil moisture to estimate dryness; while soil moisture has the advantage of capturing long term trends, the relative moisture is strongly dependent on the soil texture, which causes fires to occur preferably at sandy sites (or clayey sites if it were replaced by matric potential). To reduce the dependence on soil moisture, an optional threshold has been defined:

$$
\mathscr{S}_{i}= \begin{cases}1 & , \text { if } \frac{\int_{t-\Delta t}^{t} \mathrm{WD}_{i}(t) \mathrm{d} t}{\int_{t-\Delta t}^{t} \dot{W}_{\infty, e}(t) \mathrm{d} t}>\mathscr{Y}_{0}  \tag{F.16}\\ 0 & , \text { otherwise }\end{cases}
$$

where $\mathrm{WD}_{i}\left[\mathrm{~kg}_{\mathrm{W}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$ is the water deficit (rainfall minus evapotranspiration) at patch $i$, and $\dot{W}_{\infty, e}(t)\left[\mathrm{kg}_{\mathrm{W}} \mathrm{m}^{-2} \mathrm{~s}^{-1}\right]$ is the rainfall rate, both integrated over the period of one year. $\mathscr{Y}_{0}$ is a adjustable parameter, currently set to 0.45 .

Once the fire disturbance rate is determined, mortality rate can be determined from the definition of disturbance rate (c.f. Moorcroft et al., 2001):

$$
\begin{equation*}
\dot{\mu}_{\mathrm{FR}_{m, i}}=\ln \left[\frac{1}{\sigma_{\mathrm{FR}}+\left(1-\sigma_{\mathrm{FR}}\right) \mathrm{e}^{-\dot{\lambda}_{\mathrm{FR}}}}\right], \tag{F.17}
\end{equation*}
$$

where $\sigma_{\mathrm{FR}}$ is the fire survivorship, currently assumed to be zero for all PFTs.
Density-dependent mortality rate is called so because the ability of each plant to fix carbon is strongly influenced by the competition for resources with the other individuals next to it. Following Moorcroft et al. (2001), the original density-dependent mortality rate in ED-2.2 represents the effect of competition for light in a forest on survivorship, and is defined as:

$$
\begin{align*}
\dot{\mu}_{\mathrm{DD}_{n, p}}(t) & =\frac{\dot{\mu}_{\mathrm{DD}}^{\max }}{1+\exp \left(\alpha \cdot \bar{c}_{\star_{n, p}}(t)\right)},  \tag{F.18}\\
\dot{\mu}_{\mathrm{DD}}^{\max } & =\lim _{\bar{c}_{\star} \rightarrow-\infty} \dot{\mu}_{\mathrm{DD}}(t)  \tag{F.19}\\
\bar{c}_{\star_{n, p}}(t) & =\frac{c_{\star_{n, p}}(t)+11 \cdot \bar{c}_{\star_{n, p}}(t-\Delta t)}{12}, \tag{F.20}
\end{align*}
$$

where $\dot{\mu}_{\mathrm{DD}_{n, p}}(t)$ is the density-dependent mortality rate at time $t, \dot{\mu}_{\mathrm{DD}}^{\max }$ and $\alpha$ are PFT-dependent parameters, and $\bar{c}_{\star}$ is the running average of the relative carbon balance at monthly time step $\Delta t$, with typical memory time of one year. The relative carbon balance at time $t\left(c_{\star_{n, p}}(t)\right)$ was originally defined in terms of light availability, but the same principle can be applied to any limiting resource (r):

$$
\begin{equation*}
c_{\star_{r}}(t)=\frac{C_{\mathrm{B}}^{\text {actual }}(t)}{C_{\mathrm{B}_{r}}^{\max }(t)}, \tag{F.21}
\end{equation*}
$$

where $C_{\mathrm{B}}^{\text {actual }}$ is the actual accumulated carbon balance over the course of the previous month, and $C_{\mathrm{B}_{r}}^{\max }$ is the potential accumulated carbon balance if resource $r$ did not limit carbon uptake. In case of light, $C_{\mathrm{B}_{r}}^{\max }$ corresponds to the carbon balance the cohort would attain if it were not shaded by any other cohort, and in case of water, it corresponds to the carbon balance if soil moisture were always at porosity. The current implementation includes only light and moisture, although the idea can be extended to any limiting resource. Since the relative carbon balance decreases when the resource is not available, stress is inversely proportional to the relative carbon balance, hence the net relative carbon balance $c_{\star}$, or the sum of the stress due to all $R$ limitations can be written as:

$$
\begin{align*}
\frac{1}{c_{\star}-c_{\star_{\mathrm{ES}}}} & =\sum_{r=1}^{R}\left[\frac{\kappa_{r}}{c_{\star_{r}}-c_{\star_{\mathrm{ES}}}}\right]  \tag{F.22}\\
\sum_{r=1}^{R} \kappa_{r} & =1
\end{align*}
$$

where $\kappa_{r}$ are phenomenological parameters which scale the relative importance of each resource, and $c_{\star_{\mathrm{ES}}}$ correspond to the minimum carbon balance possible, below which mortality rate ap-


Figure F.2: Density-dependent mortality rate as a function of relative carbon balance associated with light and moisture. Mortality is presented in the exponential form, for $\kappa_{\text {(light) }}=0.8$ and $\kappa_{\text {(water) }}=0.2$.
proaches $\dot{\mu}_{\mathrm{DD}}^{\max }$. From Eqn. (F.19), $c_{\star_{\mathrm{ES}}}$ should be $-\infty$, however due to floating point truncation, the denominator of Eqn. (F.18) becomes 1 when the exponential term is less than the machine precision $\varepsilon=2^{-23}$, therefore we fix $c_{\star_{\mathrm{ES}}}$ to:

$$
\begin{equation*}
c_{\star_{\mathrm{ES}}} \stackrel{\text { def }}{=} \frac{\ln (\varepsilon)}{\alpha} . \tag{F.23}
\end{equation*}
$$

The functional form of the density dependent mortality rate as a function of relative carbon balance under light and moisture conditions is shown in Fig. F.2. One can observe that the multiple limitations act to accelerate mortality rates, and that mortality rates approach $100 \%$ once any of the resources become very limiting. In addition, because a higher weight was given to light, the mortality rates increase faster for this resource.

Because similar cohorts may be fused and cohorts may be split if their total leaf area is greater
than $1 \mathrm{~m}_{\text {leaf }}^{2} \mathrm{~m}^{-2}$, we must determine the previous demographic density of each cohort by integrating the exponential decay backwards in time. The plot-level exponential mortality rate in terms of demographic variable $x\left(\bar{\mu}_{x}\right)$ is determined by:

$$
\begin{equation*}
\left.\bar{\mu}_{X}\right|_{t-\Delta t} ^{t}=\frac{1}{\Delta t} \cdot \ln \left[\frac{\sum_{p=1}^{P} \sum_{n=1}^{N_{p}} x_{n, p}(t) \cdot \mathrm{e}^{{\mu_{n, p}}^{l_{t-\Delta t}^{t}} \Delta^{\Delta t} \cdot \alpha_{p}(t)}}{\sum_{p=1}^{P} \sum_{n}^{N_{p}} x_{n, p}(t) \cdot \alpha_{p}(t)}\right], \tag{F.24}
\end{equation*}
$$

where $x_{n, p}$ is the demographic variable (e.g. demographic density, above-ground biomass or basal area), and $\alpha_{p}$ is the relative area of the patch.

## F. 4 Mortality and growth rates by PFT and size class

In this section I compare the mortality and growth rates by the model with the observed rates for each plant functional type and size class at both sites. In general, one can observe from Fig. F. 3 through Fig. F. 8 that both mortality and growth rates tend to be more overestimated for early successional trees and for smaller classes.
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Figure F.3: Comparison between mortality rates from ED-2.2 and observations for early successional cohorts for (a) GYF and (b) S67, for drought deciduous simulations. Evergreen simulations had similar patterns and thus are not shown.


Figure F.4: Similar to Fig. F. 3 but for mid-successional cohorts.

Time


Figure F.5: Similar to Fig. F. 3 but for late-successional cohorts.


Figure F.6: Comparison between relative above-ground biomass growth rates from ED-2.2 and observations for early successional cohorts for (a) GYF and (b) S67, for drought deciduous simulations. Evergreen simulations had similar patterns and thus is not shown.


Figure F.7: Similar to Fig. F. 7 but for mid-successional cohorts.


Figure F.8: Similar to Fig. F. 7 but for late-successional cohorts.
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[^0]:    ${ }^{1}$ Throughout this text, units of variables will be shown between square brackets.

[^1]:    ${ }^{2}$ In this section, I assume that only the above-ground part of the cohort is an independent thermodynamic system; roots are assumed to be in thermal equilibrium with the soil layers, and having negligible heat capacity compared to the soil layers.

[^2]:    ${ }^{3}$ For upward radiation, the actual values are between $\pi / 2$ and $\pi$. The value, however, is equivalent to the downward hemisphere except for the sign, hence the negative sign at the left-hand side of Eqn. (2.41c).

[^3]:    ${ }^{4}$ Eddy diffusivities of enthalpy, moisture and $\mathrm{CO}_{2}$ are assumed to be the same as the buoyancy, a common assumption based on observations, according to Stull (1988).

[^4]:    ${ }^{5}$ For both forced and free convection, the Nusselt number is also a function of the Prandtl number Pr; however, for any given gas, the Prandtl number is independent of temperature, thus it is incorporated to the empirical coefficients.

[^5]:    ${ }^{6}$ Using $\mathrm{CO}_{2}$ at the intercellular space should be regarded as an approximation, since the photochemical reactions occur at the chloroplast (Sharkey et al., 2007; Lambers et al., 2008).

[^6]:    ${ }^{7}$ As shown in Fig. 2.7, this is different than the leaf specific humidity of intercepted water. For hypostomatous plants, evaporation and condensation at the leaf surface occurs on the opposite side where stomata are located.

[^7]:    ${ }^{8}$ Excluding photo-respiration.

[^8]:    ${ }^{1}$ Some sites from the Brazil Flux Network were excluded from the analysis: Fazenda Nossa Senhora (FNS) and Santarém km 77 (S77) were excluded because they were pastures and croplands; Caxiuanã (CAX) was rejected due to excessive number of gaps in most variables needed to drive ED-2.2; Bananal Island (BAN) was not included because no individual-level tree inventory from the region was available, although it was included in the long-term experiments (Sec. 3.2.2).

[^9]:    ${ }^{2}$ While model estimates were also discarded when $u^{\star} \sharp<u_{\text {min }}^{\star}$, they were used regardless of the $u^{\star}$ predicted by the model. As shown in Sec. 2.3.3, ED-2.2 does not account for lateral fluxes in the canopy air space, nor does it have a storage pool of $\mathrm{CO}_{2}$ in the soil or in the air above canopy and below the tower; therefore in the model Eqn. (2.22) is always equivalent to the sum of eddy covariance and change canopy air space storage

[^10]:    ${ }^{3}$ Given the coastal location of GYF and NAT, the centroid for these sites was moved 10 km south and west, respectively, to ensure enough points were sampled. Likewise, RJA centroid was shifted 10 km northeast due to its proximity to a large, heavily deforested area to the south and west of the tower.

[^11]:    ${ }^{4}$ In the skill diagram, the abscissa corresponds to the dimensionless bias ( $\hat{\mu}_{R}$, Eqn. 3.2a) and the ordinate corresponds to the coefficient of determination or modelling efficiency ( $R^{2}$, Eqn. 3.2b); concentric hemicircles are the relative root mean square error ( $\hat{\varepsilon}$, Eqn. 3.2c); and the distance to the target point $\left(\hat{\mu}_{R}=0 ; R^{2}=1\right.$ ) is inversely proportional to the model ability to predict the variable of interest.

[^12]:    ${ }^{5}$ Although only GPP is presented here, most biophysical and biogeochemical variables and fluxes have similar patterns.

[^13]:    ${ }^{6}$ Bowen ratio is defined as the ratio between the monthly mean averages of sensible and latent heat fluxes.

[^14]:    ${ }^{7}$ At PNZ, this is also true during the early part of the dry season, but as plants often shed all leaves during the later part of the dry season, thence evaporation from surfaces becomes the most relevant contribution. Nonetheless, the total water flux is generally very small (not shown).

[^15]:    ${ }^{8}$ The canopy evaporation-rainfall ratio was less than $1 \%$ in PDG

[^16]:    ${ }^{1}$ In ED-2.2 the concept of plant functional type is linked to plant traits as opposed to biome characteristics, similar to the plant strategical property (PSP) definition by van der Molen et al. (2011).

[^17]:    ${ }^{2}$ Only meteorological measurements were valid for 2001, and a major interruption in measurements occurred between 2006 and 2008 after the tower was damaged by a falling tree.

[^18]:    ${ }^{3}$ Both Quesada et al. and Rossato are based on RADAMBRASIL (de Negreiros et al., 2009).
    ${ }^{4}$ The aggregation was necessary for the analysis presented in Sec. 4.4.3.

[^19]:    ${ }^{5}$ This is also true at GYF (Fig. 4.12a,c), although the magnitudes are significantly smallers at the three axes).

[^20]:    ${ }^{6}$ Although this definition does not distinguish between drought and dry season, one can still assume that during a drought the length of the hydraulic stress period will be longer than the climatological dry season. In addition, the choice of 10 mm is arbitrary and aimed to reduce brief periods with lower rainfall to be categorized as droughts.

[^21]:    ${ }^{7}$ Even though rainfall data existed in Peru, Ecuador, Bolivia, Guyana, and Suriname, none of the stations there met both criteria.

[^22]:    ${ }^{8}$ The area along the Andes in Peru also shows high vulnerability, although this result is mostly due to the coarse resolution used, which tends to average regions with very different altitudes and on both sides of the Andes.

[^23]:    ${ }^{1}$ Geographic location was obtained from http://www.rainfor.org/en/map.

[^24]:    ${ }^{1}$ In this chapter, I follow the same notation and symbols as in Sec. 2.4.6.

[^25]:    ${ }^{2}$ The singularities associated with $F_{3}$ requires $c_{\chi} \geq c_{a}$ which can be only achieved with negative $\hat{g}_{W} \chi_{m}$ or $\dot{A}_{m}<$ $-\dot{D}_{m}$, and none of them are meaningful.

[^26]:    ${ }^{1}$ Throughout this chapter, I will present the PFT-specific parameters as vectors, always in this order.

[^27]:    ${ }^{1}$ The maximum radiation was estimated using the Weiss and Norman (1985) model.

[^28]:    ${ }^{2}$ The only exception is PDG, where storage was not measured. In this case, storage was assumed to be negligible.

[^29]:    ${ }^{1}$ Since new recruits were not identified taxonomically in S67, we did not perform this analysis for that site.

