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#### Abstract

Current curriculum initiatives (e.g. National Governors Association Center for Best Practices \& Council of Chief State School Officers, 2010) advocate that models be used in the mathematics classroom. However, despite their apparent promise, there comes a point when models break, a point in the mathematical problem space where the model cannot, or arguable should not, be used. In this work, we explore the breaking point of the chip model for integer subtraction and the area model for fraction addition. Breaking is inevitable - either because no one model is robust enough to be applicable in a very large problem space and/or because the modifications required to keep the model functioning weaken or even eliminate its benefits. While models are often intended to serve as visual illustrations or embodiments of a concept, adaptions at the model breaking point can turn model use into nothing more than executing the graphical analogue to a not-well-understood procedure. The act of identifying model breaking points illuminates the affordances and constraints of the model. This provides students a unique opportunity to discriminate across mathematical models to develop a meta-level understanding of the relationship between models and the mathematics those models are intended to support.
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## Model Breaking Points Conceptualized

The construction and interpretation of models plays a central role in the discipline of mathematics (Bruner, 1966; Cramer \& Wyberg, 2009; Dubinsky, 1991; Hiebert \& Carpenter, 1992; Kaput, 1989; Pape \& Tchoshanov, 2001; Sfard, 1991). In accordance, many educational reform documents advocate that models be used in the mathematics classroom to help students manage, explore, communicate, and interpret mathematical ideas and phenomena (National Council of Teachers of Mathematics, 2000). Implicit in these recommendations is the notion that mathematical models serve to make transparent mathematical concepts that often remain opaque in the conventional mathematical symbol system (Kilpatrick, Swafford, \& Findell, 2001; Panasuk \& Beyranevand, 2010; Vlassis, 2002). Too frequently, students use mathematical symbols in ways that violate the rules of mathematics, such as inappropriately adding a zero when multiplying by 10 (e.g., $2.5 \times 10=2.50$ ) or incorrectly simplify algebraic expressions (e.g., $\mathrm{a} * \mathrm{a}+3=2 \mathrm{a}+3$ ). Over the last $30+$ years, various models have been employed to support student reasoning of mathematics symbols as well as the concepts those symbols are intended to represent (Collins \& Ferguson, 1993; Koedinger, Alibali, \& Nathan, 2008; McNeil \& Jarvin, 2007; Moyer, 2001).

We use the term mathematical model (i.e. model) to refer to "material, visual sketches, paradigmatic situations, schemes, diagrams, and even symbols" that help students manage, document, communicate, or interpret mathematical ideas and phenomena (Van den HeuvelPanhuizen, 2003, p. 13). For the purposes of this work, we make no distinction between models and representations. Furthermore, our use of these terms is not intended to capture mental models or internal representations, which are thought to be abstractions of mathematical concepts that exist in the mind (Battista, 1994; Greeno, 1991; Johnson-Laird, 1983, 1998). Rather, we are
interested in manifestations of mathematical concepts that exist in the environment and "act as stimuli on the senses" to help one understand those concepts (Janvier, Girardon, \& Morand, 1993, p. 81).

Models can be used in a variety of ways. One common distinction is made between constructed models, where students build models (e.g., drawings and pictures) in order to make sense of mathematical problems, and presented models, the more common practice of presenting students with pre-constructed models in order to highlight for them certain mathematical concepts and procedures (Friel, Curcio, \& Bright, 2001). Our focus here is on the latter. A further complexity concerns the term "modeling," which is typically used to refer to the act of constructing functions to model or represent particular situations, fitting models to data, and using the model to interpret, analyze, and generalize from data (Doerr \& English, 2003; Jonassen \& Strobel, 2006; Mousoulides, Christou, \& Sriraman, 2008; National Governors Association Association \& Council of Chief State School Officers, 2010; Schwarz \& White, 2005; VanLehn, 2013; Zbiek \& Conner, 2006). Although it is an important mathematical practice that can allow students to reason with data in real context, "modeling" falls outside the scope of this paper. Our interest is on the increasingly prevalent use of presented models for illustrating mathematical concepts and procedures; examples of presented models include algebra tiles for exploring the domain of algebra equation solving, geoboards for investigating the geometric relationships between area and perimeter, and tree diagrams for working with probability problems.

Despite their apparent promise, it is clear that models have both affordances and constraints for supporting student reasoning (e.g., Kamii, Lewis, \& Kirkland, 2001). In particular, while a model may be helpful in working with a class of mathematics problems, there comes a point (e.g., as problems become more complex) where the model is no longer applicable
or useful. We refer to this point as the model breaking point. Consider the common use of circles as a way to illustrate fractions. While it is quite easy to use circles for representing fractions with certain denominators (e.g., powers of 2), it is considerably more difficult to use circles for fractions with denominators such as 7 or 9 . Furthermore, circles (and perhaps any other model) are not useful at all for representing fractions with very large denominators such as 19 and 50 . Clearly the utility of circles for illustrating fractions diminishes and even ends at some point; this is the breaking point of the model.

More generally, models are typically developed for a predefined target problem space (see for example Even, 1998; Peled \& Carraher, 2007; Scher \& Goldenberg, 2001; Schnepp \& Nemirovsky, 2001; Schoenfeld, 1986). As we begin to see the value of a model in supporting student reasoning of the mathematics, we attempt to extend the target problem space in natural ways where we might expect the model would still hold. As another example, consider models for positive integer addition (e.g., objects that can be counted), which can support students' thinking as they move from counting to more sophisticated addition strategies. If a model appears effective at helping students see the relationship between quantity and the operation of addition, then it seems natural to extend the use of this model. Can the same model be used to support students' thinking about positive integer subtraction? For (positive and negative) integer addition and subtraction more generally? For non-integral addition and subtraction? For multiplication and division? As with the circle example, it seems straightforward that in the act of applying the model to an extended problem space, it is inevitable that the model breaks. In other words, there comes a point at which the model must either be adapted for the new problem space or it must be abandoned.

We are aware that one could argue that this point - that all models inevitably break - is obvious: It is clearly inadvisable or even impossible to try to use circles to illustrate fractions with extremely large denominators (e.g., 10,000) or to use counting objects for exploring topics in Calculus. Clearly there comes a point where a model is no longer suitable, reasonable, or the best choice to represent a task. But for a given model, is it possible to identify exactly where this point arises? Our interest here is in exploring where models begin to break - where adaptions to the model may appear necessary to allow the model to continue to be usable with an extended problem space. What types of adaptation to the model preserve the intended illustrative goals of the model and its connection to the mathematics? What types of adaptations move the model (perhaps unintentionally) away from the mathematical ideas that lie at the core of the utility of the model? We show in this paper that models typically break long before the obvious breaking point alluded to above - that models are routinely adapted to extend their usefulness but in ways that lessen or even eliminate their power in illustrating mathematical concepts.

As a way to explore model breaking points, we focus here on two mathematical models the chip model for integer addition and subtraction, and the area model for fraction addition. We focus on the chip and area models due in part on their prevalence in many middle and elementary mathematics curricula in the US (e.g., Everyday Mathematics (Bell, Bell, Bretzlauf, Dillard, \& Hartfield, 2007); Impact Mathematics (Courses 1 \& 2) (Education Development Center, 2009)) as well as because the mathematical content areas of integer and fraction operations are a persistent source of student difficulty, and are key building blocks for later mathematics development (Carpenter, Franke, \& Levi, 2003; Kaput, Carraher, \& Blanton, 2008; Knuth, Alibali, Hattikudur, McNeil, \& Stephens, 2008).

In the two sections to follow, we explore the chip model and the area model, with special consideration of the breaking point, including potentially productive and counter-productive adaptations, of these models. We then discuss model breaking points more generally, with particular interest in how to leverage the construct of model breaking points in the mathematics classroom.

## Chip Model for Integer Operations

Many models have been used to try to help students better conceptualize negative numbers and operations with integers (Kilpatrick et al., 2001). Some models are situational, where discrete objects are not integral to the use of the model, including positive and negative thinking (Petrella, 2001; Whitacre et al., 2012); balloons and sandbags (Reeves \& Webb, 2004); debts and assets (Ball, 1993; Gregg \& Gregg, 2007); net worth (Stephan \& Akyuz, 2012; Stephan, 2009); rewards and punishments (Shore, 2005); elevators (Ball, 1993) and temperature (Altiparmak \& Özdoğan, 2010). Other models for working with integers rely upon discrete objects such as counters (Liebeck, 1990) or colored chips (Flores, 2008; Lappan, Fey, Fitzgerald, Friel, \& Phillips, 2006).

We focus here on the colored chips, better known as the chip model. As it is typically used, the chip model uses two distinct objects, such as black chips and red chips, to represent positive and negative numbers, respectively. When using the chips to model integer operations, addition is conceived as combining objects while subtraction is most often interpreted as taking away objects. To consider how the chip model can be used to model integer subtraction, it is useful to specify the full range of problem types that fall within the domain of integer addition and subtraction (see Table 1). For both addition and subtraction problems, there are six types of problems, depending on the signs (positive or negative) of the two quantities in the problem and
the relative magnitude of each. Note that in addition problems, both quantities are referred to as addends, while in subtraction problems, the quantity from which another is subtracted is called the minuend while the quantity being subtracted is called the subtrahend. In the following paragraphs, we consider how the chip model can be used for exploring each of these six problem types, in service of our larger goal of considering when and why this model might break for integer subtraction.

## INSERT TABLE 1 HERE

First, consider the first four types of addition problems, A-1, A-2, A-3, and A-4. In order to accurately and faithfully depict the mathematics of integer operations for these problem types, it is necessary to stipulate only one rule that maps the mathematics to the chips - namely, that each black and red chip represents the same absolute quantity - typically one black chip is the quantity 1 and one red chip is the quantity ${ }^{-1}$. With this rule, addition problems of both types are relatively straightforward with the chips. To add $5+3$ (A-1), which is modeled with 5 black chips added to 3 black chips, one merely combines the chips to result in a collection of 8 black chips, which represents the quantity 8 . Similarly, to add ${ }^{-} 5+{ }^{-} 3$ (A-2), one merely combines 5 red chips with 3 red chips to yield 8 red chips, which represents the quantity of ${ }^{-} 8$. (The reasoning for the use of the model in types A-3 and A-4 is identical.) Note that in these types of addition problems, the use of the model is quite consistent with how students typically think about addition with whole numbers and also how addition is modeled with other types of concrete objects, where the quantity that a collection of concrete objects represents is merely the number of objects in the collection.

Using the chip model for subtraction problem types S-1 and S-2 is identical to what was described for the first four types of addition problems, in that only the rule described above - that
each black and red chip represents the same absolute quantity - is needed. To subtract $5-3$, one merely takes away 3 black chips from the collection of 5 black chips, leaving 2 black chips, which represents the quantity of 2 . Similarly, to subtract ${ }^{-5} 5-{ }^{-3}$, one takes away 3 red chips from the collection of 5 red chips, leaving 2 red chips, which represents the quantity of ${ }^{-2}$. Again, it is important to note that for these two subtraction problem types, the relationship between the chips in a collection and the quantity that the chips represents is straightforward - the quantity is merely the number of chips in the collection.

However, it quickly becomes clear that this mapping between the model and the mathematics - the quantity that a collection represents is the number of chips in the collection is not always true. Consider problem type A-5, $5+{ }^{-} 3$. To add $5+{ }^{-} 3$, one begins with 5 black chips and 3 red chips and then combines these chips into a collection. But what quantity does a collection of 5 black chips and 3 red chips represent? As above, students' prior experience might suggest that a collection of 5 black chips and 3 red chips represents the quantity 8 (as there are 8 objects in the collection). Thus, in order to correctly interpret this collection of chips as a quantity, it is necessary to identify a relationship between black and red chips - e.g., how black and red chips can be combined. Thus a second rule that maps the mathematics to the chips is required - namely, that when a black chip is paired with a red chip, the two chips 'cancel', in the same way that when the quantities 1 and ${ }^{-1}$ are combined, the result is zero. Thus, in the collection of 5 black chips and 3 red chips, we can now pair the 3 red chips with 3 black chips. These three 'zero pairs' are then removed from the collection, leaving only 2 black chips, representing a quantity of 2 . Similarly, to add ${ }^{-} 5+3$ (A-6), one begins with 5 red chips and 3 black chips. Then each of the 3 black chips is paired with 3 red chips. These three zero pairs are removed from the collection, leaving 2 red chips, representing the quantity of ${ }^{-} 2$.

Note that for this second rule, there is nothing inherent in the use of chips that suggests its need. If one considers how chips are used in the game of checkers, for example, different colored chips represent two teams playing against each other. In checkers, the chips have no value and different colored chips do not combine to cancel each other out. (A similar point could be made using games other than checkers, including Reversi and the Chinese game of Go - both of which use similar looking chips in ways that are different than checkers.) Inevitably there is a duality in the use of chips (McNeil \& Jarvin, 2007; McNeil, Uttal, Jarvin, \& Sternberg, 2009; Uttal, O'Doherty, Newland, Hand, \& DeLoache, 2009), in that the same model is used in different ways, depending on whether one is playing a game or doing mathematics. This duality makes the second rule discussed above necessary in order to make the chip model align with the mathematics that the model is supposed to represent and illuminate; "... a given manipulative needs to be represented not only as an object in its own right, but also as a symbol of a mathematical concept or procedure" (McNeil \& Jarvin, 2007, p. 313). Students may face initial confusion in learning to use the chips in (for them, new) ways that model mathematics. Yet, the affordances of using the model in allowing students to employ their previous experiences with discrete objects and whole numbers, along with the straight-forward application of two basic rules described above, has been shown to foster students' mathematical understanding of particular integer operations (Bolyard \& Moyer-Packenham, 2012; Flores, 2008). The inclusion of the second rule - that one black and one red chip 'cancel' - is an adaption of the chip model in order to allow the model to be used with an expanded problem space.

However, using the chips to model the remaining subtraction problem types requires further adaptation of the chip model, to the point where one might wonder whether a breaking point has been reached. Consider problem type S-3, $3-5$. We begin with a collection of 3 black
chips, and the problem indicates that we should take away 5 black chips from the collection. Yet there are not enough black chips in the collection - only 3 are present. How can the model be applied to this situation? What adaption of the model is required?

Guidance can be found if we look to other kinds of mathematical problems outside of the chip model. When learning how to perform subtraction problems such as $14-9$, students are introduced to a strategy commonly called regrouping that is tightly linked to the important mathematical concept of place value. Within the base-10 system, the number 14 is composed of one 'ten' and 4 'units,' while the number 9 is 9 units. When we try to subtract $14-9$, we appear to be faced with an impasse: since 14 seems to have only 4 units, how can we subtract 9 units? But instead of thinking of 14 as one ten and 4 units, we can rename it as 14 units (where 1 ten is renamed or regrouped as 10 ones), and this allows us to subtract 9 units from 14 units to obtain an answer of 5 units. (This strategy is called 'borrowing' by some, yet regrouping is the more standard term at present, as a way to emphasize the conceptual nature of the number renaming.) Counting strategies that students have previously used for problems such as 14 - 3 may not work when applied to problems such as $14-9$; regrouping allows for consideration of these new problem types.

A similar situation can be observed within the chip model. As noted above, the chip model appears to break when used in problems such as 3 - 5, because the collection (of 3 black chips) does not include 5 black chips to take away. However, if a regrouping strategy is applied, 3 can be renamed so as to introduce the necessary chips to then perform the subtraction. Note that 3 can be renamed in many ways, including $\left(4+{ }^{-} 1\right),\left(5+{ }^{-} 2\right),\left(6+{ }^{-} 3\right)$, etc. If 3 is renamed in a way that insures that at least 5 black chips are available to be subtracted, then the renaming will allow the model to be used for this problem. Rewriting 3 as ( $4+^{-} 1$ ), which changes the problem
from $3-5$ to ( $4+{ }^{-} 1$ ) - 5 does not accomplish this goal, as only 4 black chips (and 1 red chip) are in the collection - it is still not possible to subtract 5 black chips. But if 3 is renamed as ( $5+^{-}$ 2), changing the problem to $\left(5+{ }^{-} 2\right)-5$, the model holds, as illustrated in Figure 1, with a solution of ${ }^{-} 2$.

## INSERT FIGURE 1 HERE

This strategy of renaming is the key that enables the chip model to be applicable on all of the remaining types of subtraction problems. For ${ }^{-} 3-{ }^{-5}$ (S-4), we cannot take away 5 red chips, since the collection only contains 3 red chips. However, if we rename ${ }^{-3}$ as $(-5+2)$, the problem becomes $(-5+2)-{ }^{-} 5$ and it is possible to take away 5 red chips. Similarly, for $5-{ }^{-} 3(S-5)$, it is not possible to take away 3 red chips from a collection that only includes 5 black chips. But if 5 is renamed as $\left(8+{ }^{-} 3\right)$, transforming the problem to $\left(8+{ }^{-} 3\right)-{ }^{-} 3$, we can take away 3 red chips, leaving 8 black chips. Finally, for ${ }^{-} 5-3$ (S-6), although we cannot take away 3 black chips from a collection that only includes 5 red chips, we can rename ${ }^{-} 5$ as $(-8+3)$. The resulting problem, $(-8+3)-3$ allows us to use the model to obtain a solution of ${ }^{-} 8$.

Although the preceding discussion illustrates how the chip model can be used to model all types of integer addition and subtraction problems, doing so required two adaptations of the model. Recall that in its most basic form, the chip model only needed to share features with models using other discrete objects that could be counted; this basic chip model allowed for the representation of problems such as $5+3$ or ${ }^{-5} 5+{ }^{-} 3$. But two new model rules were subsequently required for more complicated problems. The first dealt with the situation where a collection contained both red and black chips (e.g., in the problem $5+{ }^{-}$); mapping such a mixed collection to a quantity required the invention of zero pairs, where an equal number of red and black chips cancel each other out. The second dealt with the situation where there were insufficient chips to
perform a given subtraction, such as in the problem $3-5$. Using chips to model this kind of problem required a regrouping or renaming of the minuend in a way such that there were enough chips in the collection to subtract.

We propose that the first modification can be construed as an attempt to adapt the model to better align with the mathematics, thus preserving the relationship between the model and the mathematics, and not representing a breaking point of the model. However, the second modification is an attempt to rescue the model - to adapt it in a way that reaches beyond the natural relationship with the mathematics - thus representing a breaking point. In other words, the chip model breaks when used with subtraction problems of types S-3, S-4, S-5, and S-6.

To understand this breaking point more clearly, we discuss two ways the chip model breaks for these problems. First, the renaming that is necessary to make the model work is not linked to important mathematical concepts. The renaming is rather a trick that enables students to complete the problem. This represents the short-term goal of using the chips with the problem rather than the larger goal of illuminating important mathematics. For instance, in the 14 - 9 example used above, we talked about renaming as changing 1 ten and 4 ones as 14 ones. This type of renaming or regrouping enables us to do the problem but also reinforces key mathematical ideas around place value and our base-ten number system. On the other hand, the renaming that is necessary for using the chip model for the problem $14-9$ would involve renaming 14 as $5+9$, thus changing the problem to $(5+9)-9$. Although this latter renaming is mathematically valid, it has no conceptual purpose and is solely concerned with restructuring a specific problem in order for the model to be applicable.

The second way the model breaks is that the renaming necessary draws upon exactly the same knowledge that the model is supposed to illustrate - if a student can regroup in the way
necessary to employ the chips, then we argue the student no longer needs the model. For example, students need to know that 3 can be renamed as $5+{ }^{-} 2$ in order to model the problem 3 -5 . If a student knows that $5+{ }^{-} 2$ is 3 without using the model, then is the model necessary for the student to determine $3-5$ ?

Our analysis suggests that the chip model breaks for subtraction problem types S-3, S-4, S-5, and S-6; we believe that the identification of when (in the problem space) and why this model breaks is significant. These problems in which the chip model breaks leads us to very important features of the learning landscape for integer subtraction. Students' conception of subtraction as taking away is challenged by the fact that there is not enough to take away, which is exactly the place where students are likely to struggle with integer subtraction. This conceptual hurdle is thus the precise location where a good model is needed to facilitate student understanding. Further, these types of subtraction problems are arguably the exact problems that this model was designed to illuminate. Unfortunately, the adaptations necessary to enable the model to function with these problems signals the model's inadequacies. The model breaks when we attempt to apply it to particular subtraction problems, and adaptations only serve to extend the applicability of the model but fail to provide conceptual support for students, which is perhaps the chief aim of the model in the first place.

We now move to area models for fraction addition, with the goal of a similar analysis about when and why this model breaks.

## Area Model for Fraction Addition

Area models are often used to support student understand of fractions (Corwin, Russell, \& Tierney, 1991; Empson, 1999; Hecht \& Vagi, 2012; Hunting, Davis, \& Pearn, 1996; Kong, 2005; Saenz-Ludlow, 1994; Streefland, 1993; Tzur, 1999). An area model is a visual depiction of
area (generally in the shape of a rectangle) that highlights the part-whole relationship of a fraction. For example, an area model that depicts the fraction $\frac{1}{4}$ would show a rectangle (the 'whole'), divided into four equal parts, with one of the parts shaded. In order for students to accurately construct and/or interpret an area model, they must know that the denominator of the depicted fraction represents the total number of equal size parts that make up the whole, while the numerator represents the number of shaded parts within that whole. Research shows that students are quite adept at correctly constructing area models of a given proper fraction and correctly interpreting a canonical area models to arrive a fraction (NAEP, 2009; Saxe, Taylor, McIntosh, \& Gearhart, 2005).

Here we explore the use of area models for fraction addition. Although area models were introduced initially to support students’ meaning about fractions (especially to illuminate the part-whole nature of fractions), this model is also increasingly used with fraction operations (Mix, Levine, \& Huttenlocher, 1999; Olive, 1999). What are the conditions or rules under which this model is effective at supporting student understanding of fraction addition? At what point does the model begin to lose its effectiveness in illuminating key concepts related to fraction addition? In other words, at what point does the model break, and why?

As above, we begin our examination of area models for fraction addition by identifying salient aspects of the problem space. Although there are many ways that the landscape of fraction addition problems could be parsed, of interest here is the distinction between fraction addition problems where (a) both addends are between 0 and 1 , such as $\frac{1}{6}+\frac{1}{4}$, and (b) one or both addends are larger than 1 , such as $\frac{1}{3}+\frac{3}{2}$ or $\frac{7}{4}+\frac{5}{3}$.

First, consider how one might represent fractions where both addends are between 0 and 1 using an area model. We can assume that representing $\frac{1}{4}$ and $\frac{1}{6}$ as individual fractions using an area model would be straightforward to a student who has some familiarity with area models. But how can the model be used to support understanding of the process of adding two fractions? Nothing in students’ prior experience depicting individual fractions as area models provides guidance about acceptable and unacceptable ways of using area models for fraction addition. It is, therefore, conceivable that students might combine the two individual models for $\frac{1}{4}$ and $\frac{1}{6}$ as shown in Figure 2, as this is how discrete objects (including the chips described above) are typically combined. Furthermore, there is nothing inherent to the area model that would suggest to students that the size of the area model whole must be equal for the two given fractions; as a result, a student might depict $\frac{\mathbf{1}}{\mathbf{4}}$ and $\frac{\mathbf{1}}{\mathbf{6}}$ with different size wholes and then combine them, as shown in the bottom panel of Figure 2.

## INSERT FIGURE 2 HERE

Although perhaps intuitive, neither of these ways of using area models for fraction addition is correct. Why? When symbolically adding fractions, two important conceptual considerations are required. First, a key concept that is integral to fraction addition and depicted in the model is the preservation of the unit whole. When performing fraction addition symbolically, the unit whole is implicit; we do not write, $\frac{1}{4}$ (of one) $+\frac{1}{6}$ (of one) $=\frac{5}{12}$ (of one). Yet within the model and graphically, the unit whole is visually apparent. Therefore, when using area models for fraction addition, care must be taken to insure that both wholes are the same size. Second, in order to add two fractions together, the parts of each of the fractions should
be the same size. Having equal size parts across the two area modes ensures correct construction and interpretation of the final area model. That is not to say that one cannot arrive at correct solution to using different size parts, but the task becomes significantly more difficult, particularly as the relative size of the parts becomes smaller and the parts do not share a multiplicative relationship with one another (e.g., $\frac{1}{2}+\frac{1}{4}$ versus $\frac{1}{8}+\frac{1}{9}$ ). Thus, in order for the area model to provide a mathematically accurate depiction of fraction addition, both of these requirements must be met visually: $\frac{1}{4}$ and $\frac{1}{6}$ should be depicted with rectangles that are the same size, and before adding, the parts of each of the wholes should be the same size.

In terms of the use of the model, constructing fractions with wholes that are the same size is straightforward. But it is this second consideration that provides the greatest challenge to the model. What does it mean for the parts to be the same size, given that $\frac{1}{4}$ of a whole is bigger than $\frac{1}{6}$ of the same whole? Using the model, how can two fractions with different sized parts be changed so that they have the same sized parts?

Consideration of a simpler case of fraction addition helps make this more apparent. In Figure 3, below, a model for adding $\frac{1}{4}+\frac{1}{2}$ is shown. By splitting the one shaded and one unshaded parts of $\frac{1}{2}$ into two equal pieces, we then create models for $\frac{1}{4}$ and $\frac{1}{2}$ with the same size parts, which can then be added to yield $\frac{3}{4}$.

Thus, to successfully model fraction addition using this model, one must (1) first create wholes that are the same size, then (2) each fraction must be transformed such that both fractions have pieces that are the same size, and then finally (3) fractions can be added by moving the shaded parts of one area model into the non-shaded parts in the other area model. It is important to note that there is nothing inherent to the area model itself that identifies this procedure for how to use the model to depict fraction addition - the procedure has been invented so that area models behave (and yield the same answer) as symbolic computation of fractions.

Returning to the case of $\frac{1}{4}+\frac{1}{6}$, consider how one might use the model to address the challenge of constructing equal size parts across the area model depicting $\frac{1}{4}$ and the area model depicting $\frac{\mathbf{1}}{\mathbf{6}}$. The model does not provide guidance on how to create equal size pieces from fourths and sixths. Techniques that might be intuitive or visually executable within the model, such as repeatedly partitioning parts into halves (e.g., 4ths into 8ths into 16ths; 6ths into 12ths into 24ths) would, for this problem, only work for very tiny parts (48ths), and more generally would often not be fruitful at all. But perhaps through trial and error outside of the model (e.g., not using the model at all but thinking symbolically about the least common multiple of 4 and 6), one might arrive at the construction given in Figure 4. Here the fourths in the $\frac{1}{4}$ area model are each equally partitioned into thirds and the sixths in the $\frac{1}{6}$ area model are each equally partitioned into halves resulting in two area models with 12 equal size parts. At this point the shaded parts from one area model can be moved into the non-shaded parts of the other to arrive at the correct sum of $\frac{5}{12}$.

## INSERT FIGURE 4 HERE

As we expand the problem space to include fractions greater than one, it becomes clear that the procedures for performing fraction addition in the model become considerably more complex, and the task of using area models for fraction addition increasingly tedious. Consider the problem $\frac{1}{4}+\frac{3}{2}$, given in Figure 5. First, the requirement about preserving the whole must be accomplished with three area models instead of two, as three rectangles are needed to represent the two given fractions (since $\frac{3}{2}$ is greater than one whole). And again, the size of the area model whole for each must be the same (see Figure 5, top panel). Second, the requirement of equal sized parts must also be accomplished with three area models instead of two. This could be done by partitioning each of the halves in the two area models depicting $\frac{3}{2}$ into 2 equal size parts to arrive at 4 equal size parts across all three area models (see Figure 5, middle panel). Alternatively, the student could partition each of the fourths into 2 equal parts and each of the halves into 4 equal parts result in a total of 8 equal size parts across the three area models. Both techniques lead to a correct sum. Third, once there are three equal size area models with equal number of equal size parts, the shading must be moved between the two area models depicting fractions less than one, leaving the completely filled area model intact (see Figure 5, bottom panel). As a final step, student must interpret the two shaded area model to arrive at $\mathbf{1} \frac{3}{4}$ or $\frac{7}{4}$.

## INSERT FIGURE 5 HERE

As we move from the problem space involving fractions less than one to the problem space involving fractions greater than one, it is clear that the procedure for using area models for fraction addition are made more complex. The increase in complexity is tied explicitly to the
condition that the unit whole must be preserved when using area model for fraction addition. As noted above, this condition plays a central role in the perceived benefits of the area model, in that preserving the unit whole is both a core concept related to fraction addition and also visually integral to the use of the model. Yet as the problem space for fraction addition expands, this requirement becomes less a reminder about the conceptual basis for fraction addition and more of a procedural hurdle to successful computation. As shown in the above example, when dealing with fractions greater than one, an additional area model is needed. (When both fractions are greater than one, or even when one or more of the fractions is much greater than one (e.g., $\frac{9}{4}$ ), even more rectangles are needed, making the task even more complex or tedious.) Executing the procedure for working within the model becomes more and more tedious, which also increases the likelihood of error. The model loses its value in illuminating important conceptual ideas related to fraction addition and instead is a computational device, where one can arrive at the sum of two fractions by carefully following the steps of an intricate procedure.

Our contention is that, as the problem space expands, the area model for fraction addition breaks. The model no longer becomes useful, especially for fraction addends greater than one, for two reasons. First, as fraction addition problems become more complex, it is necessary to do more and more computational work outside of the model to enable one to use the model. For example, determining the least common multiple of two denominators is a task that would need to be done symbolically without the model, so that the correct drawing within the model could be completed. The model provides no support for this computation, except in some special circumstances such as addition of fractions with denominators that are multiples of each other.

Second, and especially when working with fractions greater than one, the procedural steps required to model fraction addition are sufficiently complex and tedious that likely little
attention is paid to the visually depiction of important concepts in the model such as equal size whole and pieces. A central benefit of the model is that it visually depicts key concepts, in essence keeping these important mathematical ideas present and active during the fraction addition process. Preserving the whole, and obtaining equal sized parts prior to adding, are two important principles underlying fraction addition; the area model formalizes these principles into its procedure for fraction addition. Yet as using the model because increasing tedious and complex, it seems unlikely that students attend to these conceptual principles - their full attention is required for merely completing the computation. In fact, as the problem space expands, it is arguably easier to do the computation without the model, using only symbols. If computation with an area model involves execution of the steps of a procedure, and if (for certain problems) these procedural steps are comparable in terms of complexity to the procedural steps of the symbolic calculation, then why would using the model procedure for fraction addition be preferable to using the symbolic computation procedure? When the complexity of the model procedure approaches and exceeds the complexity of the symbolic procedure, this seems to be an indicator that the model has broken.

## Discussion

In our analysis of the chip model for integer operations and the area model for fraction addition, we sought to understand when and why the models break. With the chip model, we identified a range of problem types involving subtraction of integers where we argued that the model breaks. This breaking point is evident when significant adaptations were required to keep the model functional - adaptations that did not reinforce the key concepts that the model sought to illuminate. Similarly, with the model for fraction addition, we also identified a range of problem types where the model breaks. At this breaking point, we found that the procedures
required to use the model became overly complex, lost focus on conceptual underpinnings, and were tedious. In both of these models, our identification of the breaking point helped us learn about the affordances and constraints of these models for supporting students' reasoning about fraction addition and integer operations.

In addition, our analysis also raised broad questions about the value of models in general. In particular, precisely what is the added value of a model, and how do adaptations of the model improve or impede its added value for student learning? Is the value of a model in its ability to help students understand key mathematical concepts that conventional math notation fails to make salient (Kilpatrick et al., 2001; Panasuk \& Beyranevand, 2010; Vlassis, 2002)? With fraction addition, perhaps the area model highlights the importance of preserving the unit whole and adding only same-size pieces - both of which are not especially evident in the symbolic procedure. Alternatively (or in addition), perhaps the value of a model is to enable students to discover procedures for working with the conventional mathematical notation. With integer operations, perhaps because the chip model requires students to rename integers in several ways, this helps prepare students to work more accurately and efficiently with symbolic operations on integers. Our reading of the literature indicates insufficient attention to a careful articulation of the goals for particular models, and our examination of model breaking points provided an opportunity for us to engage with this issue.

There appears to be a general and often unstated assumption that models are a useful and important means for supporting student understanding of mathematical concepts (McNeil \& Jarvin, 2007; Moyer, 2001). However, our analysis demonstrates a considerably more complex picture of how and when models can support conceptual knowledge growth in students. It appears that the mathematical concepts supported by a model can be obscured or even lost
entirely in the act of using the model to arrive at an answer to computational mathematics problem. Furthermore, as the problem space is made more complex, the rules that guide the use of the model can become disconnected from the underlying mathematics and the procedures for making the model fit the mathematics can at times become more cumbersome than the procedures of the symbolic algorithm. These are all instances in which we believe a model breaks. If models are intended to serve as visual illustrations or embodiments of a concept, adaptions at the model breaking point can turn model use into nothing more than executing the graphical analogue to a not-well-understood procedure. Before they break, models can be illustrative of important ideas; after they break, models merely become a (non-symbolic) computational device.

One reaction to our analyses, particularly our claims that the chip model for integer operations and the area model for fraction addition break, might be to suggest that other, alternative models for these content areas be used (Altiparmak \& Özdoğan, 2010; Ball, 1993; Gregg \& Gregg, 2007; Ni, 2000; Reeves \& Webb, 2004; Saxe et al., 2005; Stephan \& Akyuz, 2012). If these models are inadequate, perhaps others can be chosen or developed that work better. While it may be true that other models can be used for these content areas, selection of alternative models does not offer an escape from the reality that all models require adaptations that may lead them to eventually break. For example, even in the real life context of debt and credit, which has been shown to help improve students' understanding of integers and integer operations (Stephan \& Akyuz, 2012) the idea of removing more debt than one has (e.g., ${ }^{-} 3-{ }^{-} 5$ ) does not make sense in terms of the model and thus the real life context must be suspended in order to perform the operation. Breaking is inevitable - either because no one model is robust enough to be applicable in a very large problem space and/or because the adaptations required to
keep the model functioning weaken or even eliminate its benefits. Therefore, even if another, alternative model is applicable for a wider variety of problem types in a given content area, students will still eventually need to grapple with the alternative model's breaking point. Thus, with respect to the larger issue of model breaking points, we believe that it is not a question of if they break, but when.

But if all models eventually break and students need to pay attention to when and why this happens, one might reasonably ask whether models should be used for mathematics instruction at all. Does the benefit of using a model up to the point that it breaks outweigh the potential difficulty and/or confusion caused by abandoning the model or taking up a new model? We would speculate that models still serve a conceptually illuminating function for many mathematical concepts, including integer operations and fraction addition, and are therefore still useful for certain types of problems. For example, with respect to integer addition, the chip model is helpful in illustrating the commonalities and differences between integer and whole number addition (Liebeck, 1990). Furthermore, attention to the breaking point (when and why) offers an opportunity to engage with concepts that might otherwise be masked by simply working with the mathematical symbols (e.g., understanding why $5-{ }^{-} 3=5+3$ ). In the case of fraction addition, area models make salient the unit whole concept of fractions; a concept which then limits how students can or cannot operate with area models. A similar constraint does not exist in the case of fraction notation, leading to common misconceptions about fraction addition such as the common error of adding both numerators and denominators (e.g., $\frac{1}{4}+\frac{1}{6}=\frac{2}{8}$ ) (Bottge, Ma, Gassaway, Butler, \& Toland, 2013). Certainly a key benefit of models is their use in clarifying mathematical concepts. Our contention here is that when and how models break also can serve a conceptually illuminating function. Models should not be abandoned merely
because they break, but rather we advocate taking advantage of models' breaking points in the further service of exploring key concepts.

Note as well that students could still use a model beyond its breaking point, as long as the model does not become simply a computational device disconnected from underlying concepts. We believe that if students are engaged in unpacking the affordances and constraints of whichever model has been presented, this activity could be used to support conceptual understanding of the underlying mathematics. Considering the area model with fraction addition, we illustrate above how the procedural steps required to model particular types of problems are sufficiently complex and tedious. This diverts attention from the visual depiction of important concepts in the model (e.g., unit whole and equal size pieces). However, if students are able to discuss the importance of unit whole and equal size pieces and understand how and why the area model could be used to illustrate fraction addition in a different notation system, they can engage in mathematical activity that involves the coordinating of and transitions between different notation systems (Lesh, Post, \& Behr, 1987; Panasuk \& Beyranevand, 2010; White \& Pea, 2011).

With respect to integer subtraction, there is a class of problems for which the adaptations needed to use the chip model fail to connect to key mathematical ideas (e.g., place value and base-ten). These examples are indications that the models have broken - that is, computation within the model requires an increasing amount of work that is done outside of the model. And it is at this point in the model use that students can take a step back to reevaluate the use of the model, its purpose, and future work within a specific mathematical domain. If it is inevitable that students will eventually need to desert the model, the ability to see and understand the point at which the model breaks and why can facilitate this abandonment. As the model begins to break,
there comes a point when using the model becomes cumbersome, requiring students to employ extra rules. If a student understands the nature and purpose of these rules, we argue that this may in fact help students better understand the problem space, including the characteristics of number and relationships among quantities.

## Conclusion

Models play an increasingly prominent and important role in mathematics teaching and learning throughout the elementary and secondary grades (Gürbüz, 2010; Schnepp \& Nemirovsky, 2001; Sherman \& Bisanz, 2009). The present work contributes to research that seeks to understand how models can be used productively to support student learning. Despite their prevalence and popularity, it is clear that sometimes models do not fulfill their promise: students become dependent on models for performing computations such that they are unable or unwilling to engage without the model, and/or a model no longer serves to highlight the important concepts that it was designed to showcase. We claim here that models break - there comes a point where models no longer work as desired. This breaking point, including how, when, and why models break, is important for researchers, teachers, and even students to understand.

In terms of classroom practice, our argument is not to do away with models nor is it to restrict models to a narrowly defined space. Rather, we contend that models should be extended for the very purpose of finding the model breaking point; that the true value in using presented model can be drawn by having students reason through the problem space in which a model works and the point at which the model fails to work. Consider an alternative purpose of using a presented model, one in which the goals is not simply to visually highlight a mathematical concept or to map to a mathematical procedure, but one in which the teacher helps students find
the point at which a concept cannot be highlighted without adapting the model or the point at which the procedure cannot be mapped without adapting the model. To arrive at this model breaking point, the teacher supports students in keeping the model fixed, expanding the problem types, and asking, "Does it [the model] still work?" If it does, then the students continue in the extension process. If the model fails to work, then the teacher might ask students questions that prompt them to identify the breaking point, such as, "What changes are necessary to make the model work in this expanded problem space?" In this way the model becomes a powerful tool for supporting mathematical reasoning. Such an activity is not intended to be a check on the algorithm nor is it about getting to an answer. Rather, the active pursuit of discovering model breaking points offers students a unique opportunity to grapple with the underlying mathematics while also learning the affordances and constraints of using models as tools for and tools of mathematical reasoning.

How can teachers identify when a model is ultimately not helping students? First, teachers might notice that continued use of the model (by both students and the teacher) requires significant adaptations. As noted above, the need for adaptations might signal the need to transition from using the model to conversations about when and why the model breaks. And second, teachers can look for signs that the primary use of the model has transitioned away from illustrating concepts to instead serving as a computation device. If students appear dependent on the model for calculations and/or the computation involved in the use of the model seems more complex than symbolic computations without the model, this may be an indication that the model is no longer useful for supporting students' learning.

Although our analysis is limited in that we have explored only two models, focusing on only two modest mathematical content domains, we nevertheless hope that our interest in the breaking point of models can lead to continued investigations of these and other models.
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Table 1. Types of integer addition and subtraction problems

| Problem Type |  | Example problem |
| :---: | :---: | :---: |
| Addition, a + b | A-1. a and b both positive, $\|\mathrm{a}\| \geq\|\mathrm{b}\|$ | $5+3$ |
|  | A-2. a and b both negative, $\|\mathrm{a}\| \geq\|\mathrm{b}\|$ | $5+{ }^{-3}$ |
|  | A-3. a and b both positive, $\|\mathrm{a}\|<\|\mathrm{b}\|$ | $3+5$ |
|  | A-4. a and b both negative, $\|\mathrm{a}\|<\|\mathrm{b}\|$ | $3+-5$ |
|  | A-5. a and b different signs, a > 0 | $5+{ }^{-3}$ |
|  | A-6. a and b different signs, $\mathrm{b}>0$ | $5+3$ |
| Subtraction, a - b | S-1. a and b both positive, $\|\mathrm{a}\| \geq\|\mathrm{b}\|$ | $5-3$ |
|  | S-2. a and b both negative, $\|\mathrm{a}\| \geq\|\mathrm{b}\|$ | $5-3$ |
|  | S-3. a and b both positive, $\|\mathrm{a}\|<\|\mathrm{b}\|$ | $3-5$ |
|  | S-4. a and b both negative, $\|\mathrm{a}\|<\|\mathrm{b}\|$ | 3--5 |
|  | S-5. a and b different signs, a > 0 | $5-{ }^{-3}$ |
|  | S-6. a and b different signs, $\mathrm{b}>0$ | 5-3 |

Figure 1. Using renaming to model $3-5$


Figure 2. Two possible (but incorrect) ways to use an area model for $\frac{1}{4}+\frac{1}{6}$


Figure 3. A correct area model construction of $\frac{1}{4}+\frac{1}{2}=\frac{1}{4}+\frac{2}{4}$


Figure 4. A correct area model construction of $\frac{1}{4}+\frac{1}{6}=\frac{3}{12}+\frac{2}{12}=\frac{5}{12}$


Figure 5. A correct area model construction of $\frac{1}{4}+\frac{3}{2}=\frac{1}{4}+\frac{6}{4}=\frac{7}{4}$


