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Cumulative Dynamics and Strategic Assessment:

U.S. Military Decision Making in Iraq, Vietnam, atide American Indian Wars

Abstract

This dissertation examines why military decisiorkera struggle to evaluate their policies and
why they often stick to unsuccessful strategiestolong. The core argument is that strategic
assessment involves genuine analytic challengeshwdnintemporary scholarship typically does
not take into account. Prominent theoretical framow predict that the longer decision makers
go without achieving their objectives, the moregiesstic they should become about their

ability to do so, and the more likely they shouddtb change course. This dissertation challenges

those ideas and explains why we should often expectery opposite.

The theoretical crux of this argument is that staddnodels of learning and adaptation (along
with many people’s basic intuitions) revolve arouhd assumption that decision makers are
observing repeated processes, similar to the dyrsafislot machines and roulette wheels — but
in war and other contexts, decision makers ofterfroot cumulativeprocesses that have very
different dynamics, along with a different logia fwow rational actors should form and revise
their expectations. Empirically, this dissertatetamines U.S. decision making in Iraq,
Vietnam, and the American Indian Wars. These cdsa®nstrate how cumulative dynamics
affect strategic assessment and how understanusg dynamics can shed light on prominent

theoretical frameworks, ongoing policy debates, sadtent historical experience.
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Chapter One: Introduction

RATIONAL STRATEGIC ASSESSMENT

Military decision makers often struggle to assdsategic progress. This is one of the central
storylines of the Vietham War, in which U.S. offits consistently underestimated their
opponents’ resolve and maintained the war was Vilenaven as the Saigon regime’s political
legitimacy decayed. Similarly, scholars have oftesked why Germany took so much time to
moderate its demands in World War |, why Japanndidadmit defeat earlier in World War I,
why so many colonial powers failed to understanat ttmey could not suppress nationalist
resistance, and why so many states seem to rearsiing similar lessons today. The notion that
leaders make mistakes is not necessarily surprisinguch more concerning, perhaps, is how
they often seem to find it so difficult to realiaed correct those mistakes, and that they often

stick to unsuccessful strategies for so long.

Of course, it is just as easy to point out casesrg/ilecision makers struggled to foresee
strategic gains. The Korean War, for instance, émwiéh an armistice signed in July 1953 — but
just two months earlier, the National Security Calrdeclared in a planning document
(endorsed by the Joint Chiefs of Staff and apprdwedresident Eisenhower) that negotiations

with the communists had “clearly demonstrated” thetder present conditions” the search for
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an acceptable political settlement “is hopelédsfn” 2007, much of the United States’ senior
military leadership and perhaps a majority of itzens opposed reinforcing the troop presence
Iraq on the grounds that the country could not tabikzed, yet by year’s end violence in that
country would fall by ninety percent (at least, tbe time being). And when the Berlin Wall
came down in 1989, it was a surprise to policy makmilitary officials, intelligence agencies,
and the general public alike, even though the esgmaled the culmination of a grand strategy
that had dominated U.S. foreign policy for neadyfla century. On balance, one could therefore
argue about whether leaders tend to be unduly gitomor pessimistic when it comes to
assessing strategic progress; either way, strataggessment is clearly a challenge that

confounds decision makers even (and perhaps efigeomquestions of first magnitude.

In many instances, the result is that debates abhdlitary strategy become mired in
ambivalence. When President Barack Obama begardnaiiting troops from Afghanistan in
2011, for example, he was harshly criticized bysthavho believed he was removing critical
forces on the cusp of success. But he was alstealgeld (and just as harshly) by critics making
the exact opposite argument, saying that the warandast cause and so the troops should come
home even sooner. Ten years into the longest was.$ history, officials, experts, and the
general public were still not remotely close to samsus when it came to estimating how much

longer it might take or how much more it might ctustiefeat (or otherwise contain) the Taliban.

When these kinds of debates fail to converge, aenmilitary decision makers seem unable

to update their expectations, it is not only fragtrg — it is also deeply puzzling to scholars of

! The document (NSC-147) can be foundrareign Relations of the United States, 1952-54
Vol. XV, pp. 841-42. See Malkasian 2002: 176-177daliscussion of NSC-147 and how it
indicated misplaced pessimism about U.S. stratedlya Korean War.
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armed conflict who believe that fighting providegormation that reduces uncertainty and
facilitates strategic assessment. While there apymeasons why wars can be protracted, it is
much less clear why military decision makers shaddmingly find it so hard to learn, adapt,

and evaluate their policies.

Existing scholarship typically approaches this peobusing mechanisms like organizational
behavior, culture, domestic politics, and psychglobhis dissertation, by contrast, explains why
strategic assessment involves genuine analytidestyds that scholars often overlook. These
challenges should inhibit strategic assessmenterpart of even unitary, rational actors. And
because this argument requires no assumptions dbeutharacteristics of armies and their
leaders, it may help to explain why military decisimakers in many different contexts seem to

find strategic assessment so difficult.

The theoretical crux of this argument is that nexstdemic models of learning and adaptation
(along with most people’s basic intuitions aboutisi®en making more generally) revolve around
analogies to repeated processes, with dynamicsasitoislot machines or roulette wheels — but
in war and other contexts, decision makers oftenfroat cumulativeprocesses that have very
different dynamics, along with a very different lodor how rational actors should form and
revise their expectations. This dissertation lays that argument and its implications in five

subsequent chapters.

Chapter 2provides the basic theoretical groundwork. It dsaive key distinction between
repeated processes (which characterize most sshgdan the prominent international relations
literature on the “bargaining model of war” as wall theories of decision making in other

fields), and cumulative processes, which bettdecethe dynamics that military decision makers
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face. In forming concepts for analyzing cumulagprecesses, Chapter 2 relies on both inductive
and deductive reasoning. Inductively, the chapkamenes how U.S. decision makers grappled
with cumulative dynamics during the Vietnam War. dDetively, the chapter identifies
theoretical principles that generate these dyngmloswing why we should expect them to arise
in a wide range of circumstances. From both angl@sapter 2 develops the conceptual
foundations for the remainder of the analysis, &/lekplaining why this framework lies outside

the boundaries of existing literature.

Chapter 3then describes the dissertation’s primary thecaetargument, explaining why
understanding the cumulative dynamics of armed liwbrfias fundamental implications for
thinking about the way that decision makers shdagddable to learn and adapt. It is generally
believed that the longer rational decision makersvghout achieving their objectives, the more
pessimistic they should become about their ahiititdo so and the more likely they should be to
change course. Chapter 3 challenges those ideasxg@ins why we should often expect the
very opposite. The logic in this chapter is expeds®rmally, in order to explain precisely why
intuitive premises about cumulative dynamics in \ganerate surprising predictions, including
the idea that rational decision makers might abtuscome more optimistic about their ability
to achieve their goals, even as they continualiytéado so. In showing how and under what
conditions this is the case, Chapter 3 demonsttatgswe do not need to invoke nonrational
factors in order to explain why military leadergeof find it so difficult to realize and correct
their strategic mistakes. We can explain this beliasimply by taking a careful look at the
cumulative dynamics of armed conflict and undeitagn how they differ from other

phenomena.
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Chapter 4presents an empirical application of this argumshowing how it offers a new
lens for evaluating past experience by examining. Unilitary strategy during the American
Indian Wars. This set of cases was chosen for Bpecethodological reasons. In total, U.S. and
British forces fought more than one hundred diffiefgative American tribes; these tribes fought
in reasonably similar ways, with reasonably simishnology, against similar opponents, over
similar stakes. This is not to say that the Ameridadian Wars were literally identical, of
course, but the units of analysis here are muclernomparable than in almost any other cross-
section of insurgencies, or conventional wars,tbeiokinds of political violence. This provides
an opportunity to assess the way that U.S. commamslech as George Custer and Winfield
Scott formed and revised their expectations intligha relatively large body of objective,
empirical evidence. Rarely is it possible to evedubeliefs about military strategy in this
manner, and Chapter 4 exploits this opportunitgulgh newly-gathered, event-level data, which
along with this dissertation’s overarching theaati framework help to explain why U.S.
commanders in the American Indian Wars often actetherwise puzzling ways. To the extent
that this analysis provides insight into the bebawdf commanders like Custer (whose actions
have been scrutinized as much those of almost #mgr @ecision maker in U.S. history), it
indicates the potential promise of the new framdwior re-evaluating established scholarship

and conventional wisdom.

Chapter 5then turns to U.S. policy during the occupatiorrafy. The goal of this chapter is
partly to show how understanding cumulative dynantielps to reframe contemporary policy
debates, just as Chapter 4 shed light on the analjallenges that U.S. commanders faced in
the American Indian Wars. The main purpose of erargi U.S. policy in Iraq, however, is to

motivate a discussion of how decision makers caal déth these analytic challenges. The
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central argument in this chapter revolves arourdirttportance of managing what scholars call
the “reference class problem,” which requires denisnakers to continually update their views
about the scenario they are facing, and to undedstany different classes of problems require
different policy responses. If this sounds truistthapter 5 explains how decision makers,
military doctrine, and scholarship on armed conbfitace limited emphasis on the issue, often
focusing on common patterns that hold across cester than providing information on how to

diagnose the ways in which circumstances differ améssign different policy prescriptions

accordingly.

Chapter 6concludes by expanding the scope of the analgsassgues that understanding the
cumulative dynamics of armed conflict has significemplications for empirical research design
and it discusses how cumulative dynamics affecicpohssessment in other fields. Armed
conflict offers many salient examples of decisioakers struggling with cumulative dynamics,
trying to determine how long it might take and howch it might cost to achieve their goals.
But similar analytic challenges recur in many otaezas. Will economic sanctions cause Iran to
disable its nuclear weapons program before devedopifunctional bomb? How much economic
assistance will it take to break developing coestrout of poverty traps? When is it worth
continuing to spend money on expensive scientifdggets that have not yet succeeded but could
produce significant breakthroughs down the road?eNVia political campaign’s negative
advertisements do not seem to be increasing vae stdoes that mean the advertisements are

ineffective or that the campaign should run moréhem?

These questions emphasize that while military decismaking is the primary subject matter
in this dissertation, the theoretical framework eleped here is ultimately intended to be a
contribution to the study of international relasoand policy analysis more generally. When

6
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people debate whether policies are not succeeddeguse of the concept or the execution —
whether decision makers are doing the wrong thingist not doing the right thingnough—
they are generally dealing with the kinds of curtiveadynamics that make it difficult to decide
whether it would be better to switch strategiestay the course. The following chapters revolve

around the difficulties that assessing these dyosuemntails.

Section 1.1. Strategic assessment and military demn making

The subject of this dissertation is strategic assest, defined here as the way that decision
makers form and revise their expectations about looyy it might take and how much it might

cost to achieve a particular goal. Strategic assessthus entails estimating the potential means
required to obtain desired ends. Military decismakers must grapple with this challenge both

at the start of an armed conflict and also asdbaflict unfolds.

Strategic assessment is just one component ofidecmaking, and performing strategic
assessment well does not guarantee that decisidnbensound. For instance, the following
chapters generally do not discuss the kinds ofevgldgments that are crucial for determining
whether the prospective costs of some militarytsgya are “worth it” in order to achieve a
particular objective. The following chapters do dacuss the ways that policy decisions can be
interdependent (such as how adopting a certaircypah one case can foreclose or otherwise
affect decision makers’ options elsewhere), ang tenerally do not discuss the difficulties of

evaluating options in relation to plausible altéives. Studying how long it might take or how
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much it might cost in order to achieve a particidaal is thus substantially more limited in

scope than evaluating the quality of decision mgkimit large?

With that said, it isnot possible to make a good decision in the absens®wfd strategic
assessment. Decision makers who design militagtegjies or other policies based on flawed
assumptions may achieve favorable outcomes, butithes not justify poor reasoning or suggest
that others who follow their lead would obtain damiresults’ Douglas MacArthur’s landing of
U.S. forces at Inchon during the Korean War is ppsithe archetypal example of an excessively
risky decision that ultimately succeeded, and fewgbe would argue that this implies the need
for military decision makers to discard cautionadvice. MacArthur believed strongly in his
personal luck, which worked out well for landinglathon but then fared poorly for crossing the
Yalu. One of the cardinal principles of decisioralgsis is the importance of separating ex post
knowledge about outcomes from information availdbldecision makers ex arft&he way that
decision makers assess that information is cetdralvaluating their performance, and it is the

focus of this study.

2 See Robert and Zeckhauser 2011 and Keeney 1982doriews of basic criteria for analyzing
policies and decisions in general.

% As Richard Betts wrote in a well-known essay oaleating military strategy, “judgment is
often contaminated by hindsight, as good fortunmistaken for strategic foresight” (2000: 9-
10).

* Ronald Howard (1988: 682) argues that this is gesthe fundamental takeaway from decision
theory: “I tell my students that if they learn niotlp else about decision analysis from their
studies, this distinction will have been worth pgrece of admission. A good outcome is a future
state of the world that we prize relative to otpessibilities. A good decision is an action we
take that is logically consistent with the alterv@s$ we perceive, the information we have, and
the preferences we feel. In an uncertain world dgiecisions can lead to bad outcomes, and
vice versa. If you listen carefully to ordinary sph, you will see that this distinction is usually
not observed. If a bad outcome follows an acti@ogbe say that they made a bad decision.
Making the distinction allows us to separate actrom consequence and hence improve the
quality of action.”
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Strategic assessment is also one of the more aalyttractable components of military
decision making (though this is not to say thattsk is easy to execute). Value judgments are
difficult to analyze objectively, especially conoerg military strategy and national security,
where moral issues tend to be prominent and hatlyated In general, one of the central
challenges of studying foreign policy is to ideptthe outcome variable that decision makers
should be maximizing. The “national interest” is@oriously fuzzy concept — it is far harder to
define than factors like “profit” or “net preserdlue” that drive the microeconomic analysis of
firms — and thus debates about the soundnesseaiffopolicy decisions often fail to get beyond
disagreements about how to conceive objectivesepiypb A question like “how long might it
take and how much might it cost to achieve a padrcgoal” is more readily accessible. Time,
casualties, and expenditures can all be definedeminally and measured empirically, which

facilitates the enterprise of building and testingory.

Moreover, this dissertation argues that currenoritecal frameworks for understanding

strategic assessment have important limitationge@ally when it comes to dealing with the

® See Schelling 1984 on how apparently intractalsiagieements about values can in fact often
be reduced to disputes about modeling choicesmel, one of the foundations of utility
theory is that, in principle, almost any issue barnincorporated into a rational framework using
analytic tools like the comparison of lotteries (Mdeumann and Morgenstern 1944, Luce and
Raiffa 1957, Keeney and Raiffa 1976, Keeney 19B2)practice, however, while objective
analysis can facilitate the evaluation of valueskadecisions, it is rarely dispositive. See
Smelser 1992, Elster 1979, 1993, Levi 1986, anddWis2011 among others, for discussion of
how preferences, discount factors, risk attitudegret, and issues of fairness largely lie outside
the scope of rational choice theory, implying timathnany cases there may be no firm answer to
what the rational or optimal decision might be.&gluding these factors from the analysis here,
it is possible to analyze a component of decisiaking in a relatively objective fashion.

® The difficulty of defining concepts like the “natial interest,” or “national security” is a central
theme in the 2009 history of international secusitydies by Barry Buzan and Lene Hansen. For
more on these debates, see Trubowitz 1996 whodsapecifically on debates over the national
interest in U.S. foreign policy, along with Wolfet852, Weldes 1996, and Baldwin 1997 for
theoretical perspectives.
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cumulative dynamics of armed conflict. Though fegople would agree that war is a repeated

process in which the odds of success are the samei stage as they are in the next, this is the
explicit assumption on which many prominent works eurrently based. This assumption tends

not to receive much attention or debate, but asptéhe 2 and 3 demonstrate, it plays an

important role in defining the way that scholarp@st decision makers to assess their strategic
prospects, which in turn influences the way thabsars expect these decision makers to behave.
It is not possible to form a theory of rational id&an making without first building a theory of

rational strategic assessment, and that is thelgoal

Section 1.2. Components of strategic assessment

Strategic assessment has two key components: fgrprilor assumptions about how long it
might take and how much it might cost in order ¢hiave a particular goal, and then revising
those assumptions in light of subsequent eventdleVgkating these tasks is simple, carrying
them out — or even articulating how a rational sieci makeishouldcarry them out in principle
— is the subject of widespread debate in decisienry’ The following chapters largely revolve
around the subject of forming and revising priop@&stations in the context of military decision

making, and to preface that analysis, it is woatfilg out some key concepts.

First, what are prior assumptions? In the contéxdt@tegic assessment, prior assumptions
represent decision makers’ assessments of howilanight take and how much it might cost in

order to achieve their desired goals. These assongptevolve aroungubjective probabilities

’ For reviews of Bayesian decision theory, see Rdiff68, Lindley 1971, Keeney and Raiffa
1976, Pratt, Raiffa, and Schlaifer 1995, and WinRI@03. Hunter 1984 examines several
applications in the context of military decisionkiray in particular.

10
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which capture a decision maker’'s degree of betiat & given statement is true. Before the 2003
invasion of Iraq, for instance, Secretary of Deéei®nald Rumsfeld wrote what has become
known as his “Parade of Horribles” memo to stimeildiscussion about the “potential problems
to be considered and addressed” in relation tactimeing war. One of the prospects he raised in
this memo was that “Rather than having the posti&adeffort require 2 to 4 years, it could take
8 to 10 years, thereby absorbing U.S. leadershilitary, and financial resource$.This is a
rough way of stating a prior assumption about homglit might take and how much it might
cost in order to achieve U.S. objectives in Iraije Tnemo indicates Rumsfeld’s belief that the
most likely scenario was that the post-invasionupation would not last long (two to four
years) but that there was a chance of the missiaggthg on much longer than that (eight to ten
years). It is also well-known that several Bush muistration decision makers held out hope that
U.S. forces would be “greeted as liberators” andh&we would be little need for a protracted
occupation at afl. Thus while there is no indication that these denisnakers ever attempted to
stipulate numerically the probabilities of the ogation lasting for any particular period of time,

it is possible to get a rough sense of their degoédelief in different possible outcomts.

8 Donald Rumsfeld, “Irag: An lllustrative List of Emtial Problems to be Considered and
Addressed,” memorandum October 15, 2002.

® See Gordon and Trainor 2006 and Wright and Re@8@ fr discussions of U.S. planning for
the occupation of Irag. Chapter 5 will return testhubject in more detail.

19 The United States intelligence community in fagf-sonsciously avoids using numbers to
assess probabilities on the grounds that doingaddaend an undue aura of scientific precision
to their estimates. See Gourley 1997 and John$i05 dlong with Kent 1964 and Friedman and
Zeckhauser 2013 for critiques. But the point remdimat, whether formally or not, intelligence
analysis and strategic assessment revolve arowlygsési and decision makers’ degrees of belief
in what kinds of scenarios are more likely thareegh This is a matter of subjective probability,
however analysts choose to articulate it.

11
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Though subjective probabilities about complex ppedit events can rarely be calibrated with
the precision of gambling odds or actuary tabl&s]ihood is an inherently quantitative concept,
and subjective probabilities can always be elicitedherically™* You can try this yourself by
picking an ongoing conflict and considering howdahmight take for the violence to end. As of
this writing, for instance, Syria is in turmoil apposition forces attempt to unseat President
Bashar al-Assad. Roughly speaking, what do yolwebelare the chances that Assad remains in
power for another month? What are the chances hibatemains in power for another six
months? A year? Two years? Permanently? Now asksgtilnow deadly you think this conflict
will ultimately be: roughly speaking, what do yoslieve are the chances that the war ends up
claiming fifty thousand lives, or seventy-five tlsaund lives, or a hundred thousand lives, and so

on? By assessing these chances you are articulstiiigctive probabilities that capture your

1 The standard thought experiment that decisionribiscuse to demonstrate this point involves
the comparison of lotteries. Say that you are asiguledict the likelihood of some event taking
place, such as whether the leader of a particateign country will be ousted within a year. If
this takes place, you will receive a valuable praagd if this does not take place you will receive
nothing. You have the option of taking this lotteoy else accepting an alternative gamble in
which an experimenter reaches into an urn contgiaire hundred marbles, of which thirty are
black and the rest are red. If the experimentewslia black marble then you win the prize, and
otherwise, you receive nothing.

Which of these lotteries would you prefer? If yarefer to bet on the leader’s ouster, then this
means that you believe the probability of this oute is at least 30 percent, or else you would
have chosen to have the experimenter draw fromrielf you chose to bet on the urn, then this
shows you believe that the odds of the leader'seo@se no higher than thirty percent. In
principle, we could repeat this experiment usirfedent comparisons of lotteries until you were
indifferent between the gambles, and that wouldcete how likely you believe it is that the
leader will be deposed within a year.

The purpose of this review is not to advocate biedting strategies actually be used in strategic
assessment — a topic of substantial controversgcent years (see Meirowitz and Tucker 2004)
— but simply to show that even subjective assestnwémprobability can still be elicited in a
coherent form. See Friedman and Zeckhauser 20H#3®point. For reviews of scholarship on
measuring degrees of belief (both in principle angractice), see Hampton, Moore, and
Thomas 1973, Hogarth 1975, Lad 1996, Garthwaiteéaka, and O’Hagan 2005, Winkler 2003:
ch. 2. There is a substantial literature on hoagdply these concepts to political-military
analysis; some relevant sources include Dalkey 12@8nick 1972, Hunter 1984, and Schum
1987.
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degrees of belief about how long it might take dmav much it might cost for the Syrian
opposition to depose the government. Togetherethsmates form what decision theorists call

probability distributions a concept that will recur throughout subsequieapters.

How should decision makers revise these expecttoer time? In many ways, that is the
guestion driving this dissertation, as the follogvichapters will argue that standard models of
learning and adaptation (and perhaps most peopistions about strategic assessment more
generally) make questionable assumptions about demision makers can update their beliefs
when observing cumulative processes. Briefly statemvever, the core concept in rational
learning is the notion ofonditional probability in which decision makers adjust their prior
assumptions in a manner that incorporates anynrdton they obtain. As of this writing, for
instance, the Syrian Civil War has been ongoingafmut two years, during which it has claimed
perhaps forty thousand lives. Whatever our bekdfgut the potential scope and protractedness
of this conflict might have been heading into tleaftict, we now have substantial information
that will help us to revise our prior assumptionBere is no longer any chance that the conflict
will last any less time or claim any fewer livesathwhat has transpired alrea@onditionalon
this and other information, we can form new assesgsnabout how the Syrian Civil War might

play out.

It is important to reiterate that even when decaismakers do noarticulate those beliefs
explicitly, they stillposses®eliefs about how long it might take and how miuamight cost to
obtain their objectives, which they must form aadise as their policies unfold. The purpose of
dealing with those beliefs explicitly is not to f@ed that these inputs to decision making are any

more objective or scientific that they really albeit rather to discuss how to form coherent
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inferences based on available information, subjedbundations and alf. Moreover, when we
examine these inferences systematically, it becoapparent that some dynamics of learning
and adaptation in war can be surprising, even eoumtitive. Chapters 2 and 3 in particular
explain how the ways in which rational decision erakshould adapt to cumulative processes lie
outside the boundaries of much existing scholarstuya often fly in the face of what readers

may expect.

Section 1.3. Why study rational action if there areno rational actors?

In particular, the following chapters build theoapout the way that unitary, rational actors
should form and revise their expectations. In thesthgeneral sense, rational action entails
maximizing expected utility based on consistenfagrences and logical beliefd Preferences are

rational when they satisfy basic requirements sashbeing complete, stable, consistent,

transitive, and independent of irrelevant altenestt® Beliefs are rational when they follow the

12 For especially well-articulated statements of ffoit, see Raiffa and Schlaifer 1960: vii,
Keeney and Raiffa 1976: 12, Dawes 1979, Keeney:1B8®%, and Lad 1996: 8-9.

13 There are many ways in which this approach caspkeified and critiqued (Elster 1986,
Friedman 1996, Monroe 1991, Mele and Rawling 2@more 2009, Manski 2011), but as
Becker writes, “everyone more or less agrees #tainal behavior simply implies consistent
maximization of a well-ordered function” (1976: 353ee MacDonald 2003 for a related
argument that rationality essentially entails theppsive and consistent attempt to maximize
well-being.

14 See Winkler 2003: 233 for a list of requiremermtsritional preferences. There is, however,
controversy about how many of these requirememténaiact mandatory for characterizing
“rationality” — see Sen 1993, Binmore 2009, andriC2013 for important arguments to this
effect.
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axioms of conditional probabili}. Actors are unitary when there is no conflict ofeirest or

asymmetric information among decision makers aedjtioups that they represent.

Once again, these standards are easy to artidalawifficult, if not impossible, to follow. In
the real world, decision makers, organizations, states are all fallible and they operate under a
wide range of political, organizational, and comy&it constraints. The purpose of assuming
rationality here is thus not that this assumptisrdescriptively accurate, but rather that it is

analytically useful in the following sens¥s.

First, theories of rational decision making arespriptive. They offer guidance about what
kinds of information should (or should not) fa@lé decision making, along with insight into
how that information should (or should not) be @%sed in order to evaluate decisions
objectively!’ Here, the following chapters provide an especialiyar break from existing
scholarship. Prominent theoretical frameworks dtaéwar itself provides information allowing
combatants to form more accurate perceptions di etters’ capabilities and resolve in a way

that makes negotiated settlements more lik&lJhis more or less automatic view of rational

15 Savage 1954.

16 Schelling 1960a: 108 provides an early discussfdiow the assumption of rationality,
though often not descriptive, is nonetheless “pgadylconducive to the development of theory”
as argued below. See Walt 1999 and Green and $hej8¢4 for critiques of the descriptive
utility of rational choice theory in security stediand political science, respectively (although
their work places less a critique of the ratioryadissumption per se as opposed to the way that
contemporary scholars often develop rational chtieeries through the use of formal, game-
theoretic models).

17 See Raiffa 1968: 128.

18 For instance, see Smith and Stam: “The act of mgagiar reveals information about the
relative strengths of each side. As a war progeessh side’s beliefs about the likely outcome
of continuing the war converge. Once the warringigsl beliefs have converged sufficiently,
they can find a bargained solution to the confl{@004: 783). Or Filson and Werner: “War itself
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decision makers improving their strategic assestsn#mough trial-and-error clearly clashes
with the persistent ambivalence, uncertainty, @u#t lof adaptation and compromise we observe
in many cases. As Chapters 2 and 3 will show, #igtieg literature’s prediction that war is an
information-revealing and self-terminating largeBvolves around the assumption that armed
conflict is a repeated process. Once armed comdlitstken to be a cumulative process, however,
it becomes apparent that fighting can actually eaz@mbatants’ perceptions of one another to
diverge. One of the most important implications this theoretical framework is thus that
decision makers must often use other sources ofmdtion to improve their estimates of
opponents’ capabilities and resolve. In particutag following chapters explain why decision
makers’ prior assumptions play a critical but ulg@reciated role in driving strategic
assessment. Both scholars and decision makers beulefit from devoting more attention to

these issues.

Second, theories of rational action are normatiaping to define the kinds of behavior we
should to expect to see, all else being equal.géfeerally expectdecision makers to become
more pessimistic about policies that do not succ@éelgenerally expectiebates about military
strategy to converge towards consensus over timee¥pect these things because this is how
we think rational people should function, and wipeople deviate from this model, we typically

assume that their behavior is nonrational.

In this respect, theories of rational action seasemportant benchmarks for evaluating salient
experience. Chapter 4, for example, examines Ge@uygster, Winfield Scott, and other

commanders during the American Indian Wars. Thesentanders are often thought to have

provides the information necessary for disputamt®éch a settlement to end the war” (2002:
820). Chapter 2 describes this literature in meatitl
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been hubristic, dogmatic, racist, politically meatigd, or simply careless in directing their forces.
Making, defending, or critiquing these judgmentieszon having some idea of what rational
behavior would have entailed in these circumstarc#ss not possible to assess the rationality
of any action without first defining what ratiortglimeans, and this dissertation explains why

commonly-held beliefs about rational strategic assent may be mistakéh.

Rationalist theories thus establish counterfacteainarios that drive analyses of cause and
effect?® For example, one of the most prominent componeftthe existing literature on
strategic assessment examines the role of psydbalofactors. In general, these studies
demonstrate that cognitive frameworks, confirmatioas, defensive avoidance, overoptimism,
and emotional stress influence the way that detisi@akers process information and evaluate
their options* The mere fact that these mechanisms matter isrpmising, as all individuals

suffer from cognitive distortion®. The more important issue is tegtentto which these factors

19 Charles Glaser expresses similar views: “[I angjpsical that as a general rule states actually
act rationally,” yet understanding their behavievertheless “requires a rational theory, even if
states do not always act in line with its constsain. [M]y theory provides a rational baseline
against which actual state behavior can be evalusife cannot evaluate whether a state is
acting rationally/optimally without such a theory Therefore, theories of suboptimal behavior,
whether built on arguments about domestic poliicsrrors in individual decision making, rely
at least implicitly on a rational theory” (2010:32- Kydd 2008: 437-438 and Elster 1979: 153-
156 discuss how rational actor theories are lolyigalor to their alternatives.

20 On counterfactuals and historical reasoning iarimtional relations, see Fearon 1996, Tetlock
and Belkin 1996, Sylvan and Majeski 1998, and Tétland Lebow 2001.

1 prominent examples from this literature includéés1953, Wohistetter 1964, George 1969,
White 1970, May 1973, Jervis 1976, Lebow 1981, St8@&1, Janis 1982, Larson 1985,
Vertzberger 1990, Khong 1992, Levy 1996, Mercergl $eiter 1996, Heuer 1999, Wrangham
1999, Johnson 2004, McDermott 2004, Rosen 2005n&@lan and Renshon 2007, Butler 2007,
Renshon 2008, Gayer et al. 2009, Woods and Stdiuit, Muelfer 2011, Johnson and Fowler
2011, Johnson and Tierney 2011, Lopez et al. 20ktcer 2013.

22 See Kahneman 2011 for a recent review.
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affect perceptions and decision making, and itas possible to make this kind of judgment
without first establishing an alternative conceptaf what strategic assessment would look like

absent psychological, organizational, politicalptrer constraints’

Establishing that baseline can be difficult andutars. For instance, one of the most famous
works on how psychology influences national segudécision making is Roberta Wohlstetter’s
1964 bookPearl Harbor: Warning and Decisigrwhich argues that intelligence analysts and
policy makers operated under a “mind-set” that etsaky took it for granted that Japan would
never attack the United States directly. Wohlstetteowed how, consistent with this mind-set,
analysts and policy makers disregarded piecesfoifmation that suggested an impending attack
— indications were there, she argues, but they Wwaried within broader intelligence, and the
mind-set of the U.S. national security communitypéded its ability to separate the “signals”
from the “noise.” Wohlstetter's book helped to e foundations for a much broader literature
on the psychology of intelligence analysis, andWh®. intelligence community attempts to train

its personnel to combat the kinds of obstacles\tattlstetter and others have describeBut it

23 Scholars often advance models of nonrational @etimaking without specifying what a
rational baseline would entail, or how one woultedaine just how substantially decision
makers deviated from that ideal. For example, SSiginund Gartner's 1997 booBtrategic
Assessment in W perhaps the most thorough existing study aftesgic assessment. Gartner’s
main argument in this book is that decision makseduate their policies through the lens of
“dominant indicators,” a highly imperfect approdbht is the result of bounded rationality and
organizational satisficing. Gartner shows that thadel fits empirical behavior more
convincingly than two alternative, nonrational thes (a “standard-organization” approach and
an “action-reaction” model). Gartner does not, hesvestate what rational strategic assessment
would entail — thus to the extent that he demotetrhow his model is perhaps the best
nonrational approach to strategic assessmentstilisinclear how much adopting a “dominant
indicator” model improves upon assuming that decisnakers perform their duties in a fairly
reasonable manner that is not distorted by orgtarz constraints.

24 See Heuer 1999 on the psychology of intelligemayais more generally along with Davis
1992, 2008 and Marrin 2011 on how the Central ligeshce Agency approaches the matter.
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is not at all clear that even perfectly rationahlgsts could have anticipated the attack on Pearl
Harbor. Other scholars have argued that the sigidlse Pearl Harbor attack were so faint, and
the noise of confounding information so strongt therhaps analysts’ mind-set correlated with

the outcome without really causingt.

One could make a similar argument with respech& dnormous existing literature on the
pathologies of U.S. learning and decision makin¥igtnam. Among other arguments, scholars
have stated that the Army’s culture and organipatiohibited its ability to adapt to
counterinsurgenc$? and that military officials tracked misleading icators of progresS,
deliberately misrepresented battlefield assessnigarsd failed to correct perceptions of civilian
leaders that they knew to be mistak&nWhite House officials are then said to have been
disposed to overoptimisthwhile processing information based on misleadiognitive filters”

in order to form policies guided not only by mitgaconsiderations but also by concerns over

5 Among others on this issue, see Betts 1976, 2007.
26 Krepinevich 1988, Nagl 2002.

2" Gartner 1997.

*8 Adams 1994,

?® McMaster 1997.

%9 Johnson 2004.

31 Khong 1992.
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impending presidential electiofsdistributional politics> and the desire to avoid congressional

criticism 3

Once again, there is a difference between askingthvein these mechanisms mattered versus
how much they actually influenced key outcomes.igksag causal relevance to these factors
requires defining a plausible counterfactual sdentdwat articulates the way that rational (or at
least more reasonabfedecision makers might have behaved. And whileoatrall of the works
cited above address this issue explicitly, theyeha@en unable to establish a baseline conception

of rational behavior in Vietnam that scholars gafigraccept.

Military historian Gregory Daddis, for instance shargued that the Army was in fact a fairly
effective “learning organization” in Vietnam, thiatincorporated “best practices” and “lessons
learned” about as well as anyone could expectiHaitlearning was not enough, in itself, to win
the war® Political scientist John Mueller observed that tieenmunists in Vietnam sustained

more casualties than almost any other insurgentemewt in history — being such a radical

%2 Downs and Rocke 1997.
33 Caverley 2009/10.
3 Craig and Logevall 2009.

% Manski 2011, 2013 distinguishes between “ratiomal*axiomatic” approaches to decision
theory (e.g., Savage 1954), which aim to presapezific policies, versus “reasonable” or
“actualist” approaches to decision theory, whicbegt that there are no unambiguous criteria for
choosing among undominated actions. (Manski arthageople facing actual decision
problems have no inherent preference for consigtpacse — all they care about is making a
choice that is reasonable given their particulantext.) The reasonability standard is thus more
flexible, but it can still be difficult to asseseva close actual decision makers come to satisfying
it.

3¢ See Daddis 2011, 2012, and especially 2013. Daudiges that the conventional wisdom
about Army learning in Vietnam is unduly influendegithe war’s outcome. Consistent with the
argument made above, Daddis argues that stratticsf does not necessarily imply poor
strategic assessment, even though existing literatplicitly assumes this to be true.
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outlier, this was a situation that decision makeosild naturally have found all but impossible to
anticipate ex ant¥. And despite the inevitably-flawed nature of thdigyomaking process,
Leslie Gelb and Richard Betts argued that decisakers actually weighed the costs, benefits,
and uncertainties of the situation in a fairly @zble way such that it might be said, ironically,
that “the system worked™® Thus even though Vietnam has been one of the foosative and
well-studied experiences in U.S. military histoggholars still profoundly disagree on how
rational decision makers should have approacheditha&tion. This disagreement, in turn, drives
historical assessments and broader questions abbat lessons to take away from the

experience.

In a similar fashion, entire research programshe study of international relations can
revolve around different views of rational strategissessment. For instance, scholars have
disagreed for nearly a century about Germany’ssitatimaking in the opening weeks of World
War |. Some say that Germany’s attempt to knockégaout of the war quickly (an adaptation

of the infamous “Schlieffen Plan”) was fatally flad?° A wide range of scholarship hinges on

37 Mueller 1980. In another argument relating to edtsicounts, there is a prominent
disagreement among historians as to whether theed)Sitates failed to pacify South Vietnam
largely due to its excessive emphasis on killind eapturing insurgents, or conversely, whether
it placed so many constraints on U.S. commandeitshiey could not attrit their opponents
enough Thus the title of a 2011 biography by Lewis Spiéthe general most closely identified
with attrition in Vietnam is titledVestmoreland: The General Who Lost Vietnamile an
opposing perspective is articulated in a 2008 larby Dale Andrade entitled “Westmoreland
Was Right.”

38 Gelb and Betts 1979.

3 Farrar 1973, Snyder 1984, Van Evera 1984, 199inBY 1988: 35-40, Johnson 2004: 71-84.
There is some disagreement about whether an oritgohlieffen Plan” actually existed (see
Zuber 2002 and more than a dozen articles debttisagdea in the journalar in History. But
regardless of whether the German attack in 1914maeled after a pre-existing document, the
guestion remains as to how well the attack wagydesl, and whether its main problems had to
do with the concept or the execution.
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explaining how it was that German leaders coulceh@oassibly believed that this strategy was in
their interest, invoking ideas about the sources iafluence of flawed leadership, bureaucratic
politics, or ideas like the “Cult of the OffensiV&. But others believe that Germany’s strategy
was basically sound, noting that the German arnvamckd to the outskirts of Paris and that the
French would not have called their victory “The Bile of the Marne” if the outcome were not

seriously in doubt. Many observers have in facuadythat Germany’s main mistake in 1914
was not following the Schlieffen Plan clos@&gough since the General Staff reallocated forces
initially assigned to the main wing of the invasidrhas been criticized for “watering down” the

attack®

Few military experiences have been studied montighly than this one. Yet historians still
hold fundamentally different views about the kinefsmistakes Germany made in the opening
stages of World War | and what a rationally-destys&rategy might have looked like; political
scientists have then developed fundamentally diffetheories of German behavior (often seen
as a window into military behavior more generalbgsed on these diverging assessments.
Without first defining what we should expect to seg of rational actors, it is hard to know how
to evaluate past actions, what aspects of pastriexge require explanation, and what that

means for informing broader scholarship.

One could make a similar argument for informing lpulpolicy debates. Chapter 5, for
instance, examines U.S. policy during the occupatiblraq. Despite escalating violence from

2003 through 2006, top officials largely stuck beit initial strategy of building Iraq’s security

0 See, for instance, Miller, Lynn-Jones, and Vanrgv®91 and Lieber 2007.

“1 Craig 1955, Van Creveld 1977, Turner 1979, Sa@@6land Herwig 2009.
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forces while minimizing the U.S. military footprinfto much of the public, the administration’s
refusal to change strategies indicated that it iwaa “state of denial,” or that it was playing
politics with the waf’? Yet throughout the occupation of Iraq, the adntiaiion had insisted that
progress would be cumulative: it was only onceigdwpd reached a political consensus at the
top that the country would consolidate and thengency would lose momentum. Thus even as
critics pointed to unfavorable violence trends, W8icials maintained that they were meeting
their benchmarks, and that just because theireglydtad not worked yet this did not necessarily
mean that it would not work soon. Top officials n@ymay not have genuinely believed these
arguments when they made them — perhaps they weptysffered as a defense that could hold
up in public debates — but that would only accetetule notion that these kinds of arguments
possess a logic that can be surprisingly difficoltdisprove. Simply from the standpoint of

effectively critiquing public policy, it will ofterbe important to engage these analytic issues.

Policy initiatives also largely depend on assesssenh rationality and nonrationality. For
example, one of the largest bureaucratic reorgaizin recent memory was the restructuring
of the U.S. armed forces via the Goldwater Nichits of 1986% This bill aimed to mitigate
rivalries among the military services, promotinge tikoncept of “jointness” by changing
command structures, encouraging services to dewopine, plans, and equipment in tandem,
and requiring officers to adopt assignments outditeir home service in order to earn
promotions. One of the primary motivations for thehanges was the widespread belief that

interservice rivalry had hamstrung the U.S. militan Vietnam (as well as in subsequent

2 The term “state of denial” was the title of a pinemt book by Bob Woodward 2006; see
chapter 5 for examples of similar assessmentsedirtte.

3 See Locher 2002 for a history of Goldwater-Nichols
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operations like the failed Iran hostage rescuergite The Goldwater Nichols Act thus largely
turned on a key counterfactual assumption, thétaf military had been organized differently,
then it would have been able to plan and execatenissions in a more rational and effective

manner.

A similar debate is currently taking place in Wajton, D.C., where in the wake of
criticisms about the invasion and occupation ofjlrmmany policy makers and analysts have
called for a “Goldwater-Nichols 1I” process to rafo the interagency system as a whole along
the lines of how the 1986 bill targeted relationsoag the military services specificaffyOnce
again, this effort hinges on the premise that &ebetesigned system would have achieved better
results. But how much better would those resultehzeen? How much more accurately would
an ideally-designed bureaucracy have assessedittieian in Irag and how much more
effectively would it have executed its plans? Destn improvements justify the cost of a major

institutional restructuring?

The answers to these sorts of questions are adfemplicit, but as we have seen, they can be
difficult to establish and defend. In this way, kexding the merits of high profile policies ex ante
(or their impact ex post) requires laying out cqimmns of what kinds of actions would be
rational, accepting that even if that standardnisealizable in practice, it serves as an important

benchmark for making normative, prescriptive, aadsal claims.

This discussion highlights that while the followingdhapters offer historical judgments,
empirical predictions, and policy implications, skeearguments are secondary to (and conditional

on) a primary theoretical focus. The main goal luf tdissertation is to rethink and rebuild

* See, for example, Murdock, Flournoy, Williams, @&mpbell 2004 and Bowen 2009.
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conceptual frameworks for defining rational strategssessment, and to show how doing so
sheds light on why it is that military decision neak often struggle to evaluate their policies, and

why they often stick to unsuccessful strategiestolong.

Ultimately, the notion that armed conflict involvesmulative dynamics is not new. The
cumulative dynamics of war have been a central ¢hemwriting on military strategy since
Clausewitz, and most people find these dynamicstimely obvious. What is much less obvious,
however, is why those cumulative dynamigatter, how they influence learning and adaptation,
how they affect decision making, and why existipgpr@aches do not capture key issues. The
following chapters show how examining these isspesvides an opportunity to question
prominent theoretical frameworks, to inform ongopalicy debates, and to re-evaluate salient

historical experience.
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REPEATED PROCESSES, CUMULATIVE PROCESSES,
AND THE WAR IN VIETNAM

One of the central themes of Carl von Clausewibosk On Waris that armed conflict is a
cumulative process. “The course of battle,” Clautewrote, is “a slow process of mutual
attrition that will reveal which side will first évaust its opponent.” “Losing an engagement” is
thus “like the gradual sinking of a scale” as “gvengagement is a whole, made up of subsidiary
engagements that add up to the overall result.usglaitz argued that this kind of cumulative
dynamic characterized war not only at the leveinafividual battles, but also at the level of
broader military offensives, which gradually loserde and are eventually halted at a
“culminating point.” To Clausewitz, this implied @h one of the key characteristics of a
successful general is the ability to “detect thémooating point with discriminative judgment”
ex ante, and to determine whether it is feasibleatbieve strategic objectives before the

offensive runs out of momentu.

Clausewitz was writing about Napoleonic warfaret thecision makers wrestle with similar

dynamics in many areas of national security. In faimous 1947 essay on Cold War grand

! See Clausewitz 1832/1976: Book IV, Chapter 7; BiwiChapter 9; and Book VII, Chapter 5.
For centuries, scholars have theorized about thys wawhich military outcomes at each level of
analysis in war are the combined product of actairiewer levels. While this “levels of war”
concept is often cited to Clausewitz and Antoinevitde Jomini, it dates back to earlier thinkers
such as Paul Gideon Joly de Maizeroy, Henry Lieyd] G.F. von Templehoff. See Gat 1989:
esp. 42, 79 and Handel 2000: ch.3 and app. E Yoews.
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strategy, for instance, George Kennan explainedsihae the communist system “bears within it
the seeds of its own decay,” a policy of “patient firm and vigilant containment” could
“promote tendencies which must ultimately find thautlet in either the breakup or the gradual
mellowing of Soviet power” — though Kennan was clésat this assessment was shrouded in
uncertainty (“This cannot be proved. And it canbetdisproved.”) U.S. military strategy during
the Korean War largely revolved around the notiwat t'continued piecemeal destruction of the
offensive potential of the Chinese Communist anditNEorean Armies” would eventually push
them to make acceptable concessions, though itbywa® means apparent how much attrition
these opponents would be able to sustaihen the United States launched airstrikes against
Serbia to stop ethnic cleansing in Kosovo in 199&Gretary of State Madeleine Albright wrote
that the administration believed “a NATO bombingngaign directed at [Serbian president
Slobodan] Milosevic’'s sources of power would weakéem, but we didn’t know how long he
would hold out.® These statements all reflect Clausewitz’s conoeptiat cumulative dynamics
play a central role in strategic assessment asidacmakers struggle to determine how long it

might take and how much it might cost to achiearttlesired goals.

If these dynamics sound intuitive, this chaptervehdiow contemporary scholarship on
military decision making often does not take thamo iaccount. In fact, Section 2.1 explains how
prominent theoretical frameworks revolve aroundriyeapposite premises, assuming that
military decision makers are observing repeatedgsges that remain the same from one round

of fighting to the next, much like the odds of pfay a slot machine or a roulette wheel. These

% This quote is from Ridgway 1967: 167. See Malkagi@02: chs. 7-9 on attrition strategies
(and the difficulty of assessing them) in the Kor&dar.

3 Albright 2003: 406.

27



Chapter 2: Conceptual Foundations

theoretical frameworks reflect broader scholarstimpdecision making in fields like optimal

stopping, dynamic programming, sequential analysig, bandit problems. Yet these fields were
not developed to deal with the kinds of cumulatdygamics that are so central to strategic
assessment. Section 2.1 makes this argument in detedd and thus motivates the need for

developing new conceptual foundations for analyzimgiulative dynamics in armed conflict.

Section 2.2 begins to develop these conceptualdfations through inductive theory-building,
placing special emphasis on U.S. military decisitaking during the War in Vietnam. For more
than a decade, U.S. policymakers struggled to uhterhow much attrition the Viet Cong could
sustain, how difficult it would be to bring Hanai the bargaining table, and whether it might be
possible to create a stable government in Saiglesd questions all revolved around cumulative
dynamics, and the way that U.S. officials approdcligem constitutes some of the most
controversial decision making in this country’s itaily history? If a theoretical framework is
intended to be useful for informing salient debadksut national security then it should be
relevant to this experience, and so the Vietnam ié/aruseful place to ground this dissertation’s

conceptual structure.

Section 2.3 then expands on thieductive logic of this theoretical framework in orde
demonstrate how it can also be derived from basitciples that apply to military decision
making more generally. Section 2.4 closes by dsogsthe scope conditions associated with

this framework in more detail.

* For a review of scholarly debates on Vietnam,Geapter 1, Section 3.
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Section 2.1. Conceptual foundations of existing étature

The standard theoretical framework that politicgikstists use to model the way that rational
decision makers form and revise their expectatiorsmed conflict comes from the literature on
informational asymmetries and the “bargaining modélwar.” This is one of the most
prominent developments in the contemporary studyteinational relations, and it may be the
most widely-taught research program that uses fotheory to analyze armed conflittThis
framework assumes that combatants enter conflith wncertainty about their opponents’
capabilities and resolve. These factors determicanabatant’s overall “type,” which dictates the

chances that they will be defeated in each “rourfeybting.”

The term “round of fighting” is conceptually moresaful than talking about a war’s
“duration,” since many armed conflicts contain paoted periods of relative calm. Scholars
typically conceive of “rounds of fighting” as takjneither of two different forms. Donald
Wittman, R. Harrison Wagner, Robert Powell, and dariearon examine war at thigategic
level assuming that each round of fighting induces sprobability that one side will defeat the
other and take control of whatever stakes the coantmwere fighting fof.By contrast, Alastair
Smith, Darren Filson and Suzanne Werner, BraniSllntchev, and Smith and Allan Stam

examine war at thtactical leve] where each “round of fighting” constitutes anividual battle

®> As mentioned in Chapter 1 (note 23), Gartner 18%he of the most prominent works on
strategic assessment in general, but it does nobdlghly discuss what rational strategic
assessment would entail.

® The literature on asymmetric information and crdargaining is typically traced to Blainey
1973, whose insights were then developed and faathby Fearon 1995. For reviews of the
literature on the bargaining model of war, see Rlo2392, Reiter 2003, and Walter 2009.

" Wittman 1979, Wagner 2000, Powell 2004, Fearorva00
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within a broader conflict. This model (often called “battling for forts”) asmes that combatants
enter conflict with a certain number of forts ineith possession, each round of fighting
determines whether a marginal fort changes hamdkifaone side captures all of its opponent’s

forts, then it achieves a military victory.

In either of these formulations, uncertainty abaatopponent’s type is a crucial determinant
of combatants’ behavior. If both sides had compiefermation (or even if they just had
symmetric information) then they should be abladgoee on the expected outcome of the war in
advance. Since fighting is costly, both sides coubike themselves better off if they arranged
for this outcome via negotiated settlement and sipdi remaining surplusThis was the central
insight in James Fearon’s 1995 article on “RatishdExplanations for War,” a piece that is
generally credited with launching the contemporarynal literature on coercive bargaining in

armed conflict.

The bargaining model of war thus largely revolvesuad the way that decision makers
wrestle with uncertainty in evaluating their stgateprospects, which largely boils down to
estimating an opponent’s “type.” In the simplestdals, opponents can be either of two types,

strong or weak. Strong types are less likely thaakvtypes to be defeated in each round of

8 Smith 1998, Filson and Werner 2002, Slantchev 280&th and Stam 2004.

® Two reasons that this might not be possible wielif combatants face commitment problems
in which one side would have a strong incentiveettege on the deal at a later date (Walter
2002, Fearon 2004, Powell 2006, 2012), or if comhiatare negotiating over indivisible issues
(Goddard 2006, Toft 2003, 2006, Hassner 2009).“basgaining model of war” covers these
issues as well as the problems of asymmetric irdtion that are discussed in the text above.
Commitment problems and issue indivisibility lieteide the scope of this dissertation, however,
as by definition, decision makers with completernfation would face no uncertainty about
strategic assessment.
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Strong vs. Weak Opponents
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Figure 2.1. Standard Model of Learning in War: Armed Conflict as a Repeated Process

Figure 2.1 represents the standard framework fodetiog the way that decision makers form
and revise expectations in war. The top panel regmés the assumption that an opponent’s
“type” dictates its probability of being defeated ieach round of fighting. Because those
probabilities are fixed and repeated, each round fahting provides “type-separating
information” leading to the smooth, monotonic le@g process shown in the bottom panel.
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fighting. A common and important assumption, shawrthe top of Figure 2.1, is that the

probability of defeating an opponent remains thraesan every round.

This framework produces an important result, whglhat each round of fighting provides
information that helps to reveal a combatant’s typ#ier each round of fighting concludes
without inducing defeat (in strategic-level modeats)each time a combatant loses a battle (in
tactical-level models), rational decision makersudti become more likely to think that they are
facing a strong opponefit. This leads to the kind of gradual, monotonic l@agnprocess
represented in the bottom panel of Figure 2.1. Almd learning process is theoretically
significant: it indicates that as combatants fighithout achieving their goals they should
become more pessimistic about their ability to dpand thus they should also become more
amenable to compromise. As Alastair Smith and Aldam explain, “The act of waging war
reveals information about the relative strength®adh side. As a war progresses, each side’s
beliefs about the likely outcome of continuing tiwar converge. Once the warring parties’

beliefs have converged sufficiently, they can findargained solution to the conflict:”

9 For example, Powell 2004: 349-350 develops a miodehich each round of fighting
“generates a risk that [State]S collapses in that round and a rigk that [State]D collapses.”
Those probabilities are assumed to remained canstad thus Powell explains how if there is a
round of fighting in whichD did not collapse, thefi can use Bayes’ rule to update prior
expectations and should thus become “more confithenit is facing the more powerful tyjag
relative tok,.... This is the sense in which fighting conveys infation.” Wagner 2000 and
Fearon 2007a use similar models, extending logidqyth by Blainey 1973, Wittman 1979, and
Fearon 1995. See also the description in the neainabbove of the “battling for forts” models of
Smith 1998 and subsequent authors. Slantchev ass€003: 627) that almost all formal
models of coercive bargaining with asymmetric infation exhibit the “screening property”
discussed here.

1 Smith and Stam 2004: 783.
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This is an important argument because it indicttes war is a self-terminating process, as
fighting resolves the uncertainty that led combtstailo armed conflict in the first place. As
Filson and Werner explain, “War itself provides thiormation necessary for disputants to reach
a settlement to end the waf-"The bargaining model also helps to set baselipeatations for
thinking about the way that military leaders shotddm and revise their views. As H. E.
Goemans writes in his study of German decision ngakn World War |, for instance, “War
makes agreement possible because war providesnafion.... As the war progresses, at least
one side must discover that its estimate [of tHarlw® of power] was wrong. As unexpected
defeats and failures on the battlefield mount,rélatively weaker side learns it overestimated its

strength. A rational actor then lowers his estinwdthis relative strength'®

Contemporary scholars of coercive bargaining gelyebmse these predictions on formal,
mathematical reasoning, but perhaps one of th@mnsashy this research program has been so
successful is that its findings reinforce basiaitns many people have about the way that
military leaders should learn and adapt. In gendéraeems reasonable to expect that battlefield
outcomes should reduce decision makers’ uncertaibtyut their opponents’ capabilities and
resolve. It also seems reasonable to expect thdbtiger decision makers go without achieving
their objectives, the more pessimistic they shdaddome about their ability to do so, and the

more likely they should be to change course.

12 Filson and Werner 2002: 820. Cf. Reiter 2003:“Bhmbat can reduce uncertainty by
providing information about the actual balance @ivpr.... The outcome of combat is observed
by both sides and should cause their expectatmaosriverge regarding the likely outcomes of
future combat. This increases the likelihood otheag an agreement that both sides prefer over
continued fighting.”

13 Goemans 2000: 27-28.
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Yet it is important to keep in mind that the preidios of the bargaining model rely on the
notion that armed conflict is a repeated processyhich the odds of winning the war (or the
odds of winning each battle) are the same in on@das they are in the next. Here, existing

scholarship clearlglasheswith basic intuition.

For example, when the German Army invaded Frantieealbeginning of World War 1, it won
the early Battles of Charleroi and Mons. The bargaj literature implies that rational German
decision makers should thus have become more itmabout their ability to win the next
major battle at the Marne. Yet as the German Armyaaced towards Paris, its supply lines
were becoming overextended, communication amontg was breaking down, and exhaustion
was setting in among troops and commanders. Germatigmpt to knock France out of the war
was already falling behind scheddfeAnd surely the French Army would fight more temarsly
to defend its capital than to hold peripheral tery. It would thus be tenuous to suggest that
Germany had the same probability of winning thetlBaif the Marne and the Battle of Mons.
Yet this is the key assumption underpinning thecakscholarship on the bargaining model of
war, where rounds of fighting are assumed to hamkependent and identically distributed

outcomes.

Or consider Japanese decision making in World Wahfter the Battles of Coral Sea and
Midway in 1942, U.S. forces established naval d@nge in the Pacific and began successively
rolling back Japanese defenses until Tokyo surmediaree years later. Why did Japan hold out
for so long, suffering through nearly three yedrsepeated tactical defeats? This question poses

a clear puzzle for the bargaining model framewarich argues that each time combatants lose

4 See Herwig 2009 for a recent history of the wapsning stages, along with a review of
debates about German decision making throughout.
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a battle, they should believe there is a highenclhdhat they will lose the next battle, too. But
this argument does not really engage the basidgeielapanese strategy. Japan’s goal in the
Pacific theater was not to capture and hold as nanitory as possible — the idea was to
establish a defensive perimeter, force the UnitedeS to expend heavy losses every time it
rolled that perimeter back, and thus eventuallpush U.S. decision makers past their threshold
for casualty tolerance beyond which they would arager be willing to continue fighting. In this
respect, Japanese strategy revolved around theséWd#uwian notion that every offensive
gradually builds towards a culminating point, Tolsykey mistake was in thinking it could bring
this culminating point about, and this dynamic asgkly left out of contemporary models of

learning and adaptation in war.

To close this section, it is important to be clideat despite the current literature’s limitations,
its assumptions are by no means idiosyncratic.dnynways, the bargaining model framework is
similar to models of learning and adaptation indok@r literatures on optimal stopping, dynamic
programming, sequential analysis, and bandit probfé These literatures, like the bargaining
model of war, capture the way that decision maleam about repeated processes. Both contain
many applications to gambling, and when they m@adetesses of learning and adaptation, the
notion that the outcomes of these processes ampémdlent and identically distributed is

essentially the assumption of first resort.

The term “bandit problems,” for instance, comesrfithhe example of a gambler playing a slot
machine (colloquially known as a “one-armed bangditvho is attempting to determine the

machine’s payoff function by playing the game aruseyving its results. Because a slot

15> Powell 2004, for instance, explicitly charactesizés model as a “dynamic programming
problem.”
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machine’s payoff probabilities are fixed and repdatdecision makers should be able to form
increasingly accurate expectations over time alwduat those probabilities are. A rational
gambler would presumably not begin playing a slachine unless she believed that it offered
an acceptable rate of return — but as she contitmuetay without winning, she will be more
likely to infer that the machine has a low probidypibf paying off. At some point she may

decide that this machine is not as good a bet asn#ally thought, and she would stop playing

This is a reasonable analogy for the dynamics dhatcaptured by the bargaining model of
war. And more broadly than this, when officialspers, and pundits debate military strategy
and national security, they regularly invoke terilke “the gambler’'s fallacy” and “doubling
down” to describe people who favor sticking withlipies that do not appear to be making
headway. In the context of slot machines, roulefteels, or other games that involve repeated
processes, these models and idioms make senstarigdirategy, however, involves cumulative
dynamics that have a very different logic for thimkabout the way that decision makers should
learn and adapf. The next section will begin a more detailed exation of what these

dynamics entail.

16 On optimal stopping, see Dubins and Savage 1966WwCRobbins, and Sigmund 1971, Hill
2009, andstochasticsVol. 77, Nos. 1-4. On bandit problems, see Bang Fristedt 1985 and
Gittins 1989. On dynamic programming, see Bellm@b71

" Interestingly, Dubins and Savage begin their fasnmark by explicitly pointing out that it has
almost no real-world applicability. Their work iaded around the notion that a gambler has
arrived in a casino, and must win a certain amotintoney by the end of the night. They
explain that “The fantasy with which we have intnodd the general problem of optimal
gambling systems has no immediate practical impoga(1965: 1). They defend this choice
based simply on precedent (“the probabilist’s tergeo invoke gambling imagery,” vii) and
theoretical interest (“the problem, once proposei@s out for attention as pure mathematics,”
1). Yet as with many scholarly paradigms, thesgaintaveats have become much less explicit
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Section 2.2. Inductive theory-building: strategic asessment in Vietnam

The purpose of this section is to begin constrgctan conceptual framework for strategic
assessment that incorporates the cumulative dyisaofiiarmed conflict. The theory-building in
this section is largely inductive, based on an ymislof U.S. decision making during the
Vietnam War. Grounding concepts in this experiemeps to ensure that the ideas developed in
this dissertation are relevant to actual analytiallenges that military decision makers face in
salient cases. Section 2.3 will then flesh outdééuctive foundations of this framework in order

to demonstrate how the dynamics discussed hereaeieemore broadly.

The analysis of Vietnam in this chapter is basedhoee sets of primary sources. These are
the Pentagon Paperswvhich were compiled by the Department of Defetesaked to the public,
and then entered into the Congressional RecorcebgtSr Mike Gravel; the U.S. Department of
State’sForeign Relations of the United Statesries, which contain documents that have been
compiled and published by the State Departmentfc®ff the Historian; and the National
Intelligence Council’€Estimative Products on Vietnamvhich comprise nearly 200 declassified

intelligence assessments relating to the war.

All of these collections have at some point beemmited by government bodies, and so it is
unlikely that they constitute a truly representatsample of viewpoints. Nevertheless, these
documents provide systematic surveys of primary@ounaterials on the Vietnam War from
diplomats, military officers, political officialsand intelligence analysts. To the extent that the

authors of these documents (or the editors who dedchthem for publication) would have had

over time, as standard modeling assumptions acmqerga and scholars seek for ways of
extending them.
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an incentive to bias their selection and articalanf these assessments, they would presumably
do so in a way that justified their shortcomingsdoyphasizing the analytic challenges that they
faced. Since the goal of this chapter is to exantirese analytic challenges, tiientagon
Papers Foreign Relations of the United StatesidEstimative Products on Vietnaane useful

source material.

Defining objectives and assessing uncertainty

U.S. military strategy during the Vietnam War waséd on three main objectives: to defeat the
Viet Cong, to stop North Vietnam from assisting timsurgency, and to create a stable
government in Saigoff. Policy makers argued extensively about how lomgight take and how

much it might cost to achieve these goals, and nexpyessed explicit reservations about their

ability to make these estimates in clear and rigenays.

When policy makers discussed fighting the Viet Céwg), for instance, they often debated
the feasibility of reaching a so-called “crossopemt,” where the insurgents would start to incur
more losses than they could replace. The crosgmvet would be an important breakthrough

because it would suggest that the military balarae tipped against the communiStén order

'8 The Joint Chiefs of Staff describe these “threependent undertakings” Rentagon Papers
(henceforthPP), Vol. IV, p. 395. Other documents sometimes nwn#dditional objectives (for
instance, several discuss a fourth strategic dbgeess being to keep China from entering the
war), and some documents combine defeating theGbag and halting North Viethamese
infiltration into a single objective of ending timsurgency; but since many documents discuss
the insurgency in the South and the bombing iMtbeth separately, it makes sense to keep
those subjects separate in this analysis as well.

19 Westmoreland believed that achieving the crosspeit was his primary strategic objective.
Documents that discuss the crossover point inclwdidiam Westmoreland, Notes on
Discussions with President Johnson, 27 April 1¥@feign Relations of the United States
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to estimate how close U.S. forces were gettingnéoctossover point, analysts tracked a range of
measures. The most well-known of these was they'lodint” of insurgents killed or captured.

It was notoriously difficult to gather accurateanhation on insurgent attrition, but it was even
harder to estimate the Viet Cong’s ability to resttnte its ranks. This depended on the number
of forces being held in reserve, the remaining pafopotential recruits, desertion rates and

morale, and capacity to convert new volunteers &ffective soldier$® From early on, U.S.

(hencefortiFRUY, 1964-1968, Vol. V, document 149; Robert McNamaéaFaiture Actions in
Vietnam,” Draft Memorandum from Secretary of DefemdcNamara to President Johnson, 19
May 1967:FRUS,1964-1968, Vol. V, document 177; Robert Komer, Meamolum from the
President’s Special Assistant to Secretary of DefdvicNamara, 29 November 1966RUS,
1964-68, Vol. IV, document 318 (in which Komer atiecusses several other “major turning
points”); and Komer, Telegram from the PresideBip&cial Assistant to President Johnson in
Texas, 9 July 196 FRUS 1964-68, Vol. V, document 234. See also Lewy 198384 and

Drea 2011: 131-137 for discussions of the crosspuartt and the body count, as well as
reflections by Secretary McNamara 1995: 238) ande@d Westmoreland 1976: 160, 239, 332
themselves. In other documents, decision makecsiss&d similar tipping points like the
chances that “Viet Cong morale cracks significdngly as to provide the United States with a
“decisive break.” McGeorge Bundy and Dean Rusk,uSes of Action in Viet-Nam,”
Memorandum for President Johnson, 9 November 1PB&IS 1964-68, Vol. 1ll, document
194; see also William Bundy, “1967 and Beyond ietam,” Draft Paper prepared by the
Assistant Secretary of State for East Asian andiP#dfairs, 21 December 1966:RUS 1964-
68, Vol. IV, document 347.

20 For documents describing the difficulty of estimgtand combining these factors, see
Department of Defense, “Summary Statement on Sdigimam,” Memorandum, 2 March 1964:
FRUS 1964-68, Vol. I, document 67; National Security @oily Summary Notes of the 557th
Meeting of the National Security Council, 10 May689FRUS 1964-68, VolIV, document

135; “The Vietnamese Communists’ Will to Persi&6’ August 1966Estimative Products on
Vietnam(henceforttrEPV), pp. 353-376; McNamara, Draft Memorandum forRmesident, 17
November 1966PP, Vol. IV, pp. 365-373; Westmoreland, Notes on Dissions with President
Johnson, 27 April 196 FRUS 1964-68, Vol. V, document 149; Notes from Meetiighe
President with Secretary McNamara to Review theedaxy's Findings during Vietnam Trip, 12
July 1967 FRUS 1964-68, Vol. V, document 238; Special Natiomaklligence EstimatesNIg]
14.3-67, “Capabilities of the Viethamese Communfistg-ighting in South Vietnam,” 13
November 196 7EPV, pp. 429-455; andNIE 14.3-69, “Capabilities of the Viethamese
Communists for Fighting in South Vietnand,7 July 1969EPV, pp. 473-501. Elsewhere,
Daddis 2011, 2012 provides some of the most conepietie assessments of “the problem of
metrics” in the Vietnam War, conveying the breaaltilifferent indicators which Vietnam
decision makers tracked. Adams 1994 gives a fasdhaccount of how bureaucratic politics and
politicization also inhibited accurate assessmehiset Cong casualties and order of battle.
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decision makers acknowledged that they could nahlg evaluate these factors. Ambassador
Maxwell Taylor wrote, for instance, that “The atyjliof the Viet-Cong continuously to rebuild
their units and to make good their losses is onthefmysteries of this guerilla war-"while
Secretary of Defense Robert McNamara warned thof‘@ur estimates of enemy strength and
variations... contain very great uncertainties,” ttaaty conclusions drawn from them must be
considered to be highly tentative and conjecturahd thus that “it is impossible to predict the

point at which we can expect to attrite enemy femethe rate he introduces new ornfés.”

Similar uncertainty and intellectual agnosticismrgunded the effort to stop North Vietnam
(NVN or brvV) from supporting the insurgency. The United Stétegan bombing North Vietnam
in summer 1964 and then launched a sustained aipaign (Operation Rolling Thunder) in
March 1965. The bombing was intended to push Hpasi its “breaking point” where it would
no longer be able or willing to send supplies agidforcements across the border. In Taylor’s
words, the administration hoped that by gradualtreasing the intensity and destructiveness of
the bombing, the United States could “convey sigftl Hanoi] which, in combination, should

present tobRvV leaders a vision of inevitable, ultimate destrttif they do not change their

2L Maxwell Taylor, “The Current Situation in SoutheiNam,” Paper prepared by the
Ambassador in South Viethnam, November 1964 (exaiet dot given)FRUS 1964-68\Vol. 1,
document 426.

2 McNamara, Draft Memorandum for the President, b¥édnber 1966PP, Vol. IV, p. 370.
Similarly, National Security Advisor Walt Rostow ete to President Johnson that while
intelligence assessments could identify “a progvesdecline in the morale and the fighting
capacity” of the Viet Cong, “no one can tell youemthis progressive decline will lead to the
breaking up of units or to the ending of the w&ee Rostow, Memorandum from the
President’s Special Assistant to President Johrisédmgust 1966FRUS 1964-68, Vol. 1V,
document 198.
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ways.”® (Put more crudely, National Security Council stafRobert Komer wrote that the

purpose of the bombing was to force Hanoi to “angla.”?)

But again, decision makers found it
difficult to estimate how long it might take or hawuch it might cost for these measures to
achieve their intended goals. Officials generalglidved that the bombing depressed morale
throughout Vietnam, damaged industrial and trartggion infrastructure, raised food prices, and
eroded “discipline” in the communist workforce. Ywhat did that ultimately mean for the
prospects of breaking Hanoi’'s will? Evaluating s&gac progress required making conjectures
about the nature of North Vietnamese society, #tent to which a predominantly decentralized,
agricultural nation could absorb the impact of tleenbing, and how the regime in Hanoi might
potentially react Analysts regularly acknowledged the difficultyjofigling these factors. As a

general rule, there was “no agreement in the igelce community as to when [North

Vietnamese] morale may reach the breaking péfhbecision makers did not even have a basic

23 Taylor, quoted irPP, Vol. IIl, p. 316; see alssNIE 50-2-64, “Probable Consequences of
Certain US Actions with Respect to Vietnam and L'aBs May 1964 EPV, pp. 202-215;
Rostow and Komer, “A Strategy for the Next Phas®igtnam,” Draft Paper by the President’s
Special Assistants, 20 September 1988US 1964-68, Vol. IV, document 241.

24 Komer, quoted under the heading, “Critical VarégbWWhich Will Determine Success in
Vietnam,” inPP, Vol. IV, p. 155.

%> Documents exemplifying the challenges in asseghiagolitical and economic effects of the
bombing includesnie 50-2-64, “Probable Consequences of Certain USoAstivith Respect to
Vietnam and Laos,25 May 1964EPV, pp. 202-215; John McNaughton, “Plan of Action for
South Vietnam,” 3 September 1962P, Vol. 3, document 188; National Security Council
Working Group on Vietnam, “The Situation in Vietngdrintelligence Assessment, 24 November
1964:PP, Vol. 1ll, document 240; Rostow, “Status of Ciaili Morale in Vietnam,” 19
September 1966:RUS 1964-68, Vol. IV, document 239; as well as vasislocuments from
March 1965 quoted iRP, Vol. IV, pp. 254-65. Rostow was perhaps the nzesious advocate

of the bombing campaign, and Milne 2008 discusseadsessments in light of how Rostow
viewed the North Vietnamese economic system.

26 Rostow, “Status of Civilian Morale in Vietnam,” Beptember 1966:RUS 1964-68, Vol.
IV, document 239.
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idea of how much North Viethamese infiltration thespuld need to interdict in order to
undermine the insurgency: according to a SpecigéibNal Intelligence Estimate in 1966, it was
possible to assess Viet Cong requirements and \sulepkls to “only rough orders of
magnitude,” and so even if the bombing “would pidipaplace an effective ceiling on
Communist capabilities to expand their militaryoeffin the South” there were “too many
uncertainties to permit estimating at just whatelethe limit or expansion would bé” To
summarize, U.S. decision makers saw it as oneeaf thain objectives in the Vietnam War to
coerce Hanoi into dropping its supply efforts belagceptable levels — but they could not say
how difficult this would be to accomplish, nor cdulhey even define what those acceptable

levels entailed®

A third major U.S. objective during the war was riginforce the Government of South
Vietnam GVN). Here decision makers often spoke of achievitigweling off point” where the

government would at least be able to gain new stipas fast as it lost othérsAssessments

2" sNIE 10-1-66, “Possible Effects of a Proposed US Coafsection on DRV Capability to
Support the Insurgency in South Vietnam,” 4 Febyd®66:EPV, pp. 331, 338; see also
Admiral Lloyd Mustin’s discussion of estimating ttrainimum necessary sustaining level” of
Viet Cong resupply, quoted PP, Vol. I, pp. 213-214. Another useful descriptiohthe
uncertainties involved with assessing North Vieteaeinfiltration can be found in “Summary
of Recentvacv andcia Cables on Infiltration,” 27 November 1962P, Vol. Ill, document 243.

28 Leslie Gelb (who directed tHeentagon Paperproject) and Richard Betts offer a similar
characterization in their book analyzing decisicaking during the Vietnam War: “Much of the
most important information about Vietham was esaéiptunquantifiable,” they argue. “[Some
goals] were so intangible that it was hard to gguogress or retrogression” (Gelb and Betts
1979: 303, 306-307).

29 Documents which discuss the chances that theofgsslitical support in South Vietnam will
“level off” or “bottom out” include: Secretary McMaara as quoted iRP, Vol. lll, p. 508;
Memorandum Prepared by the Directorate of Intefigge 15 May 1964~RUS 1964-68, Vol. |,
document 159; William Bundy, “Where Are We Headih@8 February 19652P, Vol. I,
document 252; McNaughton, “Proposed Course of AdRe Vietnam,” Memorandum for
Secretary of Defense McNamara, 24 March 198%:Vol. Ill, document 153 (see al§P, Vol.
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of Saigon’s legitimacy and the morale of South Nashese forces varied widely as analysts
struggled to understand and predict the relevaciasdynamics. (There is a famous anecdote,
for instance, in which President Johnson is brieligdtwo emissaries just returning from
Vietnam who provided nearly opposite assessmeolsisbn “looked from one to the other” and
replied “You two did visit the same country didryou?”% William Sullivan (head of the
interagency Vietnam Coordinating Committee) wrote 1964 that “If we can obtain a
breakthrough in the mutual commitment of the UrSVietham to a confident sense of victory”
then it would be possible to achieve the necesgaliical reforms; but as on other issues, he
also conceded that “No one... can define with prenigust how that breakthrough can be

established 3

Thus on each of the war’s principal objectives,gwhakers and analysts believed that they
were making progress toward their desired end pmithiiout knowing how difficult it would be
to get there or whether this was even feasibldl.aDae of the most revealing documents from
this standpoint is the 1966 “Summer Study” prepargdhe Jasons, an independent group of
senior scientists who convene for several week$ gaar to consult for the Department of

Defense®® The Summer Study was commissioned to evaluatéddinebing campaign against

lll, p. 348); Rostow, Memorandum from the PresiteBpecial Assistant to President Johnson,
5 April 1966:FRUS 1964-68, Vol. IV, document 115; and Military Assince Command
Vietnam MAcV] quoted inPP, Vol. lll, p. 345.

30 pentagon Papersv/ol. lil, p. 23.
31 william Sullivan in June 1964, quoted RP, Vol. IlI, p. 78.

32 The Jason program is still operational: see Fiimése2006, in which pp. 65-70 discuss the
1966 Summer Study.
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North Vietnam, and the report is useful becausbréctly addresses the intellectual challenges

of doing so:

While conceptually it is reasonable to assume $bate limit may be imposed on the
scale of military activity that Hanoi can maintaim the South by continuing the
ROLLING THUNDER program at the present, or some higher levelfoftethere appears
to be no basis for defining that limit in concreéeggms or, for concluding that the
present scale of’/C/NVN activities in the field have reached that limit.The
fragmented nature of current analyses and the ¢dcn adequate methodology for
assessing the net effects of a given set of mylitgverations leaves a major gap
between the quantifiable data on bomb damage sffect the one hand, and policy
judgments about the feasibility of achieving a givaet of objectives, on the other.
Bridging this gap still requires the exercise obdmt political-military judgments that
cannot be supported or rejected on the basis ¢émmgic intelligence indicators. It
must be concluded, therefore, that there is cugremt adequate basis for predicting
the levels of U.S. military effort that would begrered to achieve the stated objectives
— indeed, there is no firm basis for determininghére isany feasible level of effort
that would achieve these objectivés.

The Jasons’ indictment of U.S. strategic assessnseiposedly disturbed Secretary
McNamara, who became increasingly frustrated wieh war effort and eventually resigned in
1968>* But others had already reached similar conclusidwssearly as 1963, for example,
National Intelligence Estimates conceded that thexs simply “no satisfactory objective means

of determining how the war is goind>”McNamara himself had written in 1964 — in a

33 pentagon Papers/ol. IV, pp. 117-119, emphasis in original.

34 This claim is made by the authors of entagon Paperé/ol. IV, p. 231); McNamara

himself discusses the importance of the Jason trapbrs bookArgument Without En¢lL999:
341). McNamara’s views on the war in Vietham asedssed in detail in two recent additions to
theHistory of the Office of the Secretary of Defessges: see Kaplan, Landa, and Drea 2005:
chs. 11 and 19 and Drea 2011 which largely focugherway McNamara and his colleagues
struggled with conflicting assessments of the watr.

% NIE 53-63, “Prospects in South Vietnam,” 17 April 196PV, pp. 186-198.
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memorandum that one historian called the “intellatfoundation” for strategic planniffy- that
there was no way to know whether “our objectivelfjombing Hanoi] could be achieved by any

means within the practical range of our optio#fs.”

Assessing cumulative dynamics

Even if many U.S. officials were overconfident iesassing the Vietham War, most were
nevertheless in agreement that success was unlikelyhe short run. When the Johnson
administration approved Rolling Thunder in 1965¢r8tary McNamara explained that among
senior decision makers, “none of them expects Yhet [Cong] to capitulate or to come to a
position acceptable to us, in less than six monthg]t will take more than six months, perhaps
a year or two, to demonstrate failure in the South.” In an assessment from 1986Namara
again wrote that “I see no reasonable way to kthegwvar to an end soon... there is no sign of an

impending break in enemy morale.... The solutionilegirding, openly, for a longer war and in

3¢ McMaster 1997: 75.

37 McNamara, “South Vietnam,” Memorandum for the Rtest, 16 March 1964°P, Vol. Ill, p.
499. See also McNamara’s Report from Honolulu Meg(R1 April 1965PP, Vol. llI,

document 256) in which he described that most legysibn makers expected that Rolling
Thunder would not succeed in less than a year. Meiamara is characterizing his views along
with those of William Bundy (Assistant SecretaryStates for East Asian and Pacific Affairs),
John McNaughton (Assistant Secretary of Defensénternational Security Affairs), Maxwell
Taylor (U.S. Ambassador to South Vietnam), Earl Blee(Chairman of the Joint Chiefs of
Staff), Ulysses Sharp (Commander of the Pacifietfland William Westmoreland (head of
Military Assistance Command Vietnam). For more lo@ Honolulu meeting, see Drea 2011: 30-
31, McMaster 1997: 95-103, and Logevall 1999: dh. 1
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taking actions which will in 12 to 18 months giviear evidence that the continuing costs and

risks to the American people are acceptably limit&d

These statements represent an important way inhwihie cumulative dynamics of armed
conflict influence perceptions of military strateglecision makers may not expect initial effort
to produce immediate returns, but rather to makgness toward reaching a state where success
might later be achievable. To mix metaphors fromkargaining literature and Clausewitz, each
“round of fighting” is intended to move decision keas closer to their desired “culminating

point.”

Documents throughout the Vietnam War share thisgamtive. Assistant Secretary of State
William Bundy, for instance, estimated that “we ntegve to hang on quite a long time before
we can hope to see an improving situation in Sdigt-Nam... the most likely prospect is for a
prolonged period without major risks of escalattmrt equally without any give by Hanot™
Undersecretary of State Nicholas Katzenbach destttiéda consensus that one year from now we
will be stronger than we are now, making continpeagress against thec, and slowly building
up thecvN —but that there will not have been a decisive amdeniable breakthrough, that the
enemy will still be very much with us, and thatull remain difficult to produce dramatic and

convincing evidence of a victory in the near futtf® When the Joint Chiefs of Staff

% McNamara, Memorandum for the President, Octob&68xact date not giverP, Vol. IV,
pp. 348-353.

3 william Bundy, “Where Are We Heading?” 18 Februa865:PP, Vol. Ill, document 252.
For a similar assessment, sex Working Group on Vietnam, “Intelligence Assessmditite
Situation in South Vietnam,” 26 November 1964, Vol. Ill, document 241.

0 Nicholas Katzenbach, “Prognosis for Vietnam,” Mearmalum for Secretary of State Rusk, 1
November 1967: this document is describeBRUS 1964-68 Vol. V, document 374.
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recommended a bombing escalation in 1968, they edathat “it is not anticipated that this

impact will be immediately apparent.... The cumulatieffects of the air strikes and naval
bombardment will gradually increase to significgmbportions as erosion of the distribution
system progresse&™When national intelligence estimates predictedirigact of ground force

commitments, they typically stated that these esiceds would not cause the communists to
buckle immediately. “The real test,” according teecestimate, “would be that of combat,” and it
was only if “the tide of battle runs against theelCong for a substantial period” that the

communists might possibly resort to negotiatiths.

1 Earl WheelerPP, Vol. 4, pp. 254-256.

“2 Directorate of Intelligence, “Memorandum: Reacsida a Further US Buildup in South
Vietnam,” 10 June 196%PV, pp. 255-260. Similarly, semie 10-11-65 (“Probable Communist
Reactions to a US Course of Actio22 September 196E&PV, p. 291), which states that “it is
not likely that the North Vietnamese would move igtiately to the conference table [following
a buildup of US ground forces]; they would probalelgl that there was still time to test the
effectiveness of the Viet Cong against US forcesd Telegram from the Embassy in Vietnam
to the Department of State (11 November 1F8%US 1964-68, Vol. IIl, document 199),
Ambassador Lodge wrote that “In conclusion, weeyalithe enemy will continue for the next
several months at least on his current coursetairac. We do not expect the Viet Cong to
revert to a lesser level of insurgency or to seekgotiated settlement until they are convinced
that their current course will not succeed. Thenpw not likely to be reached until the
capabilities of the forces now being created armqdayed have been neutralized or impaired in
battle.” Other relevant examples include Lodgeg@em from the Embassy in Vietnam to the
Department of State, 26 August 196RUS 1964-68, Vol. lll, document 127, and Directorate
of Intelligence, “Memorandum: The Viethnamese ComistshWill to Persist,” 26 August 1966:
EPV, pp. 353-376. Lodge reports thatcv held similar views in his Telegram from the
Embassy in Vietnam to the Department of State g 1I966FRUS 1964-68, Vol. IV,
document 153.

a7



Chapter 2: Conceptual Foundations

Threshold model

O |

o >

»
&
/
3 J
3 »
o /
(7_3) Stochastic model//‘
o
.a ’
D /
ol /
s 4
N /
5 //
2 ‘
= /
o]
g /
(@]
S
o P Shot-in-the-dark model
/ PRYRrery
-. ") -‘.‘.‘-‘.-"‘
e m = < ]
© A--A--A-A--A--A-A--A--&-A--A-*-A--A-*T:--:-:::--:-:-: bhoAhoh AN -
Buy-In Phase Impact Phase

Rounds of Fighting

Figure 2.2 Capturing Cumulative Dynamics

Figure 2.2 lays out a schematic for assessing cativel dynamics in armed conflict. Here, initial
rounds of fighting yield no immediate return; tigslabeled as the “Buy-In Phase.” Eventually,
however, the investment advances to a stage (thgpdtt Phase”) where it generates the
possibility of achieving intended objectives: tliel® of obtaining those objectives can come with
certainty at a fixed point (represented here as ‘thereshold Model”), they may gradually
increase over time (represented here as the “Ststohdlodel”), or the chances of success may
always remain fairly low (represented here as tlho6t-in-the-Dark Model”).
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How might we structure this analytic challenge @ptoally? These documents suggest that it
is possible to characterize the views of Vietnanr \d&cision makers by dividing their policies
into two, distinct phases. The first of these cduddcalled théBuy-In PhaseDuring the Buy-In
Phase, there would be little to no probability ohi@ving strategic goals. The Buy-In Phase is
analogous to an entry cost, which does not dirgutduce profits, but makes it possible to
achieve returns at a subsequent point. A bettdogndrom a lesser-known literature would be
the concept of “time-to-build,” which models the ywahat real estate or research-and-
development projects often require protracted ediperes before realizing gaifid The second
stage could be called dmpact PhaseSuccess is not necessarily guaranteed here ,efiher
once decision makers are in the Impact Phase, theestments will generate a positive

probability of achieving desired goals.

Figure 2.2 represents these concepts graphicalte. X¥-axis captures rounds of fighting,

which we could also represent more generally imseof the overall amount of costs decision

3 See Grossman and Shapiro 1986, who describe hamyvesearch projects, as well as some
types of investment programs for the installatibptoysical capital, can be described as follows:
measurable progress is achieved over a periodhef, thut the investment yields no returns until
the entire project is completed. Examples of thedude laboratory development of a new
product or process, the construction of a new mgldand the writing of a scholarly journal
article. When confronted with investment opporti@sitof this sort, individuals and firms must
decide how many resources to devote to the prajegach point in time. Implicitly, this also
determines the (expected) duration of the projeddrhe works in this field examine situations
where “total effort required to complete the reshagatisfactorily is not known” (Kamien and
Schwartz 1971). See also Majd and Pindyck 1987 ¢Rsland Weitzman 1981, and Dixit and
Pindyck’s discussion (1994: chapter 10) on seqakmvestment. This literature has featured
rarely (if at all) in the theory of military stragg, but it connects to the U.S. military’s docttina
concept of “shaping operations” which are intentiettreate and preserve conditions for the
success of the decisive operation” (see U.S. ArraldAManual 3-00Operations paragraph 5-

61).
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makers have expended in trying to achieve theatesjic goal§® As decision makers invest
increasing amounts of resources, they will movatmgrd across the graph, eventually shifting

from the Buy-In Phase to the Impact Phase.

Two kinds of uncertainty affect the way that demismakers should approach this situation.
The first is uncertainty about where the phase gldsa located, and whether decision makers
expect the Buy-In Phase to be relatively short oteptially protracted. A second crucial
uncertainty is just how likely decision makers trde successful once the Impact Phase begins.
Figure 2.2 lays out three different examples of wtha Impact Phase might look like: there is a
“threshold model” in which a breakthrough comes iedainately after completing the buy-in, a
“shot-in-the-dark model” in which the probabilityf success becomes positive but remains
relatively low, and a “stochastic model” in betwed&my number of other functional forms may

be possible as welf.

4 An advantage of equating “rounds of fighting” wittkpended cost” is that this builds into the
model the notion that decision makers might facegasing (or decreasing) costs of fighting as
the war drags on.

|t is important to have some sense of how likelgcess will be during the Impact Phase, and
how that likelihood will respond to additional irstenent. For example, William Bundy argued
in 1967 that “In short, even if thevn and we both do the best we possibly can, the agzlsn

the whole against a major strengthening ofdkie position or a true crack in [Communist]
morale during 1967. The possibility of such a metadeak is present, but its chances cannot be
rated better than about one in three for 1967.lisvid Bundy, “1967 and Beyond in Vietnam,”
Draft Paper Prepared by the Assistant SecretaBai€ for East Asian and Pacific Affairs, 21
December 1966RUS 1964-68, Vol. IV, document 347. For a similanliea statement, see
William Bundy, “Holding on in South Vietnam,” Memamdum, 30 June 196BP, Vol. IV,
document 259.

This kind of probabilistic thinking may often bepropriate for characterizing the Impact
Phase. Figuring out how to estimate these probiasiliin a rigorous way is another important
challenge for dealing with cumulative dynamicsfdat, one of the most common themes in the
literature on intelligence analysis is the troudntalysts face when attempting to estimate and
express probabilities. On this point, see Kent 1%&nick 1972, Heuer 1999, and Friedman
and Zeckhauser 2012, 2013.
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These uncertainties are double-edged. On the one, llaey can impede forming accurate
estimates of how long it will take or how much illwost to achieve a desired goal (let alone to
make precise predictions about the locations ofsphehanges or the shape of probability
distributions). As we have seen, the Jasons, Segr&tcNamara, the intelligence community,

and a wide range of policymakers repeatedly ndtedproblem throughout the Vietnam War.

Yet at the same time, these dynamics can offersaecimakers grounds for optimism,
because they imply that just because some stréi@gyot worked yet, this does not necessarily
mean that it will not work soon. If the entry poimto the Impact Phase is uncertain (and
especially if strategic success should become Yigikely thereafter), then decision makers

might often find it plausible to believe that thane sitting on the cusp of a major breakthrough.

Several documents from the Vietnam War offer simifgerspectives. For instance, a
memorandum written by the Joint Chiefs of Staffusgthat “Although there is presumably a
point at which one more turn of the screw woulctckrthe enemy resistance to negotiations, past
experience indicates that we are unlikely to halearcevidence when that point has been

reached.*® Similarly, intelligence reports urged decision maknot to give up hope just because

PP, Vol. IV, p. 65. The Joint Chiefs of Staff wroteat even though “the [bombing] program
has not yet successfully interdicted infiltratiaghts did not imply that the North would be able to
resist further escalatio?P, Vol. IV, p. 42).PP, Vol. lll, p. 20 quotes the Chairman of the Joint
Chiefs of Staff arguing that even though “up untiv the battle against the Viet Cong has
seemed endless,” this did not imply that succedddae far off; a similar assessment from the
CIA is quoted irPP, Vol. IV, p. 137. Secretary of Defense Clark Clifford garly concluded

that even though “the steady and accelerated baydfithe North has not brought North
Vietnam closer to any real move toward peace,’as wnpossible to discount the possibility that
“apprehensions about [escalated bombing attacksMbuld destroy Hanoi and Haiphong may
at some time help move them toward productive nations” (PP, Vol. IV, pp. 250-252). See
also Lodge (Telegram from the Embassy in VietnaitméoDepartment of State, 26 August
1965:FRUS 1964-68, Vol. Ill, document 127), who wrote tleaen “if they have not done so
thus far, the Communists must soon acknowledge itheility either to achieve an early victory
or to dislodge the growing military strength of tleS. forces in the south.”
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they had not achieved success thus far. A Centtallipence Agency assessment once argued,
for instance, that “although the progress maddééncomplex counterinsurgency program in the
last six months failed to produce a turning pomthe war against the Viet Congd), nothing

occurred to change our basic belief thatwbevill eventually be defeated"”

This idea will recur throughout the following chap. In the context of cumulative processes,
previous investments may be sunk costs, but thas dmt mean they are irrelevant to future
decisions: even when those investments have notvedl decision makers to achieve their
intended objectives so far, they may very well haN@ewed decision makers to advance closer to

their desired goals.

This is a key place where the cumulative dynamfarmed conflict depart from the repeated
processes of the gambling table. If you are playmdette and think that you are “due” for a win
because of how many times you have lost in a rben tyou are making a mistake. But if you
have invested substantial resources in advancmgrallative process, it can be much less clear
what to make of the situation. If you are climbiagnountain, then every step takes you a bit

closer to the summit, even if you cannot see thattgrom where you currently stand.

Summary

Altogether, the Vietnam War documents thus sugiyestkey features of strategic assessment

given the cumulative dynamics of armed conflict:

*" Central Intelligence Agency, “Assessment of thegPess of the War Against the Viet Cong in
South Vietnam During the First Half of 1963,” Ceattintelligence Agency Information Report,
2 August 1963FRUS 1961-63, Vol. lll, document 244.
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First, decision makers may believe that therettie lio no probability of achieving their goals
in the short run. This is important, because itliagpthat early rounds of fighting woulabt
automatically provide the kinds of type-separaiimigrmation that are central to the bargaining
model of war. If no U.S. decision makers believaelytwould see progress in the war’s opening
stages, for instance, then the fact that the constaudid not concede within that window would
have come as no surprise. Since all potential oppotlypes” would be able to fight for at least
that long, the early phases of the war would natehaelped to reduce uncertainty about how

long it might take or how much it might cost to wire war thereafter.

Second, learning and adaptation will largely be&eahiby decision makers’ prior assumptions.
When decision makers evaluate their prospectswitlisiepend on whether they believe that the
Buy-In Phase will be relatively short or relativébng, and how rapidly they believe the odds of
success should rise beyond that point. Prior assangpthat look like the “threshold model” in
Figure 2.2 will have very different implicationsrfthe way that decision makers adapt and
behave than if they held prior assumptions thakédomore like the “shot-in-the-dark model.”
Yet this is another aspect of strategic assessthanhscholars generally do not take into account,
as existing theoretical models generally expressemainty in terms of a single parameter,
namely the chances of defeating an opponent in agtd of fighting, which remain constant as

fighting unfolds.

Both of these properties will play an importanterah Chapter 3, which explains why taking
these dynamics into account can generate surprgiadictions about the way that military
decision makers should form and revise their exgtieets. The next section, however, fleshes

out the deductive foundations of this conceptuahiwork in order to show how it is not
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idiosyncratic to Vietnam, and how the same ideasbmderived, in a general form, from basic

theoretical principles.

Section 2.3. Deductive foundations of cumulativeythamics in war

One of the central tenets of scholarship on mylistrategy is that the basic purpose of fighting
is to alter an opponent’s cost-benefit analysisuuSéwitz, for instance, wrote that “if the enemy
is to be coerced you must put him in a situaticat th even more unpleasant than the sacrifice
you call on him to make*® Thomas Schelling similarly explained that “coerciequires finding

a bargain, arranging for [an opponent] to be bettedoing what we want® This also seems to
be a fair characterization of the perspective Yhatham War planners took: as Walt Rostow and
Robert Komer explained, “Our problem is to preg®urth Vietham] with a situation where,
whatever their will to hold on and sweat us ougytihave no realistic option but to accept our

terms.”®°

8 Clausewitz 1832/1976: 75.
9 Schelling 1966: 2, 4, 8.

0 Rostow and Komer, “A Strategy for the Next Phas¥ietnam,” Draft Paper by the
President’s Special Assistants, 20 September 1PRBS 1964-68, Vol. IV, document 241.)
Similarly, John McNaughton wrote that the purpofthe air campaign was to “increase the
actual and portended cost of the wabpRy,” and thus to make “a convincing demonstration
made of the great costs and risks incurred by atcpwhich commits aggression against an ally
of ours” (“Plan of Action for South Vietham,” 3 Seepnber 1964PP, Vol. 1ll, document 188).

A National Security Council Working Group on Viematated that “Increased US pressures on
North Vietnam would be effective only if they peasied Hanoi that the price of maintaining the
insurrection in the South would be too great arad ithwould be preference to reduce its aid to
the Viet Cong and direct at least a temporary rédnén Viet Cong activity.” “Intelligence
Assessment: The Situation in South Vietnam,” 26 é&oler 1964PP, Vol. lll, document 241.
Additional examples of this approach include Lodfgglegram from the Embassy in Vietham to
the Department of State, 11 November 1F88US 1964-1968, Vol. Ill, document 199;

Rostow, “Some Observations As We Come to the Crim&8outheast Asia,” Memorandum for
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Contemporary studies of military strategy typicallgdopt a similar starting point. Robert
Pape, for example, built his prominent analysiaiopower on the premise that “The problem in
coercion is to persuade the target state that augéa the coercer’s demands will be better than
resisting them> This assumption also lies behind recent formabdihen the bargaining model
of war. As Branislav Slantchev explains, “althoufgghting can result in complete military
victory, its more important function is coercive:donvince the opponent to accept a settlement.
This happens after opponents learn enough about frespects in war to decide that

continuation is unprofitable>®

Slantchev’s distinction between resolving war tlgiou“settlement” and through “total
military victory” is important, and it drives muabf the literature on the bargaining model of
war. Recall, for instance, that one of the cerntisgumptions of the “battling for forts” model
used by Slantchev and others is that once a comtblass lost enough battles, it will have to

3

concede the entirety of the stakes for which itfighting;>® similarly, in strategic-level

bargaining models, each round of fighting inducesance that one side will be totally defeated,

the Secretary of State, 23 November 195, VVol. Ill, document 238nsc Working Group on
Vietnam, “Intelligence Assessment: The SituatioViatham,” 24 November 196#&P, Vol. llI,
document 240; and discussionRR, Vol. I, pp. 70-71, 381-382, and 482, as welP43 Vol.
IV, p.292.

>l pape 1996: 15.
2 Slantchev 2003: 621.

>3 For instance, see, Slantchev: “The game continnéikan agreement is struck or until one of
the players is decisively defeated” (2003: 623)itBriOver time, one nation's advantages could
accumulate until it completely overwhelms its fodut simply, nations fight battles until one
nation decisively defeats the other or until oneomasurrenders” (2000: 302). Filson and
Werner: “Wars end when one side is defeated miliitar when the attacker alters her
negotiating position sufficiently such that theeteder is willing to accept the proposed
settlement” (2002: 820).
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and will have to concede the full stakes to its mmmt>* This ultimate threat of losing
everything (along with the potential gains of wimgieverything and the material costs of
fighting each round) is what drives decision mak@arceptions of the expected value of

continuing to fight.

A potentially confusing aspect of these modelshat their bargaining dynamics are thus
contingent on the prospect of military outcomes thaolve no bargaining at all. Historically, it

is difficult to find many examples that correspdndhis assumptiorrt

Japan in World War I, for instance, is often helgl to be one of the cardinal examples of
“unconditional surrender” — but in fact, Japan iretd important bargaining leverage up through
the end of the war, which it used to extract cosioes from the United States (including
convincing the Truman administration to relent éarlier insistence than Japan abolish its
emperor). The Axis occupation of France in WorldrWas also often thought to be one of the
most decisive military victories in history, andtybe western front did not simply close once
France had lost all of its “forts” — the Frenchiseance simply transitioned to partisan warfare
while waiting for a conventional counteroffensiyest as Confederates in the southern United

States turned to guerilla methods once their comweal forces were defeated in the Civil Warr,

¥ For instance, Powell 2004: 345: “The present seeBs war as a bargaining process during
which the states run a risk of military collaps€d Wagner, war is fought “to influence
expectations about the outcome of a contest inlwstiates try to disarm each other,” and where
a disarmed state would thus have to cede all o$tiiees in dispute (2000: 473). Fearon:
“fighting may result in the government eliminatitige rebel group completely, in which case the
strategic interaction ends” (2007a: 7).

%> Bargaining model scholars typically acknowledgs.tBlantchev, for instance, writes that
“although it is possible for a war to end with arquete military defeat of one side... most wars
do not terminate with the obliteration of the Iaggide but are settled long before that” (2003:
628).
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and just as Spanish forces adopted an insurgetiégyr once Napoleon had conquered Iberia in
the Peninsular War. Even in the most extreme exasngl “military victory,” the weaker side
can retain substantial military capabilities andga@ing power. And even if one side were
fighting for limited objectives that it could ergly capture by means of brute force alone, the
war would not be over until opponents decided thatas no longer worth fighting in order to
take those objectives back. Wars simply do notterauigh the kinds of exogenous, involuntary

mechanisms that prominent theoretical models invoke

One way to address this issue while staying clog@evious work is as follows. Assume that
combatants go to war having made a set of politiemhands. During the War in Vietnam, for
instance, the United States demanded that Hanpisstoporting the communist insurgency, and
that the insurgency stop challenging the governmenSaigon. (Seen from the opposite
perspective, the communists demanded that the dr8tates cease supporting the Saigon
regime and allow the country to hold free electipi$ie objective of fighting is to obtain these
concessions by imposing costs on an opponent, igoimg the other side that fighting is a
costlier option than they originally anticipateddathus persuading the opponent that it would be
in their interest to make the desired concessibhe.central challenge of strategic assessment is
to determine how costly it will be to do this, awtiether decision makers would be better off
pushing for more limited (or more expansive) objexst. The war ends when once a combatant
agrees to its opponent’s demands (an outcome Xéssree than total disarmament and collapse),
or both sides agree to a compromise settlementiedher side determines that it is worth

continuing to fight.

This conception of military strategy is not oridirathere is little in this formulation that does

not appear in the writing of scholars like Claugewschelling, and others cited at the top of this
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section. The central point of departure from comgerary theoretical frameworks is simply
dropping the notion that there is some exogenodstgrmined, probabilistic chance of obtaining
total military victory outside of the bargainingogess. This reformulation has important

implications for thinking about strategic assessimen

Figure 2.3, for instance, presents stylized waysapfturing how a combatant might react to a
given demand for concessions. The x-axes in théss pepresent rounds of fighting, as in
standard theoretical frameworks. The y-axes repte#ge combatant’s expected utility for
refusing to grant the concessions their opponedeimsanding. This calculation will be based on
combatants’ subjective assessments of a numberctdrs, including the costs of war in current
and future periods, the prospects that the oppomégiit reduce their demands, and the value
each combatant places on the stakes in disputehdtiieontal lines in Figure 2.3 represents the
combatant’s “reservation value” for fighting — lifety believe that the expected utility of resisting
concessions is above this point then they will sefuhe deal, and if they believe that the
expected utility of resisting concessions is beliws point then they would naturally grant

them?>®

Both plots in Figure 2.3 shows the results of aitery strategy that is working. With each
round of fighting, the combatant is becoming pregreely pessimistic about their prospects for
refusing to grant the demanded concessions. EMénttize combatant will be in a situation

where they would prefer to concede.

*6 Assume that these calculations capture estim&tepected net present value. Thus if the
opponent’s expected utility of continuing the wainegative, it would not make sense to say that
the opponent might wait a few more rounds of fightin order to see whether the situation
changes — rationally calculated estimates of exgoecét present value would already account for
these prospects.
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Figure 2.3. Expected Utility and Thresholds for Caceding

Figure 2.3 captures the key challenge of assessimgul
opponent will fight so long as the expected utitifydoi
only concede once the expected utility of fightirasses their reservation value. This implies that
there may be no change in observed behavior, esagheopponent continually revises its cost-
benefit analysis: even if their expected utility aointinuing the war gradually decreases over
multiple rounds of fighting, opponents will not baan incentive to concede until the reservation
value threshold has been crossed. If the opponard&-benefit calculation has a stochastic
component, then the dynamic may be more alongrtée 6f the bottom panel.
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Though simplistic, this framework helps to motivatame of the key dynamics developed in
the previous section. The dashed line in the tapepaf Figure 2.3, for instance, shows how
combatants would respond to this situation, so lsthey operate under the basic decision rule
that they will resist granting concessions if thejieve they are better off doing so. The result is
that the probability of obtaining the intended cession reproduces the “threshold model” we
saw earlier. The important point is that even thotlge opponent is assumed to be continually
revising its cost-benefit analysis, its observelawsor may not change for a significant period of
time>’ As the opponent’s expected utility of fighting g® progressively smaller, it still has an
incentive to avoid making concessions until theerestion value has been breached. Before that
point, a military strategy might very well be wang, and it might very well be making
cumulative progress towards its desired goal ovoming opponents to give in, but there is not

necessarily a reason to expect that this will teaaudny observable changes in behavior.

This provides a deductive foundation for the cehaoaf distinguishing between a Buy-In
Phase and an Impact Phase, and it reflects thendgsaliscussed above in the Joint Chiefs of
Staff assessment of the Vietnam War that “Althotigére is presumably a point at which one
more turn of the screw would crack the enemy rascs to negotiations... we are unlikely to

have clear evidence when that point has been rddche

An important component of the discussion in Secfidhwas that there is often uncertainty
about where this kind of phase change will ocaurs thus important to be explicit where that
uncertainty comes from. There are a number of posEs, and they are not mutually exclusive.

For example, Clausewitz famously argued that contlodtomes are inherently probabilistic.

°" See Fearon 2007a for additional reasons why cantshave an incentive to continue
fighting and avoid bargaining even as they leamualtheir opponent’s capabilities and resolve.
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Clausewitz is perhaps best known for describing hbe “friction” of war can lead to

substantial, irreducible uncertainties, and that Him the whole range of human activities, war
most closely resembles a game of car{Though Clausewitz presumably did not mean for
this analogy to extend to the notion that eachldyalike each draw from a shuffled deck, is
independent and identical. If that were true, ttreare would be a fundamental contradiction in
Clausewitz’s crucial argument: if rounds of figlginwere independent and identically
distributed, then the more of them there were |léssuncertainty there would be about overall

outcomes, as probabilistic draws are more predeiadarger samples.)

Compounding battlefield friction is the notion thadcision makers surely operate under the
constraints of imperfect information and boundetiorality: it is unreasonable to expect that
they will be able to make perfectly accurate predis about a complex social phenomenon
such as armed conflict.Moreover, contemporary scholars have emphasizedeven perfectly
rational actors might still be unable to agree lgirtexpectations about the outcome of combat.
The idea is that combatants have incentives toemissent their capabilities and resolve; this

makes it difficult to gather credible informatioand it means that combatants often have to

%8 Clausewitz 1832/1976: 86. A related line of thiksummarized by Beyerchen 1992/93 holds
that war is a “nonlinear” phenomenon, in which slaene action can produce very different
results across different times and contexts. Béyaravrites that war is analogous to systems
studied by chaos theorists, in which “feedback &aelays, ‘trigger effects,” and qualitative
changes over time produce surprises, often abraptlsing a threshold into a qualitatively
different regime of behavior” (p. 93). On nonlinegmnamics and military thought, see also
Mann 1992, Czerwinski 1999, and Moffat 2003.

> Jervis 1976 provides one of the best-known workthe ways in which psychology and

misperception can influence foreign policymakingudr 1999 examines the psychology of
intelligence analysis in particular.
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guess about how long their opponents will be ablesist granting concessiotisEach of these
arguments helps to explain why it can often beadlift to estimate how long it will take or how
much it will cost to convince an opponent that theguld be better off granting some

concession.

Factors like friction, bounded rationality, and entives to misrepresent can also help to
explain why anticipated behavior need not alwaye tde form of the threshold model that is
represented in the top panel of Figure 2.3. TlgarB assumes that combatants will be able to
revise their cost-benefit analyses in an immediategurate, and continuous fashion, but that
assumption is almost certainly too strong. It eréfore reasonable to think that the likelihood of
a combatant granting concessions involves a prosiédicomponent, which captures all of these
various obstacles to strategic assessment in wea.bbttom panel of Figure 2.3 captures this
dynamic: as the expected utility of fighting netrs reservation value, then the chances that the
opponent concedes rise and then gradually tapeNe#dless to say, there are any number of
ways in which to model this process — this lingtofking implies that the likelihood of success
can take a number of functional forms, and thatoissistent with the argument in the previous

section.

Summary

We can summarize the deductive argument here infdbh@wing way. Decision makers

should develop prior assumptions about how longight take and how much it might cost to

% See Fearon 1995: 395-401 and Meirowitz and S&2@8 on private information and
incentives to misrepresent.
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obtain their political demands. Almost all opporgeshould be able to resist making concessions
for at least the opening stages of armed conflichis is the Buy-In Phase, where decision
makers should not expect that fighting will leadatty changes in observed behavior. Decision
makers will presumably face uncertainty about homglthis initial phase will last, and what the

probability of obtaining concessions will look likieereafter.

These propositions are straightforward and condisteith long-standing theoretical
scholarship on coercion, but they deviate from teéxgs models which revolve around the
assumption that war is a repeated process whialncesdlan exogenously-determined threat of
total military victory absent negotiation. Chaptrmwill go on to show how the alternative
framework of war as a cumulative process develdmrd entails a substantially different set of
predictions for how rational decision makers sholddrn and adapt. Before moving on,

however, the chapter will close by describing scopaditions for this theoretical argument.

Section 2.4. Scope conditions

The conceptual framework developed in this chapplies to the way that decision makers
assess uncertainty about how long it might takdnaw much it might cost to achieve their
strategic objectives. This framework applies wheo tonditions hold: first, decision makers
must be observing a cumulative process in whicly gre attempting to move progressively
closer to their intended goals; and second, detisiakers must not be able to observe their

progress directly (or else there would no uncetyainat they needed to resolVe).

®L As stated earlier, this helps to make clear hathieoretical argument in this dissertation does
not generally speak to models of coercive barggimrnwhich combatants have “complete
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A general rule of thumb for considering where tingnework is most likely to be relevant is
to think about situations where people disagreeutdhether their policies have not been
successful as a result of the concept or the execuivhether the problem is that decision
makers are doing the wrong thing or that they ast pot doing the right thing wednough
These kinds of debates often revolve around uriogytabout cumulative dynamics, and this
uncertainty is what makes it difficult to understamhether the right response to an unsuccessful

policy is to switch strategies or stay the course.

To motivate the conceptual framework, this chapised the example of U.S. military
decision making in Vietnam. In general, counterigeucy is an area where the challenges of
assessing war’'s cumulative dynamics are espediéfigult. Insurgents do not usually attempt
to hold ground; it is not possible to benchmarlatsigic progress in terms of closing in on an
opponent’s capital, or by how much territory an @pgnt has left to defend. Since insurgents
generally draw their personnel and resources fjuitdm the population at large, it is often
difficult to know how close they are to running oot manpower or materiel. Strategic
assessment in counterinsurgency is largely an atstthallenge: estimating an opponent’s
willingness to continue fighting despite the moagticosts of doing so. In recent years, U.S.
decision makers have struggled greatly in perfogrtims kind of assessment with respect to

insurgencies in Iraq and Afghanistn.

information” — an assumption that is unrealistigt Which helps to draw out important dynamics
of armed conflict, such as commitment problemsetimrizons, and issue indivisibility.

%2 Unsurprisingly, the recent wars in Iraq and Afglstam have thus generated a broad literature
on the challenges of assessing strategic prognessunterinsurgency. among others, see Kagan
2006, Patel and Ross 2006, Baker 2006/07, ClandyCaossett 2007, Westerman 2008,
Schroden 2009, Kilcullen 2010: ch. 3, Daddis 21112, and Kapstein 2012. For official
doctrine on the subject, see U.S. Army Field Mard4a#, paragraphs 5-90 to 5-112.
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To what other forms of war should the concepts his tdissertation apply? In order to
understand the scope of the analysis, it is usefubmploy Thomas Schelling’s distinction
between achieving strategic objectives throughaoerversus brute force. Schelling described
this distinction as being between “taking what yeant and making someone give it to you.”
Brute force generally entails physically seizingl dolding material assets such as territory or
natural resources: it thus revolves around tandiédtors which tend to be relatively easy to
conceptualize and assess. Coercion, by contraslviess using the threat of imposing costs on an
opponent in order to convince them to grant conoassvoluntarily. Because the success or
failure of coercion is thus contingent on alteriag opponent’s cost-benefit calculations for
behaving in certain ways, it is something thatekatively abstract and difficult to assess with
precision. Generally speaking, we can expect thattore military strategy relies on coercion
relative to brute force, the more this will exa@de the uncertainties surrounding strategic

assessment that are the subject of this disserfitio

Strategic bombing, for instance, is similar to dewimsurgency in the way that it often
revolves around coercion. We have seen that timeipel U.S. goal in bombing North Vietnam
was to escalate the pressure on Hanoi graduallgs $0 “convey signals which, in combination,
should present torv leaders a vision of inevitable, ultimate destmuctif they do not change
their ways.” Similarly, we saw Madeleine Albrightestribe that the goal of bombing
Milosevic’s power base in 1999 was to convince thiat it would be in his interest to halt ethnic

cleansing in Kosovo. When the Israeli Air Force Ibeah Lebanon in 2006, the stated intention

%3 Schelling developed the distinction between bfatee in his bookArms and Influencél966:
ch. 1) Byman and Waxman 2002 provide a more raesigw of broader literature on the
subject. Biddle and Friedman 2008 use the distndbetween brute force and coercion as way
to structure assessments of strategic choices.
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was to impose costs that would convince the goveminthat it would be in its interest to

somehow restrain Hezbollah. Because strategic buynteinds to be so heavily coercive, and
because its objectives are so closely tied to émiting an opponent’s cost-benefit analysis, this
is another form of military strategy that will ptesably involve a great deal of the uncertainty

that is the subject of this dissertatfn.

Even military campaigns that rely heavily on brtdece, however, typically involve at least
some coercive component, and some substantial tamdgr about the kinds of cumulative
dynamics discussed here. Take Napoleonic warfanejnstance: conventional combat with
massed armies and set-piece battles to sever esidimés of communications and control their
territory. Commanders in this context could trackny tangible indicators of progress. After the
Battle of Austerlitz, for instance, it was fairlfear that the Third Coalition had suffered a major
blow, just as after the Battle of Waterloo, it wasar that the French power had been severely
curtailed. Yet Napoleonic warfare was exactly thbjsct that Clausewitz wrote about @n
War, where he characterized armed conflict as a cumalarocess and described the difficulty
of anticipating the way offensives gradually buiddvards culminating points. Conventional land
warfare may be more analytically tractable than yrelements of counterinsurgency or strategic
bombing, but it is still a context with substantalope for uncertainty in evaluating cumulative

dynamics.

% On coercion and air power, see Pape 1996 and Byarman, and Larson 1999. Pape
points out that some strategic bombing strategieslve more around brute force than others —
in fact, his central argument is that bombing caigimathat focus on “denial” rather than
punishment tend to be the most successful — baettienial strategies constitute a minority of
cases, and even they involve at least some coegt@wneent of convincing an opponent that it
would not be in their interest to continue resigtin
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Naval warfare is an area in which the conceptshia tlissertation may not apply as well.
Naval battles are often thought to be the epitorhelaminian strategy, with commanders
maneuvering into positions where they can strikeheathers’ decisive points and thereby
eliminate the enemy fleet with a rapid stroke. Ehleave been no major naval battles between
great powers since World War I, so it not entirelgar if this model carries over to the present
day; and as several strategists have emphasized,tlee most decisive naval victories play only
one part among many in determining the outcomebrofder wars. But naval warfare is a
domain of armed conflict which, if viewed by itselévolves so heavily around brute force and

measurable capabilities that may lie largely oatsfte scope of this dissertation.

Finally, counterterrorism is a domain of conflibat could fall within or outside the scope of
this analysis depending on what aspects one wishexamine. There are some elements of
counterterrorism that decision makers can obsena assess directly: for instance, when
missions are designed to apprehend a certain sarg#ts, the relevant outcome variables are
easy to measure. One could even make the cassadima kinds of intelligence leads (such as
tips about the locations of enemy personnel or aviged explosive devices) are roughly
analogous to a repeated process, where the odtifesent pieces of information paying off are

relatively independent and similarly distributed.

At the same time, other aspects of counterterrodgectly engage the kinds of cumulative
dynamics discussed in this dissertation, and of tihere is no better example than the ten-year

hunt to capture Osama bin Laden. Since the attagkSeptember 11, 2001, it was one of the

® Alfred Thayer Mahan is particularly associatedhitie view that naval strategy should be
seen in Jominian terms; Julian Corbett was perNggsg|n’s most prominent critic, arguing that
decisive battle at sea was much less feasibleNfadran had suggested.
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U.S. government’s top national security priorittesfind al Qaeda’s leader. To say the least,
there was substantial uncertainty about how lomgigiht take and how much it might cost to do
this. The process of tracking bin Laden was a cativd one, with intelligence analysts

gathering information from a wide range of souragsnbining them together, and eventually
developing the hypothesis that bin Laden was hidmgAbbottabad, Pakistan. Even after

tracking a suspected bin Laden courier to the camg@pintelligence agencies spent months
trying to pare down remaining ambiguity about wieetthey had truly found their target, with

President Obama insisting that he would not asséaltcompound unless the intelligence
community could pass a reasonable threshold ohiogytin making this assessment. From start
to finish, the hunt for bin Laden was a story iniethdecision makers wrestled with uncertainty

in assessing cumulative dynamfés.

This review serves to frame the analysis in thsselitation by making clear that it does not
apply to all forms of armed conflict, nor does fiipdy to different kinds of military strategy in
equal measure. Yet almost any military action imesl at least some substantial element of
uncertainty about how long it will take or how muithwvill cost to achieve strategic objectives.
This uncertainty may be correlated with how muchaie strategies depend on coercion versus
brute force, and the extent of this uncertainty mayy across cases; but most of the time,
military decision makers will face at least somkesd challenges in assessing strategic progress.
How decision makers can deal with this uncertaiatyhe subject of this dissertation, and as
Chapter 3 will demonstrate, many common assumptatasit this subject are worth assessing

themselves.

% The hunt for bin Laden has rapidly become theesitgf a large literature, which prominently
includes Bergen 2012, Bowden 2012, and Sanger 2Mi42:
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FORMING AND REVISING EXPECTATIONS

This chapter demonstrates how simple assumptionatahe cumulative dynamics of armed
conflict can generate surprising predictions foratsefgic assessment and military decision
making. Existing scholarship (and perhaps most le&obasic intuitions) suggests that the
longer decision makers go without achieving thdijeotives, the more pessimistic they should
become about their ability to do so and thus theentikely they should be to change course.

This chapter challenges those ideas and explaigswelshould often expect the very opposite.

In showing how and under what conditions rationedoes should behave this way, the
following sections offer a new perspective on proemit puzzles in existing literature. When
scholars ask why military decision makers seemintd it so difficult to realize their strategic
mistakes, or why they often stick to unsuccessdfi#tasgies for so long, they typically turn to
nonrational explanations. For instance, scholatsnofrgue that militaries are built to fight in
certain ways, while bureaucratic politics and staddoperating procedures can inhibit self-

evaluation and chande.Cognitive frameworks, confirmation bias, defensiegoidance,

! For example, Wildavsky 1972, Lewy 1978, Snyder4198n Evera 1984, 2002, Cohen 1984,
Herwig 1987, Krepinevich 1988, Cable 1988, Rose®l]1Zisk 1993, Avant 1994, Sorley 1999,
Gartner 1997, Nagl 2002, Lyall and Wilson 2009, dMuhllister 2010/11.
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overoptimism, or emotional stress may impede nmmjlitadecision making. Political
constituencies may inherently prefer some methddggbting over others, and officials may
have incentives to “gamble for resurrection” inkyiswars so as to boost their electoral
prospects. These ideas have all been the subjects of valuabarch programs, and nothing in
this chapter challenges the notion that these nmesing affect military decision making in
important ways. Yet each of these arguments reguiraking assumptions about why groups
might act in ways that violate their overall inteie They either assume that decision makers
knowingly adopt inefficient policies in response 4ome other incentives, or that something

prevents decision makers from evaluating theitegjias in clear-headed fashion.

This chapter, by contrast, shows that we do notl neenvoke nonrational factors in order to
explain why some actors find it so difficult to liea and correct their strategic mistakes. We can
explain this behavior simply by examining the cuative dynamics of armed conflict and

understanding how they differ from other phenom@igs argument proceeds in four sections.

Section 3.1 begins by demonstrating why militargisien makers might actually become
more optimistic about achieving their objectiveem®\as they continually fail to do so. This

argument is developed using formal theory, whicpla@rs precisely why it is that relatively

2 For example, Leites 1953, Wobhlstetter 1964, Ge@afi9, White 1970, May 1973, Jervis
1976, Lebow 1981, Staw 1981, Janis 1982, Larsoh,1@8rtzberger 1990, Khong 1992, Levy
1996, Mercer 1996, Reiter 1996, Heuer 1999, Wramgh@99, Johnson 2004, McDermott 2004,
Rosen 2005, Kahneman and Renshon 2007, Butler B#ishon 2008, Gayer et al. 2009,
Woods and Stout 2010, Duelfer 2011, Johnson andéf@011, Johnson and Tierney 2011,
Lopez et al. 2011, Mercer 2013.

3 For example, Weigley 1973, Mack 1975, Downs andk@d 997, Kier 1997, Reiter and Meek
1999, Huth and Allee 2002, Goemans 2002, Merom 2bfidman 2004, Gray 2006, Berinsky
2007, Stanley 2009, Craig and Logevall 2009, Goenaawad Fey 2009, Caverley 2009/10; Debs
and Goemans 2010, Trubowitz 2011.
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intuitive premises can lead to these potentiallgpssing predictions. Section 3.1 builds this
logic in stages, starting with a simple model inishhdecision makers are trying to distinguish
between two types of opponents, and then generglimnto broader and more complex

situations. This section constitutes the disseméicore theoretical argument.

Section 3.2 fleshes out this argument by going mtoe detail about where decision makers’
prior assumptions come from, and explaining whys¢h@assumptions play a crucial role in
understanding the way that these decision makeyaldgHearn and adapt. This discussion is
important not just for clarifying the theory’'s umganings but also for drawing further
distinctions with respect to existing literaturehigh generally does not focus much attention on

the importance of prior assumptions in the manhews here.

Section 3.3 then discusses what the theoreticatdvwaork implies for models of strategic
interaction. A wide range of theoretical scholgosbin armed conflict uses game theory to
examine strategic interaction explicitly. While sleebargaining dynamics are not the principal
focus of this dissertation, Section 3.3 providedeast a brief discussion of what rethinking
strategic assessment in light of cumulative dynamimoplies for broader, game-theoretic
scholarship. Section 3.4 then concludes the chaptesummarizing its intended theoretical

contributions.

Section 3.1. Cumulative dynamics and the costs a§hting

This section explains why taking the cumulative aiyics of war into account leads to
predictions that sharply deviate from existing dahship. To draw this out in a simple case,

Figure 3.1 begins by comparing the way that ratiashecision makers would adapt their
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expectations in a situation where opponents cagither of two types, “strong” or “weak. Figure
3.1a represents the way that existing models wealfature this situation, under the standard
assumption that war is a repeated process. As @haptliscussed, contemporary literature on
the bargaining model of war generally assumes dhabpponent’s “type” determines the odds
that they will be defeated in each round of figgtifhose odds remain the same from round to
round. This means that each round of fighting pdesi“type separating information”: each time
a round of fighting concludes without defeatingaoponent, a rational decision maker should
raise their prior probability that the opponentythare facing is a strong type. Using a
straightforward application of Bayes’ rule, Figidda shows how this leads standard models to
predict a gradual, monotonic learning processoasads of fighting mount and decision makers
continually fail to achieve their goals, they shibgbntinually become more pessimistic about

their ability to do so.

Figure 3.1b shows how matters differ if we assuhm tvar is acumulativeprocess. As
Chapter 2 discussed, this viewpoint suggests ardifit way of conceptualizing an opponent’s
“type.” Rather than assuming that an opponent’sabdities and resolve dictate the chances that
they will be defeated in any round of fighting (afiéit these odds stay the same from round to
round), Chapter 2 argued that it might be more @myate to think of a combatant’s “type” as
the amount of fighting they can sustain before rggvin to an opponent’s demands. In this
formulation, stronger opponents are still able tddhout for longer periods, but even “weak
types” should be able to conduct some amount atifig without being defeated. This is also a
stylized way to think about the issue — but it & more stylized than existing models, and
Chapter 2 offered both inductive and deductivearasvhy this formulation may be more viable

than the underpinnings of standard frameworks.
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Strong vs. Weak Opponents
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Figure 3.1a. How Decision Makers Learn if War is &epeated Process

When war is a repeated process, such that evemydraid fighting generates an independent
and identical probability of success, then everynw is also type-separating: each time an
opponent resists defeat, a rational decision mateuld become more convinced that they

are facing a “strong type.”
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Strong vs. Weak Opponents
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Figure 3.1b. How Decision Makers Learn if War is e&Cumulative Process

When war is a cumulative process, such that maltippes of opponents should be able to
withstand initial rounds of fighting, then thoseurmls do not necessarily provide type-
separating information. In this simple, “two-typetodel, it is not possible to distinguish

between strong and weak opponents until the lagtarced to concede.
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Figure 3.1b also shows how this alternative framéwiroduces a learning process that is
very different than the one proposed in the stahdiggrature. Because both strong and weak
types can withstand some initial rounds of fightittgpse rounds do not provide type-separating
information. The updating process in this modehisrefore discontinuous — there is a point at
which decision makers will be able to rule out titgion that they are facing a weak type, but
otherwise they should not have the ability to rewiseir prior assumptions. And once decision
makers reach this point where they can be suretliegt are facing a strong opponent, it may
make sense for them to continue fighting the remgimounds it will take to achieve their
objectives, even if they migimot have begun the war if they had known that theyewacing a

strong opponent ex ante.

A model with only two types of opponents is ovesiynplistic of course, but this example
makes clear how accounting for cumulative dynarpiceszides a clear point of departure from
existing theory on learning and adaptation in armecflict. The remainder of this section will
expand this analysis in order to show how decisitakers might respond to a much more
general set of circumstances in which they musbawicfor a wider range of possibilities of how

capable and resilient their opponents might be.

The linear case

Consider, for instance, if decision makers entenflmt with a “flat prior” about how
opponent types are distributed: this is to say theieve it is equally likely that their opponents
will be able to resist defeat for one round of figh, for two rounds of fighting, or any other

number out to some theoretical maximum denatggl,. (It is important to define a theoretical
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maximum here, or else the expectation of the numbeounds of fighting an opponent could
sustain would be infinite. As shown below, it i mecessary to define this maximum for most
other kinds of prior distributions.) In this casee can define the Expected Total Cost (ETC) of

fighting as the number of rounds that the averggmoent could withstand: we can express this

quantity asETC = x’"% Figure 3.2 demonstrates that this is simply th@point of the range of

possible opponent types.

Now consider what happens after combatants haeadjrconducted a certain number of
rounds of fighting, which we denote a$ After having fought this number of rounds, demsi
makers can update their prior expectations. Spatlyi they can rule out the notion that they are
facing an opponent who is weak enough to have beérated already. Conditional on having

already fought forc’ rounds, a rational decision maker could thus teredée Expected Total

Xmax+x'
—2 .

Cost asETC(x) = Expressed visually in Figure 3.2, this correspgotudthe midpoint of

the range of remaining opponent types.

This is not the quantity of interest, however. Kgemind that Expected Total Cost represents
the total amount of fighting that the opponent can be exgmkdb withstand. By this point,
however, combatants have conducted a portion offigiating already, and those costs are now

sunk. The quantity of interest here is thus thedeigdRemainingCost of fighting, which we

Xmax—X'

can express a&T'C(x) — x' = =4
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ETC = x";”‘
A
a N Rounds
: | | | | of
fightin
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Figure 3.2. Expected Total and Remaining Cost fathe Linear Case

Figure 3.2 represents the way that decision makésuld form and revise their expectations
about the expected total and remaining costs céatefg their opponents, in cases where these
decision makers begin with a “flat prior” where thebelieve it is equally likely that their
opponents can hold out for one round of fightimgy tounds of fighting, or any other number of
rounds out to some theoretical maximum.

The important thing to note is that Expected RemgirCost is strictly decreasing. This
means that the longer combatants fight withoutedhg their objectivesthe more optimistit
they should become about their prospects movingdat. The uniform distribution is again a
highly stylized way to represent prior expectatiomst it is also theoretically significant, as it
reflects a state of total uncertainty about an opptis potential type — it thus serves as the
baseline case for judging the way that rationalisi@e makers should behave absent any

additional assumptions about which types of opptsnare more common than others. And in

* Following Slantchev 2003, the words “optimism” dpessimism” refer simply to a decision
maker’s views about whether the expected margiostiscof achieving their objectives are higher
or lower than what they previously believed.
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this baseline case, the prediction for how ratiafesdision makers should update their views is

exactly the opposite of the conventional wisdom.

The general case

From here, we can extend the framework in ordercdwer a much broader range of
assumptions about the way opponent types mighidtebdited. Generally speaking, we can say
that a decision maker’s estimated probability #rapponent will be defeated in th& round
of fighting can be represented by the functigw).’ The decision maker’s overall expectation of

how many rounds of fighting it will take to achievtieeir strategic objectives will then be

ETC =f(:°p(t)-tdt. After fighting for x' rounds, the new Expected Total Cost will be

o o _ .
_ Lep®-tat g Backing out sunk costs, Expected Remaining CARO)ES

ETC(x) = —f;o,p(t)dt

N NIGRE
ERC(x) _—f:,)p(t)dt —

This expression is useful, because we can takérsisderivative with respect ta’, and

thereby determine the range of cases where a ahtwecision maker would become more

> In this way, the functiop(x) represents the way that a decision maker has reapali the
different kinds of uncertainties discussed in Chagtin order to form different degrees of belief
about how likely it is that an opponent can hold fou each possible round of fighting.

® The numerator in this expression “truncates” therglistribution, ruling out the possibility
that the decision maker is facing an opponentithaeak enough to have been defeated already.
The denominator then reweights the remaining pridibab such that they sum to 1.
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optimistic or more pessimistic while attemptingachieve a desired goal. It turns out that the
range of cases where decision makers become mamistr is fairly broad, spanning several

commonly-used distributions.

For example, the normal distribution is probablg thost common tool that scholars use to
define prior expectations. Yet when decision makenge normally-distributed priors about their
opponent’s potential type, then Expected Remaifogt will always decline. Figure 3.3 shows
this graphically. The prior assumption about thstribution of potential opponent types is
represented by the shaded density function. Theixs@presents rounds of fighting; as those
rounds of fighting proceed, the solid and dasheeslin Figure 3.3 show the way that a rational
decision maker will form new estimates of Expeciedal Cost and Expected Remaining Cost.
The key takeaway from this figure is that Exped®maining Cost continuously falls. This will

be the case for all normal distributions, regarsiefstheir parameter's.

It is worth considering several other ways to matthel distribution of opponents’ potential
types. Figure 3.4 presents the logistic, Lapla@mma, and exponential distributions. These
distributions have different shapes and they aegl dsr different purposes, yet each produces a
similar result: Expected Remaining Cost never iases, giving rational decision makers no
reason to become more pessimistic about theiripslicased on how much they have already

invested in trying to achieve their intended goals.

" Expected Total Cost under normally distributedestations can be expressed as the first
moment of a truncated normal, which is the sum @drastanit and the Inverse Mills Ratio.
Thus,ERC(x") can be expressed as+ A1(x") — x', whered(x’) is the Inverse Mills Ratio
evaluated at’. A known property of the Inverse Mills Ratio isatid'(x") is always between 0
and 1. ThuslERC /dx'is always between -1 and 0.
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Prob. of success in round N

Expected Total Cost in round N

-—
s
= e

————

Rounds of Fighting

Figure 3.3. Expected Total/Remaining Cost with a Nonally Distributed Prior

The gray area in Figure 3.3 represents a decisiaken's initial expectations about the likelihood
of facing an opponent who will be defeated in eamhnd of fighting. In this figure, those
expectations are normally distributed. Conditiormad reaching a certain round, the solid and
dashed lines then represent the way that decisiakers should revise their expectations of the
Total and Remaining Costs of fighting. Note thgtéeted Remaining Cost continuously declines.
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Figure 3.4. Expected Total/Remaining Cost acrossddlitional Distributions of Types

Figure 3.4 shows how a decision maker’s prior exgguns about the distribution of opponent
types (shown here by the gray areas representiagtiances that an opponent will be defeated
in each round of fighting) affect the way that thexision maker would revise her expectations
about Total and Remaining Costs as fighting prosedekpected Remaining Cost can only
increase if the decision maker’'s prior expectatiofal into the class of “heavy-tailed
distributions.”
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The exponential distribution is an important cass: shown in Figure 3.4, Expected
Remaining Cost would be the same in every roundighiting if decision makers believed
opponents’ potential types were distributed exptia#yn® This gives a more general result,
which is that Expected Remaining Cost can only wéen a decision maker expects that the
distribution of opponent types has “fatter tailsah the exponential. In probability theory, this is
the definition of a “heavy-tailed distribution.” 8® examples include the Heavy Welibull
distribution and the lognormal distribution — these shown in at the bottom of Figure 3.4, and

in these graphs, Expected Remaining Cost doesdndepease at certain points.

There are several caveats to consider here, how&ee is that many heavy-tailed
distributions (such as the Cauchy or the Lévy) dbhave finite expectations, and so they cannot
be used to estimate the potential costs of fighthgecond issue (as shown at the bottom of
Figure 3.4) is that even with a heavy-tailed dmttion like the lognormal, it may take a
significant period of time before Expected Remayn@ost begins to rise, and even longer before
it rises enoughto exceed its original value. This means that ewatt heavy-tailed prior
assumptions about the distribution of opponenttepital types, it may take a significant amount
of fighting before rational combatants become nmessimistic about the chances of achieving
their goals relative to their expectations when wa started. Until this happens, there is no

reason to expect that they would wish to alterb@maon their chosen strategies.

® The exponential’s probability density functionfiéx) = 1e~** and its cumulative distribution
Lf@Ot , Meem (-ax'-1
function isF (x) = 1 — e~**. This means tha&RC (x") = % —x = e e_(Ax,x ) _

x = %[1 +Ax]—x' = % Since this is a constant, it follows tREERC (x") /dx' = 0.
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Applications to actual data

Discussing theoretical probability distributiondpg®eto establish basic conceptual properties
of learning and adapting to cumulative processaeshbw does this framework relate to actual
data? The following chapters will examine this es&u more detail, but for the moment, Figure
3.5 demonstrates how the expected total duratiahtla® expected remaining duration of wars

evolve over time given the empirical distributioifour different kinds of armed conflict.

In each of the four panels of Figure 3.5, shaded bepresent the percentage of wars that
terminate in a given year of fighting. The solidds then capture how many years a randomly-
selected war in each category would be expectéstpconditional on already being active for a
certain period of time. The dashed lines then captioie conditional expectation of how much
time remainsin a randomly-chosen conflict. Since we are dealvith actual data in these
figures, the patterns are neither smooth nor manmot®ut consistent with the argument laid out
in this section — and contrary to prominent exggtiheoretical frameworks — these graphs
indicate that the expected remaining duration ofeat conflict doesot strictly increase as these
conflicts unfold. For inter-state wars, in fact,pekted remaining duration in fact is almost
strictly declining. For the other forms of violenttee pattern is decidedly mixed, but it certainly
does not support the commonly-held belief thatdinger a war has lasted already, the longer we

should expect it to continue moving forward.

® Data are from the Correlates of War project (Seskend Wayman 2012). All wars in the data
set must cause a minimum of 1,000 total battlehdet@t be considered for inclusion, a point that
will be discussed in more detail in Chapter 4. ‘tBxdtate wars” are conflicts that take place
between a recognized state and a nonstate entgideuts borders. “Non-state wars” are
conflicts that take place between groups none afrwhare recognized as being state entities. All
four sets of data involve cases between 1816-2Di@Fse data comprise 337 inter-state wars,
250 intra-state wars, 185 extra-state wars, anchb@éstate wars.
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Figure 3.5. Expected Total/Remaining Duration
Across Empirical Distributions of Conflict
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Summary

This section has advanced four theoretical argusndntthat rational decision makers should
not necessarily become more pessimistic about fhaicies, even as they continually fail to
achieve intended goals; 2) that the way decisiokensarevise their expectations when observing
cumulative processes is largely driven by whatrtpeior assumptions were to begin with; 3)
that it is possible to derive the specific condisaunder which decision makers should become
more pessimistic or more optimistic as they procesd 4) that the latter condition contains
many commonly-used theoretical distributicarsd the empirical distributions for inter-, intra-,

extra-, and non-state wars.

These arguments contradict a wide range of schopaien strategic assessment in war by
suggesting the prospect of rational inertia in tayi decision making. When decision makers
continually express optimism and continue to “stag course” despite failing to demonstrate
success, this is generally assumed to constituteational behavior. As the introduction to this
chapter explained, political scientists have dewetb wide-ranging explanations for how
organizational constraints, domestic politics, p®fogy, and other factors can prevent decision
makers from adapting to unexpected situations.tistsection has demonstrated that we do not
need to invoke these arguments in order to explday military decision makers often fail to
realize and correct their strategic mistakes. Kwvad of behavior is also potentially consistent
with rational beliefs and decisions, so long ais tinderstood how cumulative dynamics affect

strategic assessment.

Moreover, if rational learning depends on decismakers’ prior assumptions, then this is

another important point of departure between theorétical framework developed in this
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dissertation and models offered by the existingrditure. Existing models tend not to afford
much weight to prior assumptions — by assuming Weaatis a repeated process in which every
round of fighting is independent and identicallystdbuted, existing scholarship essentially
assumes that decision makers should be able teeréweir expectations based on trial-and-error,
which will eventually cause rational actors to cerge on common beliefs. When viewing war
as a cumulative process, this is not the casebgsduse a policy has not worked yet this does
not necessarily mean that it will not work soong aecision makers’ initial assumptions about
potential opponent types exert a fundamental immactthe way they will perceive their
prospects, even after many rounds of fighting haaespired. The next section will explain this
issue in more detail, saying more about where pgsumptions come from, and providing a
more in-depth comparison of how decision makersushopdate their priors depending on

whether armed conflict is considered to be a cutiméar repeated process.

Section 3.2. The importance of prior assumptions
Where do prior assumptions come from?

In practice, decision makers do (and should) forrar@ssumptions based off a combination
of inductive and deductive reasoning. The simplesh of inductive reasoning is the use of
analogies. Heading into World War |, for instanGermany’s chief of general staff Helmuth
von Moltke based his plans for the invasion of Eeman an attempt to achieve the kind of swift

and decisive victory that Carthage had achieved &mne at Canna®.Similarly, Chapter 5

19|n planning for the war, Moltke ordered his stafproduce a voluméSannae Studiesvhich
would demonstrate how the principle of envelopnuentld lead to rapid and decisive victory
over France. (Rothenberg 1986.) The irony, of aaussthat while Carthage won the Battle of
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will demonstrate how U.S. military planners bageeirt expectations for the occupation of Iraq
around analogies to Germany, Japan, and South Kaleeases of “post-war reconstruction”
where occupying forces faced relatively little org@d military resistance. In general,
analogical reasoning provides a rough heuristiggfounding strategic assessments in empirical

evidence'!

Of course, the examples of German planning for W&klar | and U.S. planning for the
occupation of Iraq come to mind largely becauseatieogies they invoked were so flawed. An
analogy is ultimately just a data point — it is guessible comparison that might be relevant for
structuring decision makers’ expectations, butehse bound to be other cases to choose from

as well, and the lessons they offer are bound tp. va

For instance, when it comes to determining how limsgrgencies tend to last, it is possible to
derive one’s expectations from a broad evidence.b@ser the last two centuries there about
300 insurgencies on recotdFigure 3.6 demonstrates that about 13 percethtesitinsurgencies
collapsed within their first year of fighting, aldol5 percent collapsed in their second year of

fighting, and then the probability of defeating arsurgency tends to decline each year

Cannae, it dichotwin the Second Punic War, which dragged on fottlardifteen years, and is
now known just as well for the Romans’ “Fabian t&igy” of exhausting an opponent through
protracted attrition.

1 On analogical reasoning in national security affanore broadly, see Hoffmann 1968, May
1973, Jervis 1976, Neustadt 1986, Khong 1992, aittR1L996.

12 Data presented below are from Lyall and Wilson®a¢ho track 286 insurgencies from 1808
to 2005.
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thereafter® If we instead conceptualize “rounds of fighting'itiwrespect to the amount of
attrition that insurgents can sustain (which issistent with the way that some U.S. decision
makers approached the Vietnam War) then we seedbghly a quarter of insurgencies collapse
before sustaining five thousand casualties, alsupercent collapse between sustaining five and
ten thousand casualties, and again the distribut@mminually decreases as it extends to the
right!* As with the data presented in Figure 3.5, thesestitote purely inductive prior

assumptions about the potential resilience of aargent opponent.

Basing priors on such a broad range of data islysuo® broad-brush of an approach,
however, since the information in Figure 3.6 reprgs nearly three hundred cases spanning two
centuries, involving many contexts that may not dspecially relevant to thinking about
contemporary cases. There are many ways to rdiiseiriformation in order to form a more
relevant assumption about the distribution of pt#ropponent types in any given situation.

Bennett and Stam, for instance, developed a stafismodel in order to make explicit

13 These data represent the proportion of insurgenei® are defeated, an outcome that Lyall
and Wilson define as occurring “when the insurgesavilitarily defeated and its organization
destroyed or the war ends without any politicalaassions granted to insurgent forces.”

14 Data on insurgent attrition were coded by the @utthey are rough measurements of
insurgents killed in battle, as well as those cagutiand executed, but they do not include
civilians killed by collateral damage during therwaor do they include estimated deaths due to
displacement or disease. (In this respect, thenidiein of insurgent attrition employed here
differs from other data sets that aim to capturar-velated deaths” more broadly.) These data
were coded through an analysis of more than 508nskecy sources. Some of these sources were
prominent compilations of historical statisticso@lelter'sWar and Armed Conflict2008), for
instance, chronicles casualty statistics speclficabme other examples of anthologies used for
this project include Condit et aChallenge and Response in Internal Conflik®67-68),
Asprey,War in the Shadowd 975), Dupuy and Dupuyarper Encyclopedia for Military

History (1993), ClaytonFrontiersmen: Warfare in Africa since 19%0099), BeckettModern
Insurgencies and Counter-Insurgenc{@601), Phillips and Axelrod&ncyclopedia of Wars
(2005), and ArnoldHistorical Dictionary of Civil Wars in Afric§2008). The large majority of
sources for these data, however, are historiesdofidual wars. References for each individual
data point are catalogued within the data seffitsel
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predictions about how long the occupation of Irdghmlast™> More informally, decision makers
often limit their analysis to cases they believdéomost relevant for whatever reason. The task
of defining the relevant case universe for struotuexpectations is a crucial one, and it will be

the main subject of Chapter 5.

Finally, a large part of military planning is essally deductive, working through the specific
problems decision makers believe they are confngritirough a close analysis of desired ends,
available means, and opponents’ capabilities. Thezea wide range of simulation technologies
and wargame formats that aim to sort through tli@s®rs in order to draw inferences about
how long it might take and how much it might castthieve strategic objectives based on case-
specific reasoning. In a different context, Clausewiscussed the importance of a commander’s
“genius”: the intuition that would allow commandées“rise above the rules” and the strictures

of past experience in order to perform strategéessment and guide their forces successtlly.

Decision makers thus form their prior expectatitmased on a wide range of inputs, both
inductive and deductive, broad-based and ad hoes@Horms of reasoning are often left
implicit, and they form the basis of subjective lpabilities about how long it might take and
how much it might cost for decision makers to aehi¢heir intended goals. The purpose of
discussing those prior assumptions formally is twtprovide a descriptive picture of how
decision makers perform strategic assessmentpbenplain precisely why it is that those prior
assumptions play such an important role in strunguthe process of learning and adaptation in

war, and how existing scholarship often neglecisdggmamics on this score.

15 Bennett and Stam 2006.

16 On “Clausewitz, Genius, and the Rules,” see Surd@fd and Rogers 2002, among others.
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Figure 3.6. Empirical Distributions of How Long Insurgencies Last

Based on data from Lyall and Wilson 2009 and caosling the author, Figure 3.6 demonstrates
the empirical distribution of how long it generaligkes to defeat an insurgency. See Chapter 5
for a more extensive discussion of these data lagid $ubsets.
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Bayesian Updating (Repeated Process)

Estimated Probability

Weakest Strongest
Opponent's Potential Type

Result of Updating Expectations

Expected Rounds Remaining

Prob. of Success in the Next Round

Rounds of Fighting

Prob. of Success in the Next Round
————— Expected Number of Rounds Remaining

Figure 3.7a. How Decision Makers Would Revise theiExpectations
If War is a Repeated Process

When war is a repeated process such that the clsasfogefeating an opponent in each round of
fighting are independent and identically distribaiteeach round of fighting allows decision
makers to learn that there is a progressively semathance that they are facing a “weaker”
type, and a relatively higher chance that they fa@ng a “stronger” type. The top panel shows
how this will lead to a gradual shifting of prioxgectations. The bottom panel shows that
decision makers will become progressively moreipessc about the chances of defeating their
opponent in the next round of fighting, and thegudth believe that it will take longer to defeat
their opponents at the margin.
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Bayesian Updating (Cumulative Process)

Estimated Probabillity

Weakest . Strongest
Opponent's Potential Type

Result of Updating Expectations

Expected Rounds Remaining

Prob. of Success in the Next Round

Rounds of Fighting

Prob. of Success in the Next Round
----- Expected Number of Rounds Remaining

Figure 3.7b. How Decision Makers Would Revise theiExpectations
If War is a Cumulative Process

When war is a cumulative process, the learning esscis very different. In each round of
fighting, decision makers can rule out that theg facing an opponent that was weak enough
such that they would have conceded already — hsitdibes not necessarily provide any way to
separate the potential types that remain. As a lteslecision makers should update their
expectations by truncating their prior assumptionst by shifting them gradually. When prior
assumptions are normally distributed, this hasdbmplete opposite effect as the process shown
in Figure 3.7a: here, rational decision makers viibcome progressively more optimistic about
their chances of defeating their opponents in tagt mound of fighting, and the expected cost
remaining to complete the war will continually deel
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A closer look at updating expectations

Of course, the notion that decision makers fornorpassumptions is not unique to the
theoretical framework in this paper — in the exigtliterature on the bargaining model of war,
for instance, the way that decision makers fornmiahexpectations of an opponent’s potential
“type” is a central topic of interest, especiallgchuse of the notion that war might often result
from combatants being “mutually optimistic” abotieir military prospects based on private
information!’ Where the theoretical framework in Section 3.1iaes from the existing
literature is primarily in the way that decision keesrevisethese prior assumptions, based on

the notion that war is a cumulative process andhinmepeated process.

Figure 3.7 shows graphically how these two kindkeafning processes differ. The top panels
of this figure show how decision makers should @@daxpectations about an opponent’s
potential type if war were a repeated process. Stamd with contemporary scholarship on the
bargaining model of war, an opponent’s type hepmragents the likelihood that they will be
defeated in each round of fighting. The prior agstuom here is that opponent types are
distributed normally, such that there is some piodihg that the odds of defeating a particular
opponent in each round of fighting are very lowgréhis some probability that those odds are
very high, and the most likely kinds of opponents somewhere in between. Every time a round
of fighting transpires without the opponent beingfedited, decision makers can revise these

assumptions, assigning progressively less weighheonotion that the opponent is relatively

17 For examples, see Fearon 1995, Ramsay and Fey [2@@pwitz and Sartori 2008, and
Slantchev and Tarar 2011.
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weak, and assigning progressively more weight ® ribtion that the opponent is relatively

strong*®

The top panels of Figure 3.7 capture the dynamigraaof this process by displaying several
revised distributions, which move from lightestdarkest each time they are updated. Shown
graphically in Figure 3.7, the updating processstandard models essentially consists of
gradually shifting expectations to the right: evéirje an opponent is able to survive a round
without conceding, decision makers should thinis iincreasingly likely that they are relatively
resilient. As a result of this learning procesgjoral decision makers should think it is
progressively less likely that the next round ahfing will produce concessions, and by the
same logic, their estimate of the total numberoafnds required to defeat their opponent will

continually increase.

The bottom panels of Figure 3.7 show, in contrasty decision makers would revise their
expectations under the assumption that war isuulative process. In this framework, a
combatant’s “type” represents the number of rourfdisghting they can hold out before giving
in to their opponent’s demands. Once again we siiéinta normally-distributed prior — there is
some chance this combatant will concede quicklymesachance they will hold out for a
protracted period, and it is most likely that thaieaking point is somewhere in the middle. But
the process of updating this prior assumption igeqdifferent from what we saw earlier.
Conditional on reaching a certain round of fightirigs possible to rule out the notion that the
opponent is weak enough such that they would haneerled already, but since all remaining

types should have been able to resist thus fahtifig does not automatically provide any

18 See Powell 2004: 358 for a similar discussionaf Iprior assumptions “shift” across rounds
of fighting in this fashion.

95



Chapter 3: Theoretical Argument

additional information allowing decision makersdetermine which of these types is more likely
than the others. Figure 3.7 thus shows how the tiqgd@rocess here essentially consists of
truncating the prior assumption, and then raising all renmgrprobabilities proportionally so

that they always sum to 1.

Note also how, in the bottom of Figure 3.7, probgbimass becomes progressively
concentrated to the left of the remaining distiidmiteach time the prior is updated. This provides
a graphical sense as to why, when decision maladisvie that opponent’s types are normally
distributed, they will perceive that the Expectednfiining Cost of continuing the war is
continually declining. These dynamics lead to prBdns that are the exact opposite of standard
models of strategic assessment: after each rourfaylding, rational decision makers should
expect that there is a progressivilgher chance of defeating their opponent in the nexhdou
and their estimate of the total amount of fightibgvill take to achieve their objectives will
progressivelydecline Comparing the output of these models on the sghe of Figure 3.7, it is
apparent how defining armed conflict as a repeated cumulative process essentially inverts

expectations about how rational decision makersilsHearn and adapt.

A closer look at why the shape of prior assumptioasters

Section 3.1 formally demonstrated that normallyrthsited priors generate continually
decreasing perceptions of Expected Remaining ddw.reason this is the case is that if you
pick a point on the normal distribution and starbwing to the right, then the remaining
probability mass will become increasingly conceteilanear the point you are considering. This

IS not easy to see when looking at the normal idigion. In fact, first impressions appear to
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suggest that the opposite, since the right-tathaf distribution “flattens out” as it reaches more
extreme values. This impression is misleadings true that the slope of the normal distribution
declines in absolute terms as we move along the tait inrelative terms — if we renormalize

the remaining probability mass as we go along —dikt&ibution gets progressively steeper. To
show this, Figure 3.8 “zooms in” on different wira® of the normal distribution’s tail. Each

window has the same width. Focusing on each winigholividually and rescaling the axes each
time shows how as we move rightward along the nbdisdribution, we keep getting closer to

the mean of the probability mass that remains,tang Expected Remaining Cost will decline.

Using a similar technique, we can see why the eagptal distribution is a “boundary case”
for predictions about learning and adaptation -Sastion 3.1 explained, if decision makers
believe that opponent types are exponentially ibisted, then Expected Remaining Cost would
be the same in every round of fighting. Figureshews this graphically by again zooming in on
four different windows of the distribution’s rigtdil and renormalizing the axes each time. Each
of these subsets is identical: no matter which fpam select along the exponential distribution,
the remaining probability mass is always spreadimyirecisely the same way. Thus any point
along this distribution is always the same distaaeay from the mean of the probability mass to
its right, and this is why Expected Remaining Geshains constarif. (By a similar logic, if
priors have thicker tails then the exponentialrdistion, then probability mass will continually
shift further to the right as we move along, whishvhy Expected Remaining Cost wilicrease

with each round of fighting when decision makersgess heavy-tailed priors.)

19 In the literature on probability theory, this pesfy of the exponential distribution is called
“memorylessness”: no matter where you are on theiliition, you are always the same
distance from the mean (or any percentile) of émaining probability mass to your right. See
Figure 3.8 for a graphical representation.

97



Chapter 3: Theoretical Argument

Area ]

2

n -

S Area ¢

o

>

5

©

o)

<)

o

Area &
Area £
I
X
Area 1l Area 2

>
B

c

()]

[a)
2
3 Area 3 Area 4
8

e

o

X

Figure 3.8. Probability Mass along the Normal Distibution’s Tail
By zooming in on different windows of the normatrébution and renormalizing the axes each
time, it is evident that as those windows movéeaight, the probability mass within them shifts
to the left. This shows graphically how as we mowe along the distribution’s tail, we get
progressively closer to the center of the distiikmithat remains.
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Figure 3.9. Probability Mass along the ExponentiaDistribution’s Tail
Expected Remaining Cost is the same at all poiloisgaan exponential distribution: zooming in
on different areas of this distribution’s tail helpo explain that its distribution of probability
mass always remains constant, a property thatlisddmemorylessness.”
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The main takeaway from this discussion is thatstiepe of the prior assumption is critically
important for understanding how rational decisicgkers should learn and adapt over the course
of armed conflict. If this sounds obvious, keepmind that this is not something that existing
models typically take into account. The standaredtion of the bargaining model of war is
monotonic: one of its central insights is that eackhind of fighting brings combatants’
perceptions closer into alignment, regardless adtwihose perceptions were to begin with. Here,
by contrast, we see a learning process that is muate contingent, implying that it is not
possible to understand how rational decision makeits learn and adapt unless we can

understand the kinds of prior assumptions thatgirad their original assessments.

Section 3.3. Implications for strategic interaction

The principal subject of this dissertation is gt assessment, defined as the way that military
decision makers form and revise their expectataut how long it might take or how much it
might cost to achieve their political objectivefieTanalysis in this chapter so far has been “one-
sided,” focusing on the way that rational decismakers might learn about their opponents’
capabilities and resolve as they fight. Most of domtemporary literature on the bargaining
model of war, by contrast, seeks to go furtheretaging one-sided decision analysis in order to
create game-theoretic models of how combatants tnoigtimally negotiate with each other as
conflict unfolds. While this kind of bargaining kehor lies outside the primary scope of this
dissertation, it is such an important componerihefcontemporary theoretical literature that it is

worth discussing what viewing war as a cumulatixecpss implies for strategic interaction.
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In doing so, it is useful to begin by providing aeb overview of how the current game-
theoretic literature on bargaining and war develodéis literature is generally grounded in the
early work of Thomas Schelling, Geoffrey BlainepwdaDonald Wittman, who developed the
notion that war is a tool for coercive bargainimgddhat fighting can advance this bargaining
process by revealing information about combatacégabilities and resol8.James Fearon
formalized the idea that asymmetric information @b@ombatant’'s “types” (along with
incentives to misrepresent than information) cansttute a rationalist explanation for war, but
he left it for other scholars to explain precisblyw fighting would resolve this informational

problem?*

Two works were influential in helping to “open upetblack box of war” in this respect.
Alastair Smith developed the “battling for forts"ontel described earlier, in which he assumed
that war consisted of a number of individual engagets fought to control a discrete number of
objectives, that the odds of each side winningvamgibattle were fixed and repeated, and that
fighting therefore allowed combatants to resolveeautainty about their relative balance of
power?? R. Harrison Wagner expanded the foundations @ftesgic-level bargaining models,
arguing that it is possible to think of war as magvmultiple “rounds of fighting,” in which each
side ran a fixed and repeated risk of military @p#le; thus as war continued without obtaining a
military victory, rational combatants could reviseeir views of what this risk entailéd.

Importantly, these early works on learning and &atagn in war were one-sided analyses much

20 Schelling 1960b, 1966, Blainey 1973, Wittman 1979.
2! Fearon 1995.
22 Smith 1998.

23 Wagner 2000.
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like the theoretical framework advanced in Secth — rather than constituting full-blown
game theory from the start, the early stages oéldging the bargaining model of war largely
consisted of defining assumptions about what frghtentailed (including the notion that war
could be modeled as a repeated process) and tlnndr conclusions about how individual

combatants would revise their views of their oppase@ccordingly.

The contemporary, game-theoretic literature on @werbargaining then constituted what
Robert Powell called a “second wave of formal workwar,” building off the foundation of
scholars who examined learning and adaptation emént of individual combatant$ Powell’s
2004 article on “Bargaining and Learning While High,” as mentioned in Chapter 2, is
probably the most prominent strategic-level modehe bargaining literature, and it is explicitly
framed as a game-theoretic extension of Wagnerleeframework?® Similarly, Alastair Smith
extended his battling-for-forts framework into aaebof strategic interaction in his 2004 article
with Allan Stam on “Bargaining and the Nature of WaFilson and Werner, Slantchev and
others built their game-theoretic treatments ofrciwe bargaining on assumptions that were

similar to Smith’s earlier, one-sided analy<is.

In some sense it is trivial to point this out, bessm no game-theoretic model can be

constructed without first defining how each sidd vaspond to a given set of circumstances on

24 powell 2004: 345.

> powell writes: “The present formulation is closestWagner. He also bases his analysis on a
model in which rejecting an offer generates a tigk the game will end in that round because
one state or the other collapses. Wagner, howdwoes not formally derive the equilibria of the
game when there is asymmetric information...” (20841).

26 Filson and Werner 2002, Slantchev 2003. See SanithStam 2004: 784 and Powell 2004:
347-348 for a review of these models and theiriosig
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its own: finding game-theoretic equilibria requirgsfining “best response functions” for each
relevant actor, and then rewriting these functionerms of one another in a way that identifies
situations where all actions are optimal and nowaoald be better off adjusting their behavior.
In this respect, the validity of game-theoretic migd fundamentally depends on core
assumptions about how each actor will assess iisrmgp— and in particular, strategic assessment
in the bargaining model of war depends on the apomthat war is a repeated process. By
guestioning that basic assumption, and by showavg \Wiewing war as a cumulative process has
important implications for rethinking strategic assment, the argument in this dissertation will

naturally influence the output of game-theoretiaels as well.

In the standard setup for the bargaining model af, ior instance, two combatants — call
them players 1 and 2 — are making demands overtbavide some stak&. We can think of
this stake as a piece of territory, a stock or fwnaterial resources, or any other form of value
that is possible to exchange. In order to thinkualibe way that combatants would negotiate
over the division o, it is first necessary to define how well eachitedm believes they would
do if they attempted to decide the issue through Wais will determine each side’s reservation
value for negotiations, as they should not accepetdement that gave them less utility than

what they expect to obtain through fighting.

Since war is costly, players 1 and 2 would preterdivide X peacefully and avoid the
deadweight loss of fighting. But in cases wheregygia possess asymmetric information about
their military capabilities, it is possible for daside to be mutually optimistic about their
military prospects, such that neither player idiigl to offer the other a deal that they would find

acceptable. This is the framework which serveshasbasis for the contemporary literature on
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the bargaining model of waf.As mentioned in Chapter 2, the key takeaway froostof the
existing literature on this subject is that figlgtinelps to resolve this asymmetric information. As
combatants’ perceptions of the military balanceveoge, so will their reservation values and

bargaining demands, and eventually this will oppraspace for negotiated settlement.

Powell, for instance, describes a situation wheeatsfied states is fighting a dissatisfied
stateD, each round of fighting induces some probabiligtteach side will collapse, and states
enter war with uncertainty about what these prdhigs are: “Suppose,” Powell writes, “that
that the satisfied state is trying to distinguigtivieen typek, andk’, wherekj, is less likely to
collapse thark’;, (kp < k'p) and therefore is more powerful. At the outset ltd game,S
believes thatD’s probability of collapse is distributed accorditm® with density8.” Using
Bayes’ rule, combatants can thus update their paores of how their opponent’s type might be
distributed, and as a result of the dynamics laidearlier, this learning process always pushes in
the same direction. As Powell writes, “the odddaming [the stronger type&}, rise with each
round of fighting. If these types have foughtimes without collapsing, the odds rise(tb—
kp) 0(kp)/[(1 —k'p)"6(k'p)]. This is the sense in which fighting conveys infation.” As
combatants incorporate this information into thegrgaining positions in Powell’'s model, it will
make them more amenable to a negotiated settlesiane they will become progressively more
likely to think that they are facing a strong oppnt) they will also determine that the expected

costs of fighting are growing progressively highethus their reservation value for a negotiated

27 Fearon 1995.
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settlement will progressively decline, and it vid more feasible to reach a mutually acceptable

deal®®

This chapter has demonstrated, however, that Pewk#y assumptions here do not
necessarily hold. Section 3.1 showed that onceake War to be a cumulative process and not a
repeated process, then rational combatants shoaotdnacessarily perceive the expected
remaining costs of warfare to be rising as rounfd&ghting mount. We in fact saw how, for
several possible distributions of an opponent’septigdl type, decision makers should
progressively become momgtimistic about their ability to achieve their wartime demsras
armed conflict drags on. This implies that comb&tareservation values in negotiations might

increase, not decrease, which would reduce thealmang space, not expand it.

It is possible to rethink Slantchev’s prominent mlosh a similar fashion. Slantchev’s setup
assumes that combatants are fighting for a dissetef “objectives”; each round of fighting
entails a battle for control of a marginal objeetiand the war ends if one side captures all of its
opponent’s objectives. Slantchev writes how, cood#l on going to war, combatants can be
either of two types: strong or moderately strorg“@eak types” in his model would never go to
war). Heading into battle, combatants will thuséavior expectations about the probability that
they are facing each of the relevant types. “Intaly,” Slantchev writes (as he assumes that war
is a repeated process), “winning a battle shoul#enja combatant] more optimistic about the
chance of facing a weak opponent, while losing #léahould make [a combatant] more
pessimistic.” The connection to bargaining behawsorclear. “Victories make [a combatant]

more optimistic about its chances,” Slantchev writ€onsequently, if [a combatant] wins the

28 powell 2004: 349.
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fight, it demands more than it does if it loses And “it is always the case” that the reverse is
true, such that if a combataleisesa fight, then they would demanessthan if they had been

successfuf®

A problem with this formulation, as Section 3.bwled, is that it is entirely possible footh
combatants to believe that they are making straggigress simultaneously. Depending on their
prior assumptions, it inot necessarily true that everyone will learn the sée@ssons from each
battle. In the Pacific theater of World War I, fimstance (as discussed in the last chapter), the
U.S. objective was to successively roll back Japatgfenses while the Japanese goal was to
successively exhaust U.S. casualty tolerance —a# thus perfectly logical for both sides to
believe after each battle concluded that they weaking cumulative progress towards achieving

their intended objectives.

A similar situation characterized the 1916 BattfeVerdun, one of the costliest battles of
World War | in which France and Germany attemptedwear each other down through
cumulative attrition. (The French referred to thettle as “the meat grinder”; German
commander Erich von Falkenhayn said that his objeatas to “bleed the French white.”) In
all, the Battle spanned ten months of German oifessand French counteroffensives,
producing nearly three-quarters of a million caseslcombined. How could the battle have
dragged on for such a protracted and costly peffidighting provides information which
resolves uncertainty? Both French and German foree observing the same information, so
how could they both have maintained mutually optiaibeliefs for so long? Existing models of

strategic interaction have trouble explaining thigt when viewing war as a cumulative process,

29 Slantchev 2003: 624, 626, 631.
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this behavior is no longer surprising. There ishimgd inherently contradictory in the notion that
rational actors observing battlefield outcomes wdubth believe that they are making progress

towards achieving their goals.

If this is true, then an important takeaway is ti@re are circumstances under which combat
might in fact hinder — not help — combatants toirdefan acceptable negotiated settlement. If
opponents are becoming progressively more opticiabout their chances of extracting
concessions through force, then all else beingletiua should make them less likely to reduce
their demands or to make concessions of their éVene the theoretical framework developed in
this dissertation clearly departs from prominenhotarship in the contemporary study of

international relations.

To reiterate, there is nothing here to say that behavior is inevitable: while the existing
literature makes a strong prediction that comb&tgrdrceptions and bargaining demands should
strictly converge as war proceeds, Sections 3.1 Za@ddemonstrated that the way rational
combatants revise their views is largely contingamtthe kinds of prior assumptions that they
make about their opponents ex ante. The framewevkldped here thus reinforces the argument
developed in Chapter 2 about how viewing war asrautative process suggests placing much
more attention on the content of these prior assiomgpthan existing models. This will continue

to be a central theme of the analysis in subseqeyters.

It is possible that scholars could model strategieraction in a way such that combatants
somehow account for the plausible kinds of priosuagptions under which their opponents
might be operating, and then incorporate thosesagsents into their own strategic calculus such

that they anticipate subsequent divergences inabbdng demands and adjust their own
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negotiation positions accordingly. Ramsay and Fey,instance, proposed revising standard
bargaining models in a manner such that decisiokersaaccount for the prospects of mutual
optimism, essentially reducing their demands oretheeof war in the knowledge that they might
have mistakenly set their demands too HfyBlantchev and Tarar showed, however, that these
sorts of adjustments can be quite dependent ommgisiguns about game structure, while Fearon
more generally argued that if combatants are alibwee bluff or manipulate their demands
strategically, then they may not reveal informattbrough offers and counteroffers in the way

that other literature expects.

The purpose of this dissertation is to focus oatsgic assessment, and it is not oriented
towards the broader, game-theoretic literaturegeerBut since models of strategic interaction
treat bargaining behavior and battlefield outconmebe interdependent, then to the extent that
this chapter has shown how rational decision ma#lersot necessarily learn from battlefield
outcomes in ways that the existing literature agsyrthis opens the possibility for re-evaluating
broader literature. This is yet another reason wig important for scholars to understand how
war is a cumulative process, and how that influsfearning and adaptation in a manner than

departs from existing theoretical frameworks.

Section 3.4. Summary of the theoretical framework

To summarize the argument up to this point, Chagtetescribed the standard theoretical

framework for capturing the way that rational demsmakers form and revise their expectations

30 Ramsay and Fey 2007.

31 glantchev and Tarar 2011, Fearon 2007a.

108



Chapter 3: Theoretical Argument

in war; showed how this framework relied on theuagstion that war is a repeated process; and
offered an alternative way to conceptualize comitatgpes that is more consistent with the
notion that war is aumulativeprocess. This chapter then showed how making thange
resulted in theoretical predictions that are in sorases the very opposite of what existing
scholarship predicts. In particular, the new framdwchallenges the common assumption that
rational decision makers should become more pessomabout their policies as they fail to
achieve their intended goals: there are a widegafigonditions under which we should in fact

expect the very opposite.

This framework provides a new vantage point for arsthnding why so many military
decision makers struggle to realize their strategstakes, and why it is that they often stick to
unsuccessful strategies for so long. This chapssr hown how the cumulative dynamics of
armed conflict raise genuine obstacles to strataggessment that do not rely on assumptions
about organizational behavior, domestic politicsyghology, or any failure of rational
evaluation. For that reason, it is plausible tokhhat the discussion here can generalize widely
across time, space, and subject matter, helpirgptain why decision makers in war and many
other fields are often so reluctant to change tpelicies, even when those policies do not seem
to be succeeding. This framework is also relevanunderstanding why wars are often so
protracted if fighting provides information thatpgosedly promotes compromise — this is one of
the main puzzles confronting the literature on liaegaining model of war, and this chapter
indicated why understanding the cumulative dynarafcarmed conflict may explain why this is

the casé?

32 On the puzzling nature of protracted conflict, Fearon 2007a and Powell 2012.
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Ultimately, the purpose of this chapter is to hedformulate baseline expectations for how
rational decision makers should learn and adaptrmed conflict. Much of the existing literature
on this subject assumes that decision makers wiay the course” when their policies are not
succeeding are obviously behaving in an irraticiaghion; this has driven a great deal of
research on the sources of strategic errors, aisdlitbrature has produced many valuable
insights® It may very well be the case that militaries pssserganizational cultures that
emphasize conventional warfare, that leaders h@ageé that hinder self-evaluation, and that
domestic politics might create perverse incenti®4. this chapter demonstrates thst do not
needthese factors in order to explain why some acteem to be so unwilling to adapt their

policies.

What the existing literature treats as a problemafrational behavior may thus simply be a
natural reaction to the cumulative dynamics of wamderstanding these cumulative dynamics
suggests that when decision makers fail to achilee® goals this doesot logically mean that
they should become more pessimistic about the ipslihat they are pursuing. In some cases,
the theoretical argument in this chapter may thaside a vantage point for re-opening debates
about whether some forms of military behavior autytas irrational or as puzzling as previous
scholarship has argued. This is the subject ofnived chapter, which applies the theoretical
framework developed here to offer a new interpi@tabf U.S. military behavior during the

American Indian Wars.

3 See the sources reviewed in the opening sectitiso€hapter.
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STRATEGIC ASSESSMENT IN THE AMERICAN INDIAN WARS

From the founding of Jamestown in 1607 to the Battf Wounded Knee in 1890, British
colonists and U.S. citizens were in continual dehflvith one Native American tribe or another.
The American Indian Wars receive relatively littgtention from contemporary political
scientists, but they occupied the U.S. and Brifisimies for centuries and significantly shaped
the development of the “American way of wamoreover, as this chapter will explain, there are
specific, methodological reasons why the Americagian Wars provide exceptional analytic

traction for the study of military decision making.

Section 4.1 sets the stage for the analysis byritésg how U.S. commanders often struggled
to form and revise their expectations during theefioan Indian Wars, while Section 4.2
discusses case selection and research designorsdcs then demonstrates how a theoretical
understanding of cumulative dynamics, combined withoriginal data set spanning roughly
3,000 frontier engagements, sheds new light on beRavior, explaining why officers had a
puzzling tendency to underestimate tribal forces] avhy they maintained those optimistic
beliefs even as some conflicts dragged on. Sectidndiscusses how, to the extent that this
approach provides new insight into the beliefs antions of commanders like George Custer

(whose actions have been scrutinized as much assalamy other decision maker in U.S.

! On this thesis, see Prucha 1969, Weigley 19732064, Grenier 2005, and Cohen 2011.
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history), it indicates the potential promise of thew framework for re-evaluating established

scholarship and conventional wisdom.

Section 4.1. Underestimating tribal forces

Throughout the American Indian Wars, U.S. and Bmitofficials generally articulated their

policies in terms of coercive punishment: they éedd that if they could inflict enough costs
upon the tribes, then their opponents would corelindt it was not in their interest to continue
resisting. As Major General George Crook once pueflecting on his experience as one of the
country’s most renowned frontier commanders, samegi“there was nothing else to do but go

out and kill them until they changed their minds.”

Military and civilian leaders regularly expresseitar sentiments. Secretary of War John
Floyd ordered that operations against the Navagheuld have for their object to inspire them
with fear, by a few decisive blows.” Brigadier GesleNewman Clarke’s battle plan against the
Coeur d’Alene tribe was to “make their punishmestese, and persevere until submission of all
is complete.” Brigadier General John Pope’s intanin the Red River War was to “wear down
the fugitives so that they would hasten back tir thgencies and submit.” Indian Superintendent
Alfred Meacham’s stance on the Modocs’ refusaktave their land was that “We will whip you
until you are willing.” In the Dakota War, Governsétenry Sibley aimed to convince his
opponents that “the long arm of the governmentaoelch the most distant haunts and punish
them.” Colonel Henry Carrington’s objective agaitis¢ Cheyennes was to send out “active

operations in different directions, as best affodsnce of punishment.” Colonel Edwin

2 Bourke 1891: 213.
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Sumner’s plan for the Utes was to “inflict upon nth@ severe chastisement,” and Lieutenant
General William Sherman’s impression of the Aragal@s that “these Indians require to be

soundly whipped?®

Of course, the U.S. Army held the military uppenthan these conflicts over the long term.
While the United States was in the process of bawgmne of the world’s largest, wealthiest,
and most powerful countries, North America’s ingigaes population was sharply declining as a
result of violence, displacement, and dis€addany tribes’ economic foundations were
gradually eroding as well, through overhunting fargl the depletion of the great buffalo herds
(which the United States Army at times facilitatecn attempt to undermine Plains tribes). And
as the United States developed a network of ralfdaAroughout the continent’s interior, this
diminished the tribes’ main tactical advantage ehly able to operate from areas that were far

from Army bases of supply.

The puzzle therefore is thus not why the UnitedeStaommanders believed that they had the
ability to overwhelm their opponents with force,@rtcome that was ultimately overdetermined.
The puzzle is why so many commanders were so itefeeat judging how long it might take
and how much it might cost to achieve these miylitanjectives — for even if the United States
ultimately “won” almost all of the American Indiawars, their performance with strategic

assessment was often decidedly mixed.

% For these quotes, see Utley 1967: 86, 172, 208yU073: 219, 103, 144; Dillon 1973: 103;
Thrapp 1967: 118; Clodfelter 1998: 115; Carroll 696.

* Diseases were especially problematic — Native Agaes were acutely susceptible to diseases

like smallpox and influenza, which could easilyt kialf of a given tribe in a single wave. See
Calloway 1997: ch. 2.
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Figure 4.1. Nineteenth Century Native American andJ.S. Population Shifts

Over the course of the nineteenth century, thd pmpulation of Native Americans living in the
continental United States declined from roughly ,600 to roughly 200,000, while the U.S.
population grew from roughly 5 million to more th&8 million. (Data from Reddy 1993 and
the U.S. Bureau of the Census.)

For instance, at least twelve tribes — Apaches,y@mees, Comanches, Creeks, Delawares,
Narragansetts, Nez Perces, Pequots, Rogues, Semjifalscaroras, and Wampanoags — held
out against U.S. military expeditions until a méjoof their military-aged males had been killed
or captured in battle. In two of these wars (theeBrWar of 1813-14 and the Second Seminole

War from 1835-42, which will be discussed belovag fighting did not end until the U.S. Army

114



Chapter 4: Empirical Application

had essentially killed or captured the entire trithe other cases, tribes only surrendered when
the U.S. Army posed a credible threat to eliminthgegroup at once. The Modocs defended their
positions among California’s lava beds in 1872-T8luthey were largely surrounded and the
Army had begun to bombard them with howitzers. Nez Perces fought a running string of
engagements in 1877 as they attempted to escapddeho into Canada, and they only gave up
when they made a break for a mountain pass andribteewas surrounded by U.S. forces on
either end. In a sense, the Modocs and Nez Peunesirabed to a coercive threat. But that
threat had to escalate to an all but existentialesbefore they were willing to surrender. The
expectation that any of these tribes could be “hiated,” “whipped,” “demoralized,” or
otherwise “punished” into submission with a moderstiow of force was completely out of line
with reality. Understanding how U.S. commandersi@dwave held these kinds of mistaken
beliefs is a central question confronting histdrisaholarship on the period and it is the

empirical puzzle that motivates this chapter.

Underestimating opponents in the Great Sioux War

The “Great Sioux War” of 1876, for instance, wasdht for control of South Dakota’s Black
Hills. This land was home to Sioliand Cheyennes; it also possessed valuable timbenwhen
an 1874 Army expedition declared there was golithéregion as well, settlers rushed in to mine

it illegally. At first the Army attempted to resimathe settlers, but by the end of 1875 the Grant

® In the Creek War, there were an estimated 3,0@@l“Rticks” fighting the United States, of
whom roughly 1,200 were military-aged males. Th8.WArmy killed or captured 1,000 Red
Stick warriors on the battlefield (including 600arsingle engagement at Horseshoe Bend,
Alabama), and captured another 1,000 women andrehil

® Predominantly the Teton branch of the broader Sfamily.
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administration decided to press the Sioux and Oheg®to cede the territory instead. When the
tribes refused to do so, and Native Americans bégdeave neighboring reservations in order to
join bands in the Black Hills led by prominent imdiuals such as Sitting Bull and Crazy Horse,

the Army was ordered to evict them.

As in most of the American Indian Wars, the U.Sm&rexpected the coming fight to be
quick and cheap, if the tribes offered military ise@nce at all. Lieutenant General Philip
Sheridan (commander of the Division of the Missa@urd thus the principal figure directing the
operation) chose to deploy his forces in three roolsl intended to encircle his opponents. “In
this way,” Sheridan argued, “the Indians would leprived of the means of escape... and be
forced to fight until subdued or annihilatedSheridan was not particularly worried about how
this fighting would turn out, explaining to Brig&di General Alfred Terry (one of his two
principal field commanders) “the impossibility afyalarge number of Indians keeping together
as a hostile body for more than one week.” Tergrath Sheridan’s optimism, replying that “I
have no doubt of the ability of my column to whipthe Sioux whom we can find.” And George
Crook (then a Brigadier General and Sheridan’srgthiecipal subordinate) expected to “strike a

blow at once which will demoralize the savages ftbmstart.?

" Headquarters Military Division of the Missouri, fi@e of the Chief EngineeAnnual Report of
the Chief of Engineers for the Fiscal Year Endinge) 30, 1876July 11, 1876. See also
Headquarters Military Division of the MissouReport of Lieut. Gen. P. H. Sheriddtfiouse of
Representatives Executive Document No. 1, Pa#®2Cbng., 39 Sess. November 25, 1876.

8 Sheridan to Terry, 16 May 1876 and Terry to Starjd6 May 1876; Crook interview with
DenverRocky Mountain New23 Feb 1876. See Gray 1976: 45, 90 and the dousmappended
to the Secretary of War’s 1876 report to Congrdéssse include SheridanReport of Lieut. Gen.
P. H. Sheridar{Headquarters, Military Division of the Missou25 Nov 1876), where he
recollects that Terry believed a “quick movement.iglmbe decisive”; and Crook’s
recollection, even after the fad®éport of General CroglHeadquarters, Department of the
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The course of this campaign was, of course, vdifgrént. Both Crook and Terry picked up
the trail of Sitting Bull's forces, but the firstajor battle at the Rosebud was indecisive — despite
engaging roughly one thousand opponents in a fagting six hours, the Army was unable to
kill or capture more than a few dozen. Eight dagter at Little Bighorn, cavalry under
Lieutenant Colonel George Custer located anotheuxSand Cheyennes camp. In a move that
historians have generally interpreted as demomsiyyad lack of regard for his opponents’
military capabilities, Custer decided to split fasces and assault the camp in broad daylight.
Outnumbered roughly three to one, the event tuintx one of the most infamous defeats in
U.S. military history. The Sioux and Cheyennes ¢erattacked, exploiting Custer’s inability to

coordinate units he had divided, and eliminating tompanies entirely.

Persistent optimism in the Second Seminole War

If commanders entered warfare against the tribel Whiese sorts of misperceptions, they
often exhibited extreme difficulty in adapting toaxpected events. The Second Seminole War is
perhaps the clearest example. From the start ofwidwein 1835, more than 90 percent of
Seminoles in Florida were either killed, captured forcibly relocated and yet the remainder

continued to fight until President Tyler orderedralateral ceasefire in 1842.

Yet despite the fact that the Seminoles provedetsixch exceptionally resilient insurgents,
U.S. commanders were consistently optimistic abloeir prospects for terminating the conflict

in short order. In December 1835, Secretary of \Wewis Cass reported that while some

Platte, 25 Sep 1876) that “I did not ask for reintaments because | felt that we were abundantly
able to take care of ourselves.”
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Seminoles were preparing to resist relocation, yTwal, probably, when the time for operations
arrives, quietly follow their countrymer."When hostilities did in fact break out, the War
Department expected a quick fight, relying on nailiwho were only mobilized for a three-month
term of service. Brigadier General Winfield Scatbk command of forces in Florida with a plan
(much like Sheridan’s forty years later) for usthgee columns to surround his opponents such
that they would be “hemmed in and captur&tiScott estimated that he would need just twelve
days to do thi$! But his first attempt was waylaid by poor coordioa among the columns, and
especially when one of them was brought under sie§§esecond attempt ran out of supplies

before the U.S. Army captured even 60 Seminties.

Over the next six years the Seminoles continuallystfated this kind of “column and
detachment” strategy, but the U.S. Army rarelyratited to alter its playbook. Though Scott’s
campaign led to no avail, he argued that the failuas in the execution and not the concept —
that that strategy was sound, but that he had @en lgiven time to launch the expedition early
enough in the fighting season, while being undeeaiby inferior subordinates. A court of
inquiry investigated the matter and agreed withtt@c@assessment, saying that the “plan of

campaign was well devised®

® Annual Report Showing the Condition of the War Depant in 18358 Dec 1835. In
American State Papers: MilitarhencefortPASB Vol. V §8613.

19 This is how Scott described his strategy in hi4l®iemoirs; cf. Sprague 1848: 115, Cohen
1836: 230.

1 Cohen 1836: 230, cf. Scott to President Jacksdan3L836.
12 Mahon 1967: 157.

13 See the documents in Sprague 1848: 114-157.
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Florida Governor Richard Call succeeded Scott asncander of the Army of the South. His
columns and detachments failed, too, but the pliagariew was that this was because Call was
“insufficiently vigorous” in directing them. Calldd in fact been able to locate more than 600
Seminoles, and to bring them to battle at Withlat@e® and Wahoo Swamp. Both battles ended
before Call's forces could inflict more than a felwzen casualties on their opponents. But the
Battle of Wahoo Swamp closed when U.S. forces @ecibt to pursue the Seminoles across a
stream that appeared too deep to ford. Whenet tatned out that the stream was indeed quite
passable, this once again precipitated widesprebef bhat a conventional offensive had put the

Seminoles on the ropes, only to let them escapeedast moment!

Thus Call was replaced by Major General Thomas plestho received the standard
instructions, along with the expectation that “ddoyou succeed in bringing the Indians to a
general engagement, and in defeating them thetken,ready submission of the tribe may
probably be expected™ In spring 1837, Jesup reported that he had ther®ées located and
surrounded, that he had induced their leaderspautate, that “the war is no doubt ended,” and

that “there is no danger of a renewal of host#iff® The War Department issued orders for

1% Interim Secretary of War Butler to Call, 4 Nov B33SPVI §716); Sprague 1848: 162-67;
Mahon 1967: 185; Doherty 1961: 104-5.

15 Butler to Jesup, 4 Nov 1838SPVI §716, VII §760.

16 Jesup to War Department, 7 Feb 1837, 6 Mar 183K|& 1837, and 5 May 193ASPVII
§760.
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withdrawing the majority of Army forces from Flodd’ But by June, the war was back in full

swing*®

In total, the Second Seminole War persisted throsghien commanding generals, five
secretaries of war, and three presidents, most lainwrepeated this pattern of unfulfilled
expectations. As historian Francis Prucha summariZene commander after another tried his
hand at bringing the embarrassing affair to a sssfoé conclusion, yet the war dragged on,
despite optimistic announcements from the commandienerals and the War Department,
which periodically proclaimed that the war had fipdeen brought to an end*To go along
with these failures of strategic assessment weraiige costs: the conflict was politically

embarrassing and financially drainiffit killed more U.S. servicemen than the first dizaf

17 Commanding General A. Macomb to Jesup, 7 April71&83d Secretary of War J. R. Poinsett
to Jesup, 17 May 183ASPVII §760.

18 Jesup reported that “this campaign, so far adates to Indian emigration, has entirely
failed,” and he requested to be relieved. JesMgdao Department, 5 June 183¥SPVII §760.

19 Prucha 1969: 268. Jesup’s successor, Zachary fTilyen a Brigadier General and later the
12" U.S. president), was the only commander who signitly challenged the soundness of the
column-and-detachment strategy. After failing tbdue the Seminoles during the 1938-39
winter season, he suggested a “Squares Plan,” winiotved dividing Florida into districts,

each of which was controlled by a centrally-planatitary post from which the Army could
methodically sweep the area for Seminole holdothgs system was never implemented,
however. In May 1839, the Army’s commanding gen@takander Macomb arrived in Florida
to negotiate with the Seminoles, after which hayetl his “satisfaction of announcing to the
army in Florida, to the authorities of the terntoand to the citizens generally, that he has this
day terminated the war with the Seminole Indiai@&rieral Orders cited in Sprague 1848: 228-
29, cf. Macomb to Poinsett, 22 May 1839). Aftesthrospective peace fell apart, Taylor was
succeeded by Brigadier General Walker Armistead) was followed by Brigadier General
William Worth. Their adherence to the standard soiland detachment formula (and optimism
about its prospects) are summarized in Mahon 1866, 285, 295 and Sprague 1848: 256, 273.

20 Financially, the Second Seminole War cost roug8y million in 1840 USD (Covington

1993: 72), which may have made it the second mgsresive war in U.S. history, as a fraction
of the contemporary federal budget.
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the War in Afghanistaf’ and militant Seminoles literally lived to fight @ther day — thirteen

years later the U.S. Army would be summoned totfegithird Seminole War.

Native American decision making

If U.S. commanders often struggled with strategisessment during the American Indian
Wars, what can we say about Native American detisn@aking in these conflicts? To some
degree, the answer is not much, since the tribesslnever left a written record of strategic
deliberations. In a general sense, however, h@terihave emphasized several reasons why

tribes may have been willing to fight such protemctampaigns against U.S. and British forces.

Some of the most common explanations for Native Acaa military resilience are that tribes
were intensely averse to leaving their ancestradidathat many knew their relocation would
result in attacks and assimilation by their riv&isnd that some Native Americans believed that

supernatural powers would offer them battlefieldtection’® Many scholars have emphasized

211,535 members of the U.S. Army and Navy were dtiltethe Second Seminole War (out of a
total of 10,169 who served in Florida, for an &tin rate of 15 percent). In addition, 55 militia
members were killed in action, and far more volardgoresumably died from wounds or
sickness. Mahon 1967: 325. By comparison, 1,446 tbliers died in Afghanistan between
2001-2010, out of roughly one million who servedhat country.

22 0On the fate of some relocated tribes, see Hoi@ £9@ LaVere 2000.

23 There are many stories of Native American leadwvating their followers to fight large
battles with the U.S. Army by promising that thgpiritual “medicine” would render warriors
invincible to bullets; the Shawnee Prophet, the @oche leader Isatai, and the leaders of the
Sioux “Ghost Dance” at Wounded Knee are three pnentiexamples. It is worth noting,
however, that faith in supernatural powers oftehthee tribes to tactical successes. Before the
Battle of Little Bighorn, for example, Sitting BuUthmously had a vision that involved U.S.
cavalrymen falling upside down from the sky — hd his followers took this to be an omen that
the Sioux would achieve a major victory in theiknleattle, which of course is exactly what
happened.
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that Native American warfare against the Unitede3tahould be viewed against the backdrop of
centuries of intertribal conflict that developecisd and cultural norms about how war should be
waged®* Native American warfare was often highly indivitistic: forces were generally not
organized into cohesive, hierarchical armies amdatestrations of personal bravery were often a
primary means of social advancement. Many NativeeAoans thus sought combat despite (and
perhaps because of) its lethafityAt the very least, many tribes had a limited &pilo restrain

“spoilers” who believed — for whatever reason - flghting was in their interest.

24 Anthony McGinnis 2010, 2012, Stan Hoig 1993, apldnJEwers 1975 make this argument,
which resonates with the broader research progfamlitary historian John Keegan, who wrote
in A History of Warfarg(1993) that warfare is powerfully shaped by c@twonstraints that
develop over time and often resist adaptation.example, the widespread practice of mutilating
corpses is an example of a cultural practice tkatted a significant, negative impact on the
tribes’ relations with whites. Many tribes believid@t individuals retained their bodily form
when they entered the afterlife — destroying thgpee was thus “regarded as the ultimate
revenge” and it was a standard practice among rpkamys tribes (McGinnis 2010: 28).
Europeans were shocked by these acts, which regddhe kinds of animosity and fear that
underscored the push for Indian removal. Scalpiag another practice that can be seen in
similar terms. Especially in the Southeast, obtjrenemy scalps was a sine qua non for social
advancement within some tribes, and this also dessly enhanced interethnic animosity
(Lowie 1954: 106). In general, however, the pract€scalping was probably more limited than
many people believe — in tribes such as the Pomd&a&wa, for instance, simply touching an
enemy was considered the highest form of valorensorthan inflicting any bodily harm
(Mishkin 1940/1992: 3, 39 cf. Smith 1938: 426-34).

%5 See, for example, Hamalainen’s discussion of the&hche “warrior cult”: “If there was an
all-embracing internal force behind the rise of @@manche empire, it was the relentless
competition for social prestige among Comanche eient seizure of livestock and captives
through pillaging represented the main path toa@mceptance: it gave them access to wealth
and women and lifted them toward full manhood. Eomanche men, raiding was a matter of
social life and death, and it was a mixture of atyxand raw ambition that pushed them to
repeatedly risk life for loot, devote much of thieres to arduous raiding” (2008: 269). Needless
to say, this “all-embracing internal force” wasesftat odds with maintaining peaceful social
relations with the Comanches’ neighbors.

26 A good example is the beginning of the war withif6eia’s Modoc tribe (1872-73). The war
was preceded by increasing hostilities between Ms@dmd white settlers. The Modoc leader
Kintpuash favored a peaceful resolution of the aispHowever, his stance was challenged by a
younger and more militant Modoc leader known asat&xced Charley.” Dillon 1973 explains
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Yet these factors, while presumably important, db mneally tell us much about why tribes
would have varied in their capability or willingreew resist U.S. forces. As a later section of this
chapter will demonstrate, many tribes did not offiee kind of lethal or protracted military
resistance demonstrated by the Seminoles and the,Sand this should hardly be taken as a
sign that those tribes were any less committedhédr homelands, or any less spiritual, or any
less influenced by cultural norms of warfare. Ulialy, the key challenge for social scientists
aiming to understand the American Indian Wars iglémtify ways of systematically predicting
variation across cases. Of course, predicting hmw khese conflicts might last and how much
they might cost was also the principal challenge Aomy commanders performing strategic
assessment in the American Indian Wars — and tkesaetion explains why this set of cases
provides scholars with an unusual opportunity taleste the way that commanders dealt with

this uncertainty.

Section 4.2. Case Selection and Research Design

There are two main methodological reasons why theercan Indian Wars provide a useful
base of evidence with which to evaluate the plalityiband usefulness of the theoretical
framework developed in this dissertation. Firstshould be a tough test of this dissertation’s
theoretical framework to explain U.S. military beloa in these conflicts with concepts that

characterize the decisions of unitary, rationabectThis is especially true since the experience

how Kintpuash understood that he did not have Ihléyato restrain Scarfaced Charley, that
Charley’s faction would eventually retaliate agaime settlers in force, and that war was thus
essentially inevitable. As a result, Kintpuash cédntly agreed that it was best to initiate combat
on Modoc terms, laying a trap to kill Major Genegalward Canby under the pretence of peace
talks. Canby was the highest ranking U.S. militaffycer to be killed in the American Indian
Wars.
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is typically seen as being relatively easy for ralédive, nonrational theories to explain. George
Custer, for instance, had a legendary flair fok-teking, which many scholars have attributed to
hubris, insubordination, or desire for public aol@nd political advancemefit Winfield Scott
was a prominent proponent of Napoleonic warfareiclvhistorians have argued may have
shaped his insistence on employing columns anccletents in the Second Seminole \far.
Developing a plausible explanation for how U.S. Arcommanders in these conflicts may have
had a much more rational basis for their actiomsexpectations than is commonly believed thus

runs against the weight of conventional wisdom.

By a similar logic, we should also expect the \entrecord of commanders’ expectations to
be biased in favor of optimism. The quotes from$i@ux and Seminole Wars mentioned above
largely came from commanders who were writing fablg audiences, to whom they would
have an incentive to boast of their own capabdjtier writing to subordinates, for whom they
would have found it important to express optimismorder to maintain morale; or writing to
superiors for whom they have been inclined to ereajg their own abilities. These are yet
additional reasons why it would be a tough testtler theoretical framework developed in this

dissertation to explain that these statementslatesiply consistent with rational beliefs.

The second methodological justification for focusion the American Indian Wars is that
these conflicts offer a relatively large cross-gacof experience with a relatively high degree of

unit homogeneity. In total, U.S. and British fordeaght against 114 different Native American

27 See Hutton 2004 for assorted views on Custer.

28 n fact, Scott had recently translated a Frenchuahinto English so that it could be taught at
West Point. See Scott 1864: 258 and Wooster 19B&detsch 2011: 129, 132 describes U.S.
strategy in the Second Seminole War against thiedoap of Scott’'s commitment to Napoleonic,
Jominian principles.
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tribes. Despite some important variations in finrearand whether they fought on horseback,
most tribes waged war in relatively similar waysThese tribes fought against either of two
opponents (the United States or the British). mat all cases, the stakes were the same, with
the U.S. and British attempting to stop the tribbesn raiding and to eject them from contested
territory. In every instance, the U.S. and Britighimately succeeded in achieving those
objectives — by the end of the nineteenth centewgn the most militant tribes had been coerced

into reservation life°

Of course, this is not to imply that all of thebs and all of the conflicts in this sample were
literally identical. The point is that, relativelgpeaking, these units of analysis are more
comparable than those in most existing data seisterstate wars, civil wars, insurgencies, or
other kinds of political violence. The most widelged data set on interstate conffitiavolves
multi-party wars of the most destructive magnitgeay., World War 1) along with much more
limited conflicts in vastly different contexts (e.the Ecuadorian-Colombian War of 1863). The
most widely-used data set on insurgeri@s/olves one case (the Chinese Civil War) in which

million-man armies employed advanced weaponry thinout a huge East Asian country, along

29 For more on the tribes’ fighting methods and tifeiences upon them, see Grinnell 1910,
Smith 1938, Mishkin 1940, Newcomb 1950, Secoy 1#@ers 1975, and McGinnis 2010,
2012.

30 This lack of variation in strategic outcomes isremely important for facilitating analysis of
the data. If the U.S. Army had won some conflictd bost others, for instance, then we would
need to stratify the sample in order to interpaeiables like the campaign’s duration or loss
rates: being able to hold out for a longer peribtime in a losing campaign is generally an
indication of capability and resolve, but by costravhen a combatantinsa war, then shorter
and less costly wars are more indicative of thelitany potential.

31 The Correlates of War Project: Sarkees and Way2048.

32 yall and Wilson 2009 (see the discussion in Céap}.
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with another case (the Costa Rican Revolution dB)% which a few thousand rebels toppled a
Latin American regime in less than two months. dfation to these bodies of evidence, the
American Indian Wars offer a much more comparabtsszsection of cases, which facilitates

identifying meaningful empirical patteris.

To be specific, this analysis draws on originalad#éhat aim to capture a reasonably
comprehensive sample of armed encounters between Uhited States (or, prior to
independence, the British) and each tribe, inclydamything from scattered raids to major
battles. In all, there are roughly 3,000 engagementhe data set, based on roughly 5,000 event
reports. Across these engagements, the United sStaficted more than 33,000 recorded
casualties on 114 different tribes. The appendikitochapter provides more detail on how these

data were gathered and collected, and Figure 4tics summary informatiotf.

These data provide an opportunity to take militaoynmanders and their statements about
how long it might take or how much it might costarder to defeat their opponents — such as
those laid out in the historical overview above rd dhen compare these expectations to a
relatively large body of objective, empirical euwnde. Rarely do data on armed conflict make it

possible to evaluate beliefs about military strategthis manner. To give a contrasting example,

33 See Friedman 2013a for a discussion of how ther&kran Indian Wars offer additional
methodological advantages to scholars conductingrezal research on the dynamics of armed
conflict.

34 See the Appendix and Friedman 2013b for more fnéion on the data and a discussion of
their comprehensiveness. The latter work estinthtgsthese data capture roughly half of the
total casualties inflicted on Native American fa@riring the American Indian Wars, along with
perhaps ninety percent of casualties inflicted o8.{brces.

For standards of comparison, these tribes hadrdined total of roughly 400,000 people based
on population estimates corresponding to the timhemeach tribe entered armed contact with
the U.S./British; most treatments assume that riyuge-quarter to one-fifth of a tribe would
have consisted of military-aged males.
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DATA ON THE AMERICAN INDIAN WARS
Temporal coverage: 1607-1890 (founding of JamestovBattle of Wounded Knee)
Unit of analysis: violent engagements between dnd. Native American forces

Sources: AxelrodChronicle of the Indian War§l993), Michno,Encyclopedia of Indian
Wars(2003), Michno and Michnd;orgotten Fight52008), NunnallyAmerican Indian
Wars (2007), Ratjar, Indian War Sites (1999), Webb, Chronological List of
Engagement$§1939), U.S. Army Adjutant Generdalhronological List of Actions, &c.,
with Indians (1890s), U.S. Army War Colleg&Zompilation of Indian Engagements
(1925).

Independent events recorded in the data: 2,958
Total recorded Native American casualties: 33,207
Total recorded U.S. casualties: 18,044

Tribes enumerated in the data set: 114

See the chapter’s appendix for more details.

TIME SERIES OF RECORDED CASUALTIES

Recorded Casualties

T T T T
1776 1800 1830 1860 1890

Year
O Native American Casualties (observed) * U.S. Casualties (observed)
— Native American Casualties (smoothed) U.S. Casualties (smoothed)

Figure 4.2. Overview of the Data
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recent literature about “what works” in counterirggancy and what that means for informing
U.S. military strategy in Iraq and Afghanistan abhalways runs up against contentious
arguments about the relevant case universe for adsgm® Similarly, scholarly work on
intelligence analysis generally assumes that itmipossible to test the accuracy of political
predictions because they often deal with phenontbas are sufficiently unique that it is
impossible, everx post to critique probabilistic assessments objectivélwithin the field of
strategic studies, the American Indian Wars provate leverage for addressing this inferential
problem, and the following section demonstrates hbis provides a new (and potentially

surprising) perspective on U.S. military behavior.

Section 4.3. Forming and revising expectations irhé American Indian Wars

For instance, there is little doubt ex post thatst€y Crook, Sheridan and other U.S.
commanders underestimated Sitting Bull's forced®&76. Ex ante, however, their belief that
most tribes would not fight protracted wars waspsuted by historical experience. Figure 4.3

shows this by presenting the 114 tribes in ordemfrfewest to most recorded casualties

% For example, many analysts strongly disagree alvbigh cases are relevant for thinking
about counterinsurgency in Iraq and Afghanistarepirevich 2005 and Laird 2005 drew
insights from the insurgency in Vietnam, while Biel@006 argued that Vietnam’s “Maoist
Peoples’ War” dynamic was inapplicable to Iraq, aedstructured his own recommendations for
U.S. policy around cases of “communal civil wartBuas the ethnic cleansing campaigns in the
Balkans. Sepp 2005 provides a list of 48 “relevaiaiSes for establishing best practices in
counterinsurgency, all of which come from thd'2@ntury. Luttwak 2007 and Peters 2007 base
their own analyses of counterinsurgency in parthenexperience of the Romans under Caesar.

% Rieber 2004 surveys the relevant literature (& @entry 2010). Tetlock 2005 provides a
broader study of calibration and discriminatiorpalitical and economic analysis. See Betts
2000 on the difficulty of separating ex ante angegt analysis in strategic studies.
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sustained’ These data place the Great Sioux War into a ugeftdpective. The right side of

Figure 4.3 indicates that a few tribes (such asSioeix, Seminoles, and Creeks) were indeed
able to continue fighting despite sustaining rekdii large numbers of casualties. But Figure 4.3
also demonstrates how these tribes are outliexsy-8ine tribes (61 percent) sustained fewer
than 100 recorded combat casualties. The medibe tn these data lost only 54 members in
battle. Thus when U.S. Army commanders such aseCastd Sheridan asserted that the tribes

could not withstand large amounts of coercive pmisnt, they were, in expectation, corréct.

The data offer further insight into the contexttioé Great Sioux War. For example, George
Custer is often criticized for dividing his forcés assaulting Sitting Bull's camp, leaving his
regiment unnecessarily vulnerable. But it was ewély rare for this sort of vulnerability to be
exploited in the manner of Little Bighorn. Of th@®28 engagements in the data set, only thirteen
caused more U.S. or British battle deaths than efgstLast Stand. Only four of these
engagements involved tribes who did not fight akitg European regulars; of this subset, only

one had occurred in the nineteenth century, andhijerity of casualties there were civiliaits.

" n order to interpret these figures, note thatrttemn population of each tribe in the data set is
roughly 3,000, with a standard deviation of 4,0R8scaling this figure with per capita casualties
on the y-axis produces results that are substaytuilar, but much less precise due to the
difficulty of estimating tribal populations. Moreer, aggregate counts are more conceptually
appropriate here. When commanders stated theiceatpns that these conflicts would be
relatively brief and cheap, this is inherently @esment about the aggregate costs of fighting.

% Friedman 2013a enumerates an additional 53 tvilhesare not recorded as having engaged in
any organized fighting with U.S. or British forcdisis unclear how many of those tribes belong
within the scope of the analysis here, but suretyes of them were relocated through the use of
military coercion, even if this did not ultimatelgsult in the use of violence.

%9 This was the 1813 Fort Mims Massacre during theeiWar (Nunnally 2007: 66).
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Tribes, Ordered by Percentile

0-10 casualties/Achumawi, Cahuilla, Catawba, Cayuga, Chetco, Chickasaw, ChinGblgctaw, Haida,
Havasupai, Kansa, Kichai, Koasati, Luiseno, Menominee, Miami, id®tda, Niantic, Nipissing, Pamunkey,
Ponca, Puyallup, Squaxon, Taos, Tonkawa, Tututni, Weakidickhebago, Yuchi, Yuki.

11-50 casualtiesArikara, Atsina, Cayuse, Chippewa, Coeur d’Alene, Crow, Hufslispel, Kitanemuk,
Klamath, Mingo, Mohawk, Nipmuc, Osage, Pawnee, Potawatomgcagrspokane, Susquehannock, Tahltan,
Tenino, Wallawalla, Wichita, Wintu, Wyandot, Yakima.

51-100 casualtiesCaddo, Coquille, Fox, Gosiute, Jicarilla Apache, Modocqiadly, Nomlacki, Palouse,
Quapaw, Shasta, Umatilla, Waco, Yokut.

101-200 casualtiegsbenaki, Arapaho, Karankawa, Lipan Apache, Nez Perce, Pocumtuok, Bauk, Tolowa,
Yamasee, Yankton Sioux.

201-500 casualtieBlackfeet, Delaware, Kickapoo, Mescalero Apache, Mohave, Powhatan, &pu&itawnee,
Takelma, Ute, Walapai, Wiyot, Yavapai.

501-1000 casualtiefpalachee, Bannock, Cherokee, Kiowa, Navajo, Ottawa, Pequotn@emiVampanoag,
other Apache bands.

1001-2000 casualtiesCheyenne, Chiricahua Apache, Narragansett, Paiute, Teton Sioseardra, Western
Apache.

2001-3000 casualtie€omanche, Creek, Santee Sioux.

Figure 4.3. Recorded Casualties Sustained by 114ides during the American Indian Wars
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Tribes, Ordered by Percentile

0-10 casualtiesAchumawi, Chetco, Chickasaw, Chinook, Choctaw, Coeur d’Al€new, Haida, Havasupai,
Hupa, Kalispel, Kansa, Karankawa, Kichai, Klamath, Koasati,dngsNanticoke, Niantic, Nipissing, Nisqually,
Nomlacki, Palouse, Pawnee, Pomo, Ponca, Puyallup, QuapawkarepdSquaxon, Susquehannock, Tahltan,
Tenino, Tolowa, Tonkawa, Tutuni, Umatilla, Walapai, Wallawaléchita, Wintun, Wiyot, Yuchi, Yuki.

11-50 casualtiesApalachee, Arikara, Atsina, Blackfeet, Caddo, Cahuilla, Catawbhguge, Coquille, Fox,
Gosiute, Lipan Apache, Menominee, Modoc, Mohave, Navajo, Osagei o Quechan, Shasta, Taos, Waco,
Yakima, Yankton Sioux, Yavapai, Yokut.

51-100 casualtieArapaho, Cayuga, Jicarilla Apache, Mescalero Apache, Mingo, PayuRkcumtuck, Sauk,
Wampanoag, Weanock, Western Apache, other Apache bands.

101-200 casualtiesBannock, Chippewa, Kiowa, Miami, Narragansett, Nez Perce, Seneka|mh, Ute,
Winnebago, Wyandot, Yamasee.

201-500 casualtie€Cheyenne, Chiricahua Apache, Comanche, Delaware, Kickapoo, Mohawhud\ Paiute,
Powhatan, Santee Sioux, Tuscarora.

501-1000 casualtie€herokee, Creek, Ottawa, Seminole, Teton Sioux.

1001-2000 casualtiesbenaki, Potawatomi, Shawnee.

Figure 4.4. Recorded Casualties Inflicted by 114ribes during the American Indian Wars
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Figure 4.5. Recorded Casualties Inflicted by Tribs per Engagement

Figure 4.5 orders the 2,958 engagements in the detdrom fewest to most recorded casualties
inflicted on U.S. or British forces. This makesacleow the vast majority of armed engagements
with the tribes resulted in relatively few casuadtifor the United States or the British — Custer’s
defeat at Little Bighorn is in the 8ercentile, and the median number of recorded/Brish
casualties per engagement is zero.
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Custer, for his part, had participated in six poedi engagements against the Sioux and
Cheyennes. Across these engagements, Custer had total of 27 men killed in action, an
order of magnitude less than what his regiment ilost single day at Little Bighorn. Custer’s
previous experience included an attack on a Cheyerllage on the Washita in 1868, which
many historians believe was the model for the dssstulittle Bighorn. Custer had been
criticized for taking too many risks in this atta¢&o, but it had still succeeded at a cost of only
21 U.S. combat deaths. Custer’s regiment, the $evdr5. Cavalry, had participated in 41
recorded engagements in the decade since it waseébrMost of these engagements involved
Sioux or Cheyennes, and they had generated adbjakt 43 U.S. combat deaths. So when
Custer arrived at Little Bighorn, past experieneeravhelmingly suggested that his opponents

would not stand, fight, and exploit his vulneraisk.

Figure 4.4 demonstrates this pattern more broatlgywing how the distribution of casualties
inflicted by Native American tribes is similar to the distriloum of casualties inflictedn Native
American tribes: it is skewed and it has a few pgrmnt outliers, but most tribes caused
relatively little damage to U.S. or British forceBhe mean tribe in the data set inflicted 131
recorded casualties on its opponents, and the meslipust 23. Keep in mind, moreover, that
these numbers describe the total casualties iedlibly each tribe across the entire data set, while
Little Bighorn was a single battle. Thus if we med examine the 3,000 individu@lgagements
on file (as shown in Figure 4.5) then the averagatier fight led to six U.S/British casualties,
with the median engagement generating no recordedafties at all. These measures help to

place in proper perspective how the fight at LiBighorn was truly a radical outlier.

In order to predict the extraordinary performant&itting Bull and Crazy Horse’s followers,

U.S. commanders would thus have needed some wargdicting how extensively they differed
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from the average tribe. (And even from the way that Sioux and Cheyenne had themselves
fought in the past) This would naturally have been quite difficultt the time — and this was
true in most of the American Indian Wars — U.S. &rcommanders possessed little information
on the specific tribes that they were fighting.nhost cases, the central challenge was simply
finding the tribe in question, to say nothing of assessirgy complex military, social, and
political dynamics underlying its resiliency andndmat effectiveness. In 1876, these dynamics
would have been especially difficult to pin dowrelcampaign took place at the same time that
thousands of Sioux left their reservations for émaual hunting season. Determining just how
many of these “Summer Roamers” intended to fighh\&itting Bull was severely challenging.
Intelligence estimates of Sitting Bull's force sizaried widely, and according to one staff

officer, they were “wildly conjectural®®

One way in which organizational factors could hauwedered assessments of the Sioux and
Cheyennes in 1876 was that commanders did not thevéenefit of institutional wisdom in
sizing up their adversaries. The U.S. Army did ralease military doctrine for fighting the
tribes, and West Point generally did not include shbject in its curriculurff. At the same time,

even if therewere more institutional wisdom on frontier warfare,jstnot clear what lessons it

“? Prior to the Battle of Little Bighorn, the dataoed Teton Sioux and Cheyenne forces
inflicting an average of 3.7 combat deaths over 888 engagements. Other than Little Bighorn
there were just two engagements where these inlieted more than 25 battle casualties on
the U.S./British: the 1854 Grattan Fight (29 cases) and the 1866 Fetterman Fight (79
casualties).

*1 The quote is from Bourke 1891: 246. See Gray XV8he “Summer Roamers.” Report of
Lieut. Gen. P. H. Sheridasheridan wrote that he initially believed his oppnts comprised a
small band of 30-40 lodges, with roughly 70 wasiander Sitting Bull and roughly 200
warriors under Crazy Horse.

2 See Utley 1973: chapter 3, Wooster 1988: 39, 2438, and Birtle 1998: 10, 13, 61.
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Table 4.1. Time, Population, and Region as Prediat® of Tribes’ Casualty Sustainment

Hazard Ratio Std. Err. p 95% Conf. Int.
Year of ' Conflict  1.011 0.003 0.00 [1.00 1.02]
Tribe’s Population 1.000 0.000 0.07 [1.00 1.00]
Region
California 0.832 0.332 0.65 [0.38 1.82]
Great Basin 0.367 0.177 0.04 [0.14 0.95]
Northeast 1.898 0.965 0.21 [0.70 5.14]
Northwest 0.692 0.343 0.46 [0.26 1.83]
Plains 0.728 0.277 0.40 [0.34 1.54]
Southeast 0.876 0.525 0.83 [0.27 2.84]
Southwest 0.362 0.135 0.01 [0.127 0.75]

Dummy variable for Plateau region dropped
t Coefficient and standard error bounds slightlpel N=114

Table 4.2. Time, Population, and Region as Prediate of Tribes’ Casualty Infliction

Hazard Ratio Std. Err. p 95% Conf. Int.
Year of ' Conflict 1.002 0.003 0.46 [1.00 1.02]
Tribe's Population 1.000 0.000 0.00 [1.00 1.00]
Region
California 2.342 1.008 0.05 [1.01 5.44]
Great Basin 0.543 0.252 0.19 [0.22 1.35]
Northeast 0.207 0.108 0.00 [0.07 0.58]
Northwest 0.723 0.344 0.50 [0.28 1.84]
Plains 0.567 0.227 0.16 [0.26 1.24]
Southeast 0.265 0.162 0.03 [0.08 0.88]
Southwest 0.541 0.201 0.10 [0.26 1.12]

Dummy variable for Plateau region dropped
t Coefficient and standard error bounds slightlpiel N=114

Tables 4.1 and 4.2 use Cox proportional hazard rsoti® examine whether there are any
consistent relationships between time, populatgeggraphy, and the tribes’ military behavior.
If these relationships are estimated using ordini@gst squares regression, then even fewer of
them appear to be statistically significant. Ordipdeast squares regression models are not
appropriate for modeling cumulative dependent Malea like casualty counts, but they
demonstrate how the basic findings of Tables 4d. 4@ are not simply being driven by model
choice. Negative binomial regressions for predgtievent counts also do not return

substarively different result
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would have drawn, and how these would have helpgatedict the behavior of the Sioux, the
Cheyennes, or any other tribe ex ante. Tablesad14&2, for instance, examine how the tribes’
sustainment and infliction of recorded casualtiased by time, region, and populatithThese
tables show that tribes in the Great Basin andSiwmathwest sustained more casualties than the
norm; tribes in the Northeast and Southeast imitianore casualties than the norm while tribes
in California dealt less damage to U.S. and Briisldiers, on average and all else being equal.
But no broad lessons present themselves here tight ifmave indicated that the Sioux would
have been especially problematic in 1876. Indiam3Maere actually becomirigssviolent, on a
per-tribe basis, over time. Larger tribes were ablesustain and inflict more casualties on
balance, but only marginally $8Plains tribes were not consistently more violdaintthe norm,

as shown by the wide confidence bands around tireaed hazard ratios for this variafife.

*3Tables 4.1 and 4.2 represent the output of surminalels, where the dependent variable is the
number of casualties that each tribe was abledtasuor inflict in fighting the U.S. or British
Armies. Survival models are appropriate tools fos ainalysis because casualty counts are
cumulative, and because the quantity that theseels@de estimating is how far these counts
could progress before the tribes were unable istrasy further. Thus the “duration” variable in
the survival models captures the number of cagsailtiflicted on or by each tribe, and the
moment of “failure” is when the war ends. In cagbere a tribe received or inflicted O
casualties, this value was replaced with a codirig-eotherwise, the statistical model cannot
interpret the observation.

*4 The hazard ratios on tribal population as a ptediaf casualty sustainment and infliction are
0.99995 and 0.99991, respectively. Cox proportibtiaaiard models measure relative risk, and
the standard deviation for the population of triethe data set is 4,175. A standard deviation
increase in a tribe’s population would thus coroggpto decreasing the hazard rate on casualty
sustainment and infliction by roughly one-third,effect size substantially smaller than the
hazard ratios on a majority of the regional dumnmeBables 4.1 and 4.2.

> One of Crook’s aides reports a moment where loaapoint directly considered regional
factors in forming his strategic assessments. Comgpéhe Sioux to the Apaches (a
southwestern tribe Crook had recently fought agpi@sook “expressed himself freely in regard
to the coming campaign,” saying that “while the&@nd Cheyenne were brave and bold
people they would never stand punishment as thel#gsahad done. The tribes of the plains had
accumulated too much property in ponies and otiiags, and the loss of that would be felt
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These data therefore suggest it may often have erdactly reasonable for commanders like
Custer or Scott to enter conflicts with the permapthat it would not be particularly costly to
achieve their objectives — though there were mastances in which those perceptions proved
to be false, ex ante they were supported by sultst@mpirical evidence. And as the previous
chapter demonstrated, if military decision makertee conflicts with the belief that they can
obtain their objectives at reasonable expense,hwald not necessarily expect them to become

more any pessimistic as those conflicts drag on.

This is another claim that we can directly evaluatéhe context of the American Indian
Wars, because with the empirical distribution abdl “types” in hand, we can plug this
information back into the theoretical frameworknfr@&Chapter 3 in order to examine the way that
commanders updated their expectations about tlieeneg of the opponents they were facing.
This is the purpose of Figure 4.6: the shaded arethe figure represents the epanechnikov
kernel density for how many casualties a tribe daulstain. The lines in Figure 4.6 capture the
way that Expected Total Cost and Expected Remaidingt would have varied along this
distribution. In other words, Figure 4.6 explaineah conditional on already inflicting some
number of casualties on a tribe, decision makeghtrinave updated their expectations about

how muchmorecoercive punishment that tribe might be able &ian.

Because Figure 4.6 is dealing with real data, thdems here are neither smooth nor
monotonic. Nevertheless, they provide a useful lgmsugh which to view U.S. military

behavior in the Second Seminole War. In particudgure 4.6 shows why it might not be so

most deeply” (Bourke 1891: 286). Table 4.1 shoves €rook’s reasoning here was correct in a
general sense: Plains tribes were, on the whae,dasualty-resistant than tribes in the
Southwest.
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Figure 4.6. Expected Total/Remaining Cost Progre&m during the American Indian Wars

Figure 4.6 combines the empirical distribution wibal “types” (shaded in gray, representing the
proportion of tribes that conceded after sustainiagcertain number of casualties) with the
theoretical framework from the previous sections@&hon this distribution, the figure shows how
many casualties a randomly-chosen tribe could smsteonditional on already conducting a
certain amount of fighting. The main takeaway fréigure 4.6 is that, across most of the
distribution, Expected Remaining Cost does notaase. This is in contrast to standard
theoretical models, which predict that military é@an makers should become more pessimistic
about their future prospects as they fail to detbatr opponents.
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surprising that these commanders did not become pessimistic about their prospects as the
war continued. In fact, across much of Figure Efpected Remaining Cost either declines or

stays relatively constant.

Of course, this is not a descriptive model of haw decision makers actually formed their
views, and these data alone cannot say whetheastreasonable for commanders ever to think
that one more large battle could have caused ther®ées (or any other tribe) to conce§aBut
at the very least they help to show that this etgim would not necessarily have become any
more implausible as the war progressed, even thaugminent theoretical frameworks and
historical scholarship have argued the very oppo3ihis contrast demonstrates the way that the
concepts in this paper diverge from the existitgrditure, and where they can potentially shed

light on salient experience.

“*® Though it is important to point out that there /ptenty of reasons to believe, ex ante, that
Scott’s column-and-detachment strategy might wbdkt.instance, while one of the war’s most
prominent historians criticized the idea for betsgmewhat European,” he also mentions that
Andrew Jackson had used a similar strategy irFtret Seminole War (1817-18), which was
widely viewed as an overwhelming success (Spra§d&:1145-146). Jackson had also been able
to decimate the resistance of the Creeks — a nergitptribe that was closely related to the
Seminoles — in the 1814 Battle of Horseshoe Bemonaentional fight which led to the death or
capture of roughly one thousand Indians and brotightvar to a rapid close (Nunnally 2007:
68). In fact, the use of converging columns tkstenemy camps was one of the only tactics
that commanders widely believed to be effectivighting hostile tribes (Wooster 1988: 212).
So while one of Scott’s biographers criticized gie@eral for using “Napoleonic tactics,” he also
concedes that the plan was “not without merit."sihe 2003: 92.) Another Scott biographer
writes that “from the strategic point of view [thin] was a perfectly sound one” and that its
failure was less a matter of the concept, and rdoeeto a failure of its execution (Elliott 1937:
299-300).
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Section 4.4. Connections to broader scholarship

A popular adage states that “the definition of mais doing the same thing over and over
again and expecting different results.” It is acbat phrase that repeatedly recurs in debates
about military strategy — but its logic is basedtlba dynamics of slot machines and has little to
do with the actual analytic challenges that militdecision makers face. For in many cases, it
would also be inappropriate to abandon a coursactibn just because it does not succeed
immediately. Rational behavior lies somewhere betwine extremes, but it can be difficult to
say exactly where. The theoretical discussion iregiér 3 combined with the empirical
discussion here have aimed to show that converntjodgments of strategic assessment may be

in need of further analysis themselves.

It is frustrating when military strategies do nateseed quickly, or when decision makers do
not seem to be changing their policies or theireetgtions as a result. Military leaders who do
not abandon unsuccessful strategies are oftenayerdras being in a state of denial or under the
influence of other nonrational factors. U.S. comd&s during the American Indian Wars are
generally thought to fit this mold. But this chapsdowed why, in contrast, why might actually
expectthese decision makers to have remained optimagtont their chosen strategies, even as
they did not succeed. There is no prima facie reas@resume that this behavior is irrational —
that kind of presumption is common in historicalalysis, political debate, and theoretical

scholarship, but it is not necessarily sound.

To be clear, this chapter did not provide a crittest of one theory versus another; its goal
was to show how this dissertation’s theoreticainieavork for connecting cumulative dynamics

to strategic assessment plausibly explained myjliteehavior in the “least-likely” context of the
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American Indian Wars, rather than to assign cawsajht to those dynamics in relation to other
factors like organizational behavior, domestic focdi or psychology. A chapter that intended to
distinguish the explanatory power of rival theornesuld look very different than this one: it
would need to focus the majority of its attentiam @eductively identifying observable factors
that would help to discriminate among these medmasiin specific cases, and then conduct an
empirical search for which of those factors indegdt. Yet to the extent that it is difficult to
distinguish just how much explanatory power to gsdo the genuine analytic challenges of
assessing cumulative dynamics in relation to namat factors, this ipreciselywhy we should
not assume that those nonrational hold pride afepla explaining why decision makers often

fail to realize and correct their strategic mistake

Perhaps the most fundamental implication of thisreise is that it therefore shows how the
theoretical framework in this dissertation providas opportunity to re-evaluate whether some
forms of behavior are truly as irrational or as Zung as they appear. U.S. Army commanders
during the American Indian Wars such as GeorgeeCastd Winfield Scott are good examples,
as they are widely believed to have acted in a matargely influenced by organizational
inertia, cultural prejudice, or personal hubris.t Yleis chapter provided both theoretical and
empirical reasons to question those judgments, esigg that many strategic decisions we
consider faultyex postmay have been reasonably justified ante George Custer could
doubtlessly have been more careful in planningaltigck on Little Bighorn, but it would have
strained credulity had he presented a judgmenteioe@l Sheridan that he expected the Sioux
and Cheyennes to kill more than two hundred any @f his cavalrymen in a single afternoon.
Similarly, it would have seemed ludicrous if Geme®aott had predicted at the outset of the

Second Seminole War that his opponents would coetio fight after nine-tenths of their tribe
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had been killed or captured. Because these cases sweextreme, they would have been
inherently difficult to understand and predict. Aasl we have seen throughout this dissertation,
the cumulative dynamics of warfare can make iticliff for decision makers to adapt their prior
assumptions in a way that allows them to realizdktent of these initial misperceptions, no

matter how rational they may be.

With that said, it is important to point out thainculative dynamics are properly viewed as a
complement — and not a substitute — for alternatixglanations. Commanders like Custer and
Scott were human and fallible, and they operatetbuthe direction of a War Department and a
Congress whose decisions were surely influenceddomynilitary considerations. These factors
undoubtedly played important roles in structuringUpolicy during the American Indian Wars,
just as they undoubtedly affected U.S. decisionintpin Iraq, Vietnam, and other conflicts.
And it actually becomesmorelikely that these factors could have played deeisoles in these
cases if it turns out that this apparently puzzledpavior is much closer to rationality than what
is commonly believed. Just as “trembles” are morpdrtant in game theory when it is easier to
divert players onto a nonequilibrium path, strateggssessment and military decision making
should become more sensitive to nonrational factdrsn the analytic problems they engage are
genuinely hard” And ultimately, it is not possible to evaluate Wie or not some leader,

organization or state is acting rationally withdwatving a sense of what rational behavior would

*" For a similar line of reasoning, see Fearon 1998: “a better understanding of what the
assumption of rationality really implies... may adlyi@aise our estimate of the importance of
particular irrational and second-image factors.”
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actually entail — from a theoretical standpoing thndamental purpose of this dissertation is to

help rethink and re-establish that baseffhe.

The misleading nature of conditional perceptions

From an empirical standpoint, another broad imghecaof this chapter is the importance of
assessing decision making in light of the full groh relevant past experience. The data used in
this chapter were informative largely because ttmytained information oall of the American

Indian Wars, regardless of their intensity.

Most data sets on inter- and intra-state confhictyever, are left-censored, as many of them
examine only cases which meet a threshold of cgusj@00 battle deaths. This can give the
impression that certain kinds of armed conflictsdteo be more violent than they really are.
Figure 4.7 helps to demonstrate this point by priasg information on battle deaths in intra-
state conflicts published by the Peace Researditutesin Oslo* These data are revealing
because their threshold for inclusion is only 2%&leadeaths. As Figure 4.7 shows, more than
half of the conflicts recorded in these data (125b percent) caused fewer than 1,000 total
battle deaths. Thenedian conflicts thus censored out of data sets that impos@@0 lyattle-
death threshold for inclusion. By relaxing thiseinold from 1,000 to 25, the median number of
casualties inflicted in internal wars between 12868 drops by nearly an order of magnitude,

from roughly 9,000 to 1,000; the mean drops by, Hedin roughly 37,000 to 19,000.

8 See Glaser 2010: 2-3: “theories of suboptimal bielnawhether built on arguments about
domestic politics or errors in individual decisimraking, rely at least implicitly on a rational
theory.”

49 Lacina and Gleditsch 2008.
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Figure 4.7. What Conventional Casualty Thresholds Eclude

Figure 4.7 presents the kernel density for totaduadties across 240 intrastate conflicts from
1946-2008 (data from Lacina and Gleditsch 2005) Tigure shows how conventional data
sets that exclude conflicts causing fewer than@ @®ualties censor out a substantial portion
(and in fact the slight majority) of recorded experce, leading to misleading inferences about
how long these wars typically take and how mucl theically cost.

Broader perceptions of armed conflict may oftenbiesed in much the same way. Take
another look, for instance, at the tribes listedrigure 4.3. Readers will presumably be familiar
with almost all of the groups who fought protractedrs (such as the Creeks, Seminoles, and

Sioux) but almost none of the tribes (such as ttsnAs, Nisquallys, and Umatillas) that did not.
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Yet these less violent tribes were far more comnitey constituted the bulk of the opponents
that a U.S. commander in the frontier army wouldehdaced, and this kind of context is
important for evaluating these commanders’ pric@uagptions. Yet historical memory tends to
be censored just like scholars’ data sets, focusinthe cases that are salient but not necessarily

representative’

Just as understanding the full distribution of Aitan Indian Wars was important for
understanding why U.S. Army commanders found itidift to foresee and adapt to extreme
cases like the Great Sioux and Second Seminole ,Waderstanding the full distribution of
armed conflicts is important for framing judgmetitroilitary decision making elsewhere. The
Vietnam War was such a formative experience in Whiitary history, for instance, that it is
easy to forget just how unusual the case was. Consinforces in Vietham sustained roughly
one million casualties in fighting the French ahe& United States, giving them perhaps the
highest threshold for casualty tolerance (at l@asibsolute terms) for any insurgent movement
in the last century® Similarly, a vast amount of research in internadiorelations focuses on
decisions and military planning leading up to therl Wars. Because these experiences are so
important in their own right, they deserve exteasstudy. But in conducting those studies, it is

important to keep in mind that they are outsidertbem and thus in many ways at odds with

* For comparison: the Correlates of War data omirdr extra-state conflict do not includes any
tribes besides the Sioux; Lyall and Wilson’s datarsurgencies contains observations of eight
Native American tribes; the data used in this chiajptdicate that at least 114 different tribes
fought against U.S. or British forces.

*1 Some data sets estimate that Afghan forces sestaire losses in fighting the Soviet

occupation and that Yusoglavs sustained more lasgesisting the Nazis, but in both instances,
it is difficult to separate military and civiliarasualties.
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reasonable expectatiorfsRather than asking why decision makersritlunderstand the nature
of these challenges, a more relevant question neato kask how thegould have understood

them?>® This chapter explains why that can be genuindficdit.

Switching strategies

How thencan decision makers deal with these difficulties? Wihen might drive decision
makers to change their strategies when they doseein to be succeeding? This will be the
subject of the following chapter, and as a wayare$hadowing this discussion, it is useful to

return briefly to the experiences of the Great $iand Second Seminole Wars.

After the U.S. military disaster at Little BighorArmy strategy changed course in short order.
In a political climate that now favored making akhany expenditure to defeat Sitting Bull and
stave off further embarrassment, Congress and tlae Bépartment quickly appropriated
additional money and forces to the campaign. Whlesé resources, General Sheridan
constructed two new posts that allowed his unitsxiert territorial control over the Yellowstone

area rather than sending detachments on prolongaeastons to find opposing forces and fight

>2 See Boot 2013 for a recent argument about howndefanalysts may seriously overrate the
military potential of insurgencies by focusing thaitention on outlying cases.

*3 Thomas Schelling made a similar argument in adtabie on the lessons of Vietnam, writing:
“I am still impressed by the enormous quantity afrmay, people, and technology that was
poured into Vietnam, and by the fact that it did do the job. If in 1964 one had added up what
the United States was going to commit — everytfiam B-52s to the latest in fighter aircraft
and ultimately ‘smart bombs’ and electronic feneemybody would have said, ‘you don't need
sixty-four times as much as you think it will tak&/e committed enough to sink the country,
and | think America slowly realized that it woulllvays take more. One would have to go back
and imagine 1964, when McNamara had his littleypeet of barbed wire fences around those
‘pacified strategic hamlets,’ to realize how astiing it is in retrospect that all that material and
all those people and all that money could not @gab” (Hoffmann et al. 1981: 9). John Mueller
(1980) extends a similar argument in more detail.
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them far from bases of support. In addition, th8.lLArmy was given authority to administer the
nearby Indian agencies, where it could control $imux’s food supply and monitor population
movements more effectively. As Sheridan reflectatér| “It seems to have required some
disaster like that which happened to Custer” betbeeU.S. Army could switch to a different

strategy>* The Sioux and Cheyennes surrendered the follosimgmer.

By contrast, the Second Seminole War never pretgatthe kind of sharp, political crisis that
could make the costs of occupying the Everglademsgorthwhile. Quite the opposite, one of
the government’s foremost priorities at the times\kaeping the federal budget IGWwin 1835,
there were just seven thousand soldiers in thereediS. Army, spread across 53 posts
nationwide>® This force was far too small to occupy Seminotettry, especially since much of
this territory consisted of swampland that impededvement and logistics. Congress did
approve three marginal expansions of the Army dutive Second Seminole War, but in each
instance, the main effect was less to increasentimeber of soldiers in Florida than to replace
militia with regular troops. Total manpower (regudand militia) was at 5,901 in 1836; it peaked
at 8,411 in 1837, and then hovered between fousanthousand for the remainder of the War.
The cost of switching to a more manpower-intensivategy was far beyond what Congress was

willing to pay at the time — and as we saw earleiljtary commanders and political leaders

>4 Division of the Missouri, Office of the Chief Emgier,Annual Report of the Chief of
Engineers for the Fiscal Year Ending June 30, 1876

*> See Mahon 1967: 114 on this context for the Se&emdinole War in particular, along with
Utley 1967: 17, 71, Wooster 1988: 30, and Fehremli&@4: 379 on Congress’s general
reluctance to appropriate funds for the Americatidn Wars.

°®Mahon 1967: 116.

>’ Sprague 1848: 103.
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continually maintained that they were on the vesjdefeating the Seminole resistance anyhow

— so the war continued to drag on with U.S. mijitstrategy in stasis.

Unlike Custer’s defeat at Little Bighorn in the @teSioux War, the Second Seminole War
thus offered no significant pivot point that causietision makers to rethink the basic nature of
the war they were fighting and whether their methfit doing so were appropriate. In the next
chapter, we will see that similar issues play arpn@nt role in understanding U.S. policy during
the occupation of Irag, another context in whiclwa dragged on far longer than many people
originally anticipated without seeming to cause angnificant change in the way decision

makers viewed the problem or how they sought tat fix
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Appendix. Data on the American Indian Wars

The data used in this chapter come from an eveet-leompilation of military engagements
between Native Americans and U.S. or British forttest took place between the founding of
Jamestown on May 14, 1607 and the Battle of Wouritieee on December 29, 1890. These
data track several variables listed below, alonttp Whe number of recorded casualties — defined
as the number of people killed, captured, or miyrtabunded — that occurred as a direct result
of these engagements. The data include engagemhia the continental United States or
those that involved pursuits into neighboring terg (such as expeditions into Mexico to
capture Geronimo). The analysis includes armed gargants of any intensity, ranging from
small-scale raids to large battles. The data irecladgagements fought by regular and militia

forces, and they include noncombatant casualties.

In some cases, it is ambiguous whether a parti@rigagement should be seen as occurring
“between U.S. and Native American forces” (thus raating inclusion within these data) as
opposed to isolated interpersonal or intercommuitdénce that was essentially nonpolitical in
nature. Scholars disagree as to what constitutetitigal violence” in general, and similar
conceptual ambiguity applies to many aspects ditifigg on the U.S. frontier. This study adopts
an inductive approach to dealing with this issuanmjuding information from a broad range of
sources, and thus letting the sources “say” whitdagements belong in the data. To the extent
that there is disagreement here, the present stugdyerrs on the side of inclusiveness, while

following the lead of the literature on which it@s to build.

The sources for this data collection effort comprseveral anthologies that record violent

engagements during the American Indian Wars. Oneinost comprehensive is George W.
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Webb’sChronological List of Engagements between the ReguMimy of the United States and
Various Tribes of Hostile Indian€l939) which lists 1,177 engagements between thiet)
States Army and Native American tribes from 1790880. Webb’s book is itself a compilation
of two official records: the U.S. Army Adjutant Ganal’'s Chronological List of Actions, &c.,
with Indians(printed in the early 1890s) and the U.S. Army Wallege Historical Section’s
Compilation of Indian Engagementd925). These records are certainly incomplete and

inaccurate in some respects, but they are genevallyregarded®

Several additional sources help to flesh out th&a desed in this analysis. Among these,
perhaps the best-known is Gregory Michn&acyclopedia of Indian War$2003), which
describes 787 engagements occurring after 185@dBreand Susan Michno’s follow-on work,
Forgotten Fights(2008) adds another 334 engagements to this &tihgl to 1823. Alan
Axelrod’s Chronicle of the Indian War§1993) surveys 222 engagements after 1607. Though
Axelrod’s work contains the smallest collectionesigagements used for constructing data here,
it is still regarded as being relatively comprehessand it was the source which Spirling (2011)
used to define the case universe of armed corifktiveen the United States and the Native
Americans in a previous study published in #merican Journal of Political Scienc&teve
Ratjar’'s Indian War Siteg1999) and Michael Nunnally'&merican Indian Warg2007) also
provide information spanning the full period of ebstion, covering 773 and 1,278

engagements, respectively. Each of these anthslogaudes transparent sourcing; consistent

*8 See Peters 1966. In a related discussion, Mich88:2353 discusses the potential accuracy of
government event reports. He writes: “[T]here &s@n to be confident that the army estimates
were reasonably accurate.... [T]he army lived byiatstode of honor, particularly in its official
reports, and even if the unit leader tried to it&flaumbers, he would face correction and perhaps
ostracism by other soldier-witnesses.” The appemdBelay 2008 offers a similar discussion in
describing the potential accuracy of his eventlleiaa set covering engagements between
Native Americans and Mexicans.
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information on the date, location, casualties, tite(s) involved in each engagement; and broad
temporal and geographic coverage. Together, theypdse material from more than one
thousand unique references. Based on these sotineedata set contains information on the

following variables:

Engagementldentified by date (month/day/year), locationg(g:Little Bighorn, MT”) and,

where applicable, name (e.g., “Custer’s Last Stand”

U.S./British commanderThe leader of U.S./British forces in the engagetmavailable for

1,918 observations (65%).

Tribe commanderThe leader of Native American forces in the emgagnt, available for 561
observations (19%). This information is primarilyeful for determining what tribe fought in the
engagement if that information is not explicitlyopided. For instance, Native Americans

fighting under Geronimo are presumably Chiricahypaehes.

Tribe(s) The name(s) of the tribe(s) involved in the fight available for 2,630 observations
(89%). 3,725 casualties accrued to tribes that wee identified by the sources. In these
instances, the relevant tribe was interpolated dase (1) whether an engagement had been
fought in the same location with a known tribe lve tast three years; (2) if the U.S./British
commander involved in the engagement had beeniriglat particular tribe in that state during
this period; (3) if the location of the engagemeauld be identified on a map, whether that
location was clearly within the homeland of a trdmerecorded in Gerlach (1970) or Waldeman
(1985). Observations with interpolated tribes axplieitly marked in the data set, comprising
2,133 casualties. After interpolation, only 1,59%sualties (less than 5%) were inflicted on

unidentified tribes.
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Tribe population Estimates of each tribe’s population, primarigrh Sturtevant (1978-), and
supplemented with information from Malinowski et €1998) and Swanton (1952). Population
estimates were coded as close as possible to #reof¢he first recorded military engagement

with the U.S./British.

U.S./British casualtiesThe number of U.S./British soldiers or civiliakgled, captured, or
mortally wounded in each engagement. In 55 case®/Riitish casualties were listed as being
“several,” or “a few,” or “a number” — in each iaste, this number is approximated with a
coding of 5 (comprising less than 1% of total relear U.S./British casualties). If members of an
allied tribe were killed, captured, or mortally waled while assisting U.S./British forces during

an engagement, they count as U.S./British cassaltie

Tribe casualties The number of Native American warriors or ciuilgakilled, captured, or
mortally wounded in each engagement. There werel®&rvations where phrases such as
“several” or “a few” were interpolated as 5 (consprg roughly 1.5% of total recorded Native
American casualties). In cases where multiple srilvere involved in an engagement (12% of
observations), casualty infliction and sustainmeeate coded as being divided among the tribes
evenly. In some cases Army records attempt torgjatsh casualties inflicted on each group, but
this was rare and presumably imprecise. Moreov&sigaing recorded casualties in this way

works against the empirical claim that this vargaias distributed in a highly uneven manner.

Tribal classifications

The event reports contain information on engagesnentolving Native American groups

with 175 different names. This does not mean thatdata span 175 separate tribes. Some tribes
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had multiple names (e.g,. Chippewas/Ojibways, AsiGros Ventres); some reports refer to
specific bands within a larger tribe (e.g., Sakdsnare a subunit of Wampanoags and
Chickamaugas are a subset of Cherokees); and spuods refer to warriors by the name of a
town or landmark where they lived (e.g., “Hillabesid “Tehama” warriors presumably refer to
Creek and Nomlacki towns, respectively). After belitng and merging groups where
appropriate, the data contain information on 1lglgs, each of which was positively identified

as being a separate tritve.

These coding decisions were based primarily onutng the Smithsonian Institution’s 20-
volumeHandbook of North American IndiaffSturtevant 1978-), which contains well-regarded
discussions of more than two hundred tribes, wpdging close attention to enumerating the
subgroups and synonymies that are important fourate classification. Two other useful
sources were Wissler (1966), which is one of thestnppominent anthropological texts on the
Native Americans, and Swanton (1952), a work spmdlff devoted to enumerating tribal
distinctions. In cases where proper classificati@s unclear, the decision rule was to combine
groups that were relatively nonviolent and to déigagate groups that were relatively viol&ht.
This decision rule pushes against the central ecapiclaim of this paper that violence in the

American Indian Wars was skewed.

%9 See Friedman 2013a for a more complete enumeratidmerican Indian tribes which
includes another 53 groups that did not engagedarded fighting with U.S. or British forces.

% For example, Apaches and Sioux are disaggregatedHeir main components (Chiricahuas,
Jicarillas, Lipans, Mescaleros, Western Apache®ri® Yanktons, Santees), while some
“tribelets” in California and the Pacific Northwesere considered as components of their
broader linguistic families (e.g., Shastas, Yokuts)
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Comprehensiveness

In total, the data comprise 2,958 military engagetsierecording 33,207 Native American
casualties and 18,044 U.S./British casualties. ddfse, these totals are not comprehensive, and
interpreting these data requires having some sainsew they compare to the actual totals. For
this purpose, one would ideally be able to compheefigures in this paper to some other,
credible estimates of how many people were killatindy the American Indian Wars.
Unfortunately, it is not clear that there are argdible estimates of this figure (perhaps because
no other source has attempted to compile thesematach a comprehensive fashion). There are,

however, several ways in which to view the data@néed here.

For example, we can compare the data on violerthdea the American Indian Wars to the
tribes’ populations. If we combine population esttes for the 114 tribes in the data set then the
tribes comprise a total of roughly 400,000 peoplerall. Most treatments assume that roughly
one-fifth to one-quarter of a tribe would have beailitary-age males. A total of 33,207
casualties sustained across these tribes wouldamasint to roughly thirty to forty percent of
their military-aged male population at any givemei This proportion does not appear to be
implausibly low, although interpreting these esti@sastill requires making assumptions about

what the true proportion “should” look like.

An alternative way to assess these data is to draprevious studies showing that data on the
severity of violent events often resembles a spekihd of distribution defined by the “power

law.”®* Roughly speaking, if data are distributed accaydma power law, this means that when

®1 See, for instance, Richardson 1948, Cederman Bifiyrquez et al. 2006, Clauset et al.
2007.
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they are represented on a “log-log” plot (in whtble logarithm of the event’'s severity is given
on the x-axis and the logarithm of the probabitifyan event being at least that severe is given
on the y-axis), then data will form a straight lifigure 4.8 shows how this is also true with data
on the American Indian Wars when viewed at the ll@fethe individual engagement. This
provides additional support for thinking that thatal are reasonably comprehensive, as their

distribution largely conforms to theoretical expgitins®

%2 Friedman 2013b provides more detail on how poaerrelationships can be used to evaluate
the comprehensiveness of event-level data on acowdtict. The main argument is that, since
data on armed conflict are generally distributecbading to power laws, it is possible to use the
distributionof event-level data in order to draw inferencesualbloecomprehensiveness
event-level data. Since larger-magnitude eventp@agumably well-recorded, it is possible to
use the events we do see on the right side ofititiébdition in order to extrapolate the number of
smaller-scale events we dot see on the left side of the distribution. The ltssof this analysis
suggest that the data used in this chapter capiughly half of total casualties sustained by

tribal forces during the American Indian Wars, aedhaps ninety percent of casualties sustained
by U.S. forces.
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THE REFERENCE CLASS PROBLEM AND THE OCCUPATION OF I RAQ

After deposing Saddam Hussein during the 2003 iowasf Irag, U.S. forces settled in for what
many officials found to be a surprisingly long haMiolence and political turmoil ensued
quickly and grew for four years. Nevertheless, diglmout much of this period the Bush
administration and top military officers largelysk to their initial strategy and maintained that

the war was going well.

To much of the public, the administration’s seemingbility to realize and correct its
strategic mistakes indicated that it was in a &stftdenial® or that it was playing politics with
the war. Critics have said that officials were deteed “to win the political game at virtually
any cost™ that “stubborn and misguidetitommanders had their minds fogged by a “cloud of
cognitive dissonance* that decision makers “latched onto every positvent as a sign that

better times were ahead,and that they demonstrated a “determined refusahability to

consider certain elements of the probléhréw cases in recent memory have led more people to

! Woodward 2006.

? McClellan 2007: 209.
% Kaplan 2013: 190.

* Ricks 2006: 168.

® Hashim 2006: 31.

® Allawi 2007: 8.
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question why it is that military decision maker®seto struggle to evaluate their policies, or
why they often stick to unsuccessful strategies dorlong. These are the questions which
motivate this dissertation, and this chapter exasithem in the context of the U.S. occupation

of Iraq.

One could justify selecting this case on grounds this another least-likely scenario for
evaluating strategic assessment through a ratgindleoretical lens. And to some extent, the
ideas developed in this dissertation do seem td kfiet on some of the challenges of evaluating
progress (or lack thereof) during the occupati@a@dy years. Throughout this time, civilian and
military leaders insisted that progress in Iraq lddoe cumulative: that it was only once Iragis
had reached a political consensus at the top tmatcobuntry would consolidate and the
insurgency would lose momentum. In this sense, e@gecritics pointed to unfavorable violence
trends, there was a logic to U.S. officials’ claithat they were meeting their benchmarks, and
that just because the strategy had not workedhyetdid not necessarily mean that it would not

work soon. Section 5.1 describes these issues iia deiail.

However, the main purpose of this chapter is nagévaluate U.S. military decision making
empirically or to test the plausibility of this dextation’s theoretical framework, which were the
intended functions of Chapter 4. The principal osar focusing on the occupation of Iraq in
this chapter is rather to use the case as a veloicléeveloping arguments about how military
decision makers can potentially deal with the amalghallenges that cumulative dynamics
present for strategic assessment. Previous chapfetSis dissertation have explained why
military decision makers will not necessarily bdeato learn, adapt, and realize their strategic

mistakes simply by observing that their policieséhareviously been unsuccessful. If this kind
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of information is not as meaningful as scholarsegalty believe, then it is important to think
about other ways in which decision makers can eeti®ir expectations and improve their

strategic assessments, and that is the goal here.

Yet if the focus of this chapter is on practicapiioations, the following sections still revolve
around theoretical development. In particular, ®ech.2 describes how existing scholarship on
the “reference class problem” (a topic in the pdolohy of statistics dating back to the English
mathematician John Venn) provides a useful perseabn the difficulties of strategic
assessment. Simply stated, the reference clasteprateals with the importance of diagnostics
before prescription: depending on the way that sieci makers define the problems they
confront and select other cases for comparisoss, whil often suggest very different policy

responses.

This may sound truistic, but Section 5.3 shows hlaeision makers, military doctrine, and
public debate typically skirt around the referewtass problem in both overt and subtle ways,
rather than dealing with it directly. Section 5deg on to explain why approaching the reference
problem rigorously requires a depth of analysist theholars largely neglect as well. Both
military doctrine and empirical social science gaiig focus on identifying common patterns
that hold across cases, all else being equal. Tpetserns are important, but this chapter argues
that when it comes to strategic assessment andamildecision making, it is often just as
important to understand the ways in which casderdiind how those differences should shape

the prior assumptions which drive strategic asseatm
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Section 5.1. Strategic assessment in Irag, 2003-200

Misleading prior assumptions

According to the U.S. Army'’s official history of éhoccupation©On Point Il “conditions in
Iraq proved to be wildly out of synch with prewassamptions.” At the outset of the
occupation, senior officials did not expect to lbafconted with a prolonged insurgency. In their
memoirs, the president, the secretary of defense,tle director of the Central Intelligence
Agency all discussed how they were surprised whigarozed violence emerged after the fall of
Saddanf. Their misperceptions were widely shared throughthe government and most
planning efforts for the war, including those coctdd by civilian agenciesOn Point Il
describes how “none of the organizations involved[the planning] effort came to the
conclusion that a serious insurgent resistance dvarherge after a successful Coalition

campaign against the Baathist regime.”

One of the common themes that emerges from theatiilee on pre-war planning for the
occupation of Iraq is that U.S. officials mispexes not just the duration of the mission, but also
the nature of the challenges it would confronttdad of anticipating an organized insurgency,
the administration formulated its prior assumptidased on previous experiences with “post-

war reconstruction.” For instance, President Beflected in his memoirs that “I had studied the

" Wright and Reese 2008: 153, 79.
8 See Bush 2010: 258, Rumsfeld 2011: 520, 664, R&EIB: 275-76, 415, and Tenet 2007: 318.

® The plans surveyed @n Point llinclude the initial “Phase V" plan for stabilizan and
reconstruction operations, the Coalition Forcesd.@omponent Command’s “ECLIPSE II”

plan; the Department of Statd=siture of Iragcompendium; a 2002 National Defense University
planning document; and a 2002 U.S. Army War Coligganing document. See, e.g., Wright
and Reese 2008: 88-89.
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Figure 5.1. Violence Trends in Iraq, 2004-2007

Violence in Irag continually escalated during therlg years of the U.S. occupation, shown
here by way of officially-recorded “Significant Adgties” (SIGACTs) and lIragi civilian
deaths as measured by the independent group Iraty Biunt. Violence rose particularly
during the summer of 2006, as a wave of sectarialernce followed the bombing of the
Golden Dome mosque in Samarra. The Surge was anaedun January 2007 and violence
fell substantially in that year.

histories of postwar Germany, Japan, and South&Kerall cases where U.S. forces had played
a prominent role in helping to consolidate stapilibut where they did not face substantial
violent oppositiont® Similarly, when violence broke out in Baghdad dgrividespread looting

after the invasion, Secretary of Defense Donald &ald viewed the problem through the lens

of postwar German}: The historian’s office at the U.S. Department &ft& framed an analysis

10 Bush 2010: 356.

1 Rumsfeld 2011: 476.
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of Iraqg in terms of the “success stories of postM/®Var || Germany and Japaf?”A widely-
circulated RAND report on the lessonsArherica’s Role in Nation-Building from Germany to
Iraq also framed its analysis of postwar planning adotine challenges of “post-conflict
reconstruction*® The report warned of some “episodic, guerillastylolence” but also stated
that “defeated or liberated populations are oftesrendocile, cooperative, and malleable than

usually anticipated™

Many U.S. military decision makers and analystssthtructured their prior assumptions for
the occupation of Iraq around misleading analogidsese analogies, in turn, supported the
mistaken view that the occupation would not be wmwmted with significant or protracted
violence. And as we have seen so far in this dizsen — through both the theoretical analysis in
Chapter 3 and the empirical analysis in Chapteraghee decision makers enter conflicts with
misleading priors, they can often find it difficut revisetheir expectations in a manner that

indicates they should change course.

12 Marc J. Susser, “Occupation and Postwar GovernrReatedents and Options,”
Memorandum to the Secretary of State, 28 Februd®g.Similarly, a memorandum from
Assistant Secretary of Defense Peter Rodman stiadéédHistorical analogies have been
invoked, especially a comparison with experiencAfghanistan and the model of occupied
Germany and Japan after WWIIL.” Rodman argues bestet comparisons may be flawed, but in
their stead he invokes a similar example: “A maotteriesting analogy is with postwar France.”
Rodman, “Who Will Govern Irag?” Memorandum to S¢éang of Defense Rumsfeld, 15 August
2002.

13 The director of the Coalitional Provisional Authgr L. Paul Bremer IlI, recalled in his
memoirs how that RAND report served as the basisniach of his thinking heading into the job
(Bremer 2006: 9-10, 12, 14, 106). The report dtétat “The cases of Germany and Japan set a
standard for postconflict nation-building that Imad since been matched” (Dobbins et al. 2003,
xiii, 168).

4 Dobbins et al. 2003: 172, 195.
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Counterinsurgency in Iraq as a cumulative process

This dissertation has explained why these analgtiallenges result from the cumulative
dynamics of armed conflict, and the Bush adminiginés strategy in Irag was indeed largely
framed in similar terms. The ultimate goal of trexwupation was to stabilize the country long
enough to buy space for political reconciliationll &r capture enough insurgents to undermine
their effectiveness, and progressively build thee sind capabilities of the Iraqi Security Forces
until they could defend the country on their own.their recent history of the occupation,
Michael Gordon and Bernard Trainor wrote that “Ae tWhite House, the hope was that the
push toward sovereignty would soothe the Iragigwgmces over the occupation and take the
steam out of the insurgency. Politics, in effecaswo enable the military strategy.’As with
U.S. officials in Vietnam, decision makers in thasB administration often characterized their
strategy in terms of making cumulative progress aimls making a major breakthrough.
Secretary Rumsfeld wrote in 2005 that the “key tjae% was “when there will be a clearly
discernible ‘tipping point.” Eventually, more andre Iraqi people will decide that they will no
longer side with the enemies of the legitimate ilggayernment and move to the middle. And the
people in the middle, at some point, will decidattthere is going to be a legitimate, free Iraqi

government.*®

Just as U.S. decision makers in Vietham and therisare Indian Wars struggled to assess
their progress towards achieving similar breakth®y so too did Bush administration officials

struggle to revise their views about how long ightitake and how much it might cost in order

15 Gordon and Trainor 2012: 56.

16 Donald Rumsfeld, “Progress in Irag,” memorandurRtesident Bush, 29 November 2005.
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to achieve these objectives in Irag. Seen throbghléns, rising violence did not necessarily
indicate that the strategy was failing, becausgai$ only once a legitimate political consensus
had formed in Baghdad that the insurgency was ag&gdo lose its momentum — politics was to
enable the military strategy, and the not the othay around. In fact, opposition forces were
very much expected to step up their efforts to lbloalitical consolidation the closer Iragis came

to achieving it’

In light of these prior assumptions, President Busballed his thoughts at the initial
instability in the aftermath of the invasion. “Thehaos and violence we witnessed were
alarming,” he wrote, “but it was still early.... Ifused to give up on our plan before it had a
chance to work*® Events that administration officials hoped wouldegipitate political
consolidation included the capture of Saddam Husse2003; the passage of Irag’s Transitional
Administrative Law in 2004; military operations #allujah that killed or captured several
thousand insurgents in fall 2004; Irag’s first natl elections in January 2005; and the death of
Al-Qaeda leader Abu Musab al-Zargawi in June 280Bf course, none of these events proved
to be the turning points that Bush administratiéficials hoped for; but even if the occupation of
Irag was not panning out as expected, many topialsi still believed that their strategy was on

track.

7 Gordon and Trainor 2012: 97: “The assumption was the period leading up to the January
2005 vote would be one of maximum vulnerabilityt that if the election were held, the main
danger would pass.”

18 See Bush 2010: 259, along with similar reflectibgsRumsfeld 2011: 531 and Feith 2008:
124.

19 See Wright and Reese 2008: 37, 45, 228, 357, 874h@ Cordesman 2008: 338.
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If the occupation of Iraq had been a repeated gmeeif the odds of U.S. policy paying off
stayed the same from round to round like a slotmm&cor a roulette wheel — then the behavior
and perceptions of U.S. officials during this pdneould have been clearly irrational, consistent
with behavior like the “gambler’s fallacy.” But beagse the war wasamulativeprocess, this is
not an appropriate framework for evaluating theeca#/hen rational decision makers are
observing cumulative processes, they should natssecily become more pessimistic over time

as they implement their policies without achieviugcess.

Figure 5.2 helps to demonstrate this point by shgwiow the expected remaining duration of
an insurgency does not necessarily increase asahprogresses. The top of Figure 5.2 presents
data on the durations of 286 insurgenéfeAs in previous figures, the shaded area represents
probability density, which in this case is the pydjon of insurgencies that terminate in a given
year of the war. Based on this information, thedsbhe in the figure represents the expected
total duration of an insurgency, conditional on lastingone year, two years, three years, and so
on. The dashed line then represents the expeetadining duration of the insurgency as it
develops, and the important thing to note is th& stays relatively constant. (The bottom of
Figure 5.2 reproduces the same pattern when lignite sample to the subset of these cases
which counterinsurgents won according to the dafthus as we saw with the analysis of U.S.
commanders in the American Indian Wars, the faett tmilitary leaders did not become
markedly more pessimistic about their strategiesneds they did not succeed is actually

consistent with empirical patterns for how longurgencies typically last.

20 Lyall and Wilson 2009.
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Figure 5.2. Expected Total/Remaining Duration of lisurgencies

Figure 5.2 plots data based on the duration of irgencies from 1808-2002 based on Lyall and
Wilson 2009. As in Chapters 3 and 4, the shaded afethe figure represents probability

density, which in this case represents the proligltihat a randomly-selected insurgency will

end in a given year of the fighting. The solid Inepresents the expected total duration of an
insurgency, conditional on the insurgency lasting d particular period of time. The dashed

line represents the expected remaining duratioarofnsurgency, conditional on lasting for a

particular period of time. Figure 5.2 shows how esj@d remaining duration stays relatively

constant as an insurgency progresses. The top palotd data for all recorded insurgencies

(N=286), the bottom panel plots only data for w#nat counterinsurgents won according to
Lyall and Wilion (N=152)
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And in fact, as the occupation dragged on, manyoffipials assumed that the problem was
not that they were pursuing the wrong strategy, rather than they were not pursuing their
current strategy wholeheartedgnough General George Casey, the top commander of U.S.
forces in Iraq from June 2004 to February 2007, titkel his campaign plan “Transition to Self-
Reliance.” Based on the assumption that the goll.8f policy should be to assist Irag’s central
government in developing the capacity and legityncgovern, this plan stated that “we will
succeed by increasingly putting Iraqgis in chargesxall lines of operations.” To the extent that
violence was not declining in Iraq, Casey thus adjthat the solution was to expand the Iraqi
Security Forces faster and reduce the U.S. milifaptprint further, so as to accelerate the
consolidation of political power in Baghdad. Thistion was captured in the oft-repeated slogan
“As they stand up, we will stand down.” During hést year in Baghdad, General Casey often
expressed his view that the principal problem Wits. policy in Iraq was that this transfer of
responsibility was not occurring quickly enoughAs with many policy debates concerning
cumulative processes, what many people saw tofééuee of the concept, others viewed mainly

as flawed execution.

On this point, General Casey was actually in acaaed with many critics of the occupation,
who also believed that the central cause of risilodence was a U.S. military presence that
provoked militant nationalism and prevented thejiligovernment from developing the kind of
ruling authority that it would only earn by stanglion its own. Debates about U.S. strategy in
Irag in large part converged in 2006 around a lpgifle independent commission called the
Irag Study Group, chaired by former Republican 8@y of State James Baker and former

Democratic Congressman Lee Hamilton. The Iraq Stadyup’s final report began by stating

21 On Casey’s campaign plan, see Gordon and Traidi2: 200 and Kaplan 2013: ch. 12.
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that “The situation in Iraq is grave and deterimi@gt Its two principal recommendations for
dealing with this situation were to enhance “dipatim and political efforts in Iraq and the
region” and to change the mission of U.S. forceas way that would “enable the United States to
begin to move its combat forces out of Iraq respayissuch that “the Iragi government moves
forward with national reconciliation.” The Iraq 8t Group further warned that “Adding more
American troops could conceivably worsen those @spaf the security problem that are fed by
the view that the U.S. presence is intended to bHeng-term ‘occupation.?* Gordon and

Trainor place these statements in the followingexin

For all the expectation that the group would corpenith an alternative strategy on
military matters, it largely favored the status gaagradual handover to the Iragis and
an American drawdown, with the hope that a stratbgyhad not worked in 2005 and
most of 2006 would somehow bear fruit over the meéghteen months. Casey noted as
much in an account of his Iraqi strategy, whichidseied years after leaving. ‘I found
the report a useful validation of what we were dgirhe said of the [lrag Study
Group] assessmefit.

Well into 2006, debates about U.S. policy in Iragrevthus largely mired in a state of inertia.
U.S. officials were attempting to transfer respbilisy to Iraq’s central government. It was clear
that this strategy had not achieved its goals, y@tdlecision makers and analysts still held out

the prospect that continuing and perhaps accetgrdltiis process could facilitate a legitimate

22 Baker and Hamilton 2006: xiii, 50. It is worth ntieming that the Iraq Study Group report
then hedged its position on troop levels by stativay “We could, however, support a short-term
redeployment or surge of American combat forcestdbilize Baghdad, or to speed up the
training and equipping mission, if the U.S. commeamad Iraq determines that such steps would
be effective.”

23 Gordon and Trainor 2012: 280.

167



Chapter 5: Practical Implications

and capable regime in Baghdad, and this politicasolidation might, in turn, undermine the

growing insurgency.

This dissertation has attempted to explain why teebabout military strategy often get stuck
in this fashion. Previous chapters have showed thewbasic line of reasoning espoused by the
Bush administration, General Casey, and the IraglysGroup — that just because the strategy
had not worked yet this does not necessarily meanit would not work soon — has a genuine
logic to which military decision makers often appemd that often makes sense for them to
adopt. Though existing scholarship (and public mwi) generally hold that military decision
makers should become increasingly pessimistic wiir strategies fail to succeed, this
dissertation has explained why this argument isnegessarily sound, and why rational decision

makers might often conclude the very opposite.

This is not to claim that U.S. officials actuallysgssed Iraq in a rational manner. It is entirely
possible that top officials expressed views at tinee (which they then repeated later in
reflecting on the experience) in strategic wayg there designed to hold up in public debates.
But if that were true, then it would only reinforttee notion that these arguments possess a logic
that can be genuinely difficult to disprove. If grfrfom the standpoint of determining how to
effectively critique policies like those that U.&ficials espoused in Irag from 2003 through
2006, it may be necessary to engage the analwicess developed here. In doing so, it is
important to understand why many common expectatadvout the way that military decision
makers can (and should) learn and adapt may oftemibleading, and why arguments to that

effect often fail to carry the day.
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Changing assumptions, switching strategies

What thendid eventually precipitate strategic change in Irag@rEif many people believed
that the United States stuck to its initial occigratstrategy for too long, this strategy did not
remain unchanged forever. In January 2007, Pressi8iesh announced his decision to “surge”
30,000 additional forces into Iraq, to replace @eoCasey with a new commander in General
David Petraeus, and to adopt a substantially nelitanyi strategy for employing U.S. forces.
Instead of the previous emphasis on maintainirmpegdrofile and primarily acting as an enabler
to the Iraqgi government, U.S. forces would now péaynuch more direct and visible role in
protecting the population. De-emphasizing the ragiplansion of the Iragi Army and Police, the
United States would now in fact support the creatiblocal security forces (the so-called Sons
of Irag units) which took over a large portion esponsibility for protecting their home areas.
And while previous commanders largely saw theirsiois as being to work with and through
Iraq leaders, General Petraeus took a much momesgjge stance in dealing with Irag’s Prime
Minister Nouri al-Maliki, insisting that U.S. forsebe allowed to operate in areas that were

previously off-limits because they belonged torthgime’s base of support.

There is already a substantial literature on whigt¢hange in strategy entailed, and how U.S.
officials arrived at it* Some aspects of this process remain unclear. Maetis a general
consensus that U.S. officials did not decide tongleastrategies simply because they ran out of
patience with existing policy. Though standard tiedoal frameworks generally argue that the

number of “rounds of fighting” decision makers cantwithout obtaining their objectives is a

24 On the Bush administration’s deliberations overshrge, see Woodward 2008, Robinson
2008, Cloud and Jaffe 2009, Ricks 2009, Feaver 20htsh 2011, Gordon and Trainor 2012,
and Kaplan 2013.
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primary mechanism by which they learn and adapt (frough the administration’s initial
refusal to change strategies despite the mountioence in Irag was a major source of
consternation for critics), this is not what seam$iave been the key mechanism precipitating

the surge.

Instead, it appears as though the change in UlBypeas precipitated by a fundamental shift
in decision makers’ views about what was reallyidg the violence in Iraq. As the occupation
progressed into 2006, it became clear that militdegision makers had underestimated the
extent to which the war revolved around Sunni-8hgiéctarian fault lines in addition to pro-
Baathist or anti-occupation sentiment. The sectam@ature of Iragq’'s violence became
particularly clear after the Sunni group al-Qaedmbed the Shiite Golden Dome Mosque in the
city of Samarra in February 2006. As sectarianernok escalated in the months following this

attack, it sparked a basic rethinking of the probtaat the occupation of Iraq confronted.

A different diagnosis of the conflict naturally giegted a different prescription for what to do
about it. President Bush recalled: “In the montfisrahe Samarra bombing, | had started to
guestion whether our approach matched the reatityhe ground. The sectarian violence had not
erupted because our footprint was too big. It happlened because al Qaeda had provoked it.
And with the Iraqgis struggling to stand up, it dideeem possible for us to stand down.” Bush
also wrote that “Only after the sectarian violeecepted in 2006 did it become clear that more

security was needed before political progress caoldtinue.”® Secretary of Defense Donald

25 Bush 2010: 363, 393.
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Rumsfeld recalled the situation similarly: “lookirmack, it is now clear that the effect of the

bombing proved a game changer in Ir&y.”

In comparison to its relative stasis over the presithree and a half years, U.S. policy shifted
in relatively short order following this reconceglization. In November 2006, National Security
Adviser Stephen Hadley visited Iraq and reportedkbi®m the White House that instead of
pushing for a broadly-inclusive and legitimate cahgovernment, Prime Minister Maliki was
largely supporting “a campaign to consolidate Soaver in Baghdad.” Though it was unclear
whether Maliki was a “witting participant” in thiprocess, his government was making an
“aggressive push to consolidate Shia power andénfte.?” This made it implausible to think
that violence in Iraq would decline as a resultrahsferring more responsibility to the central
government — if the government was a party to thlict then increasing its capabilities and

freedom of action was probably making the probleonse.

Shortly afterward, the White House formally laundteereview of its Iraq strategy, and then
announced the surge in January 2007. When Davidadtet took command in Iraq, he
assembled a “Joint Strategic Assessment Team” litngiand civilian analysts to help critique
Casey’s previous campaign plan and replace it witlew one. As Gordon and Trainor describe
it, the “central point” of the team’s report “wdsat the war had been grievously misunderstood:
the entire character of the conflict had changed{ U.S. military strategy had been
unresponsive, increasingly irrelevant, and, at sinmunterproductive to boot.” The increasing

sectarian violence in Iraqg had demonstrated thhe“fation was in the middle of a ‘communal

26 Rumsfeld 2011: 660.

" Hadley’s memo, dated November 8, was leaked agm ablished in thAlew York Times
later that month. For a discussion of this meme,Gerdon and Trainor 2012: 291.
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power struggle’ among Shiite, Sunni, and Kurdisttitans squabbling and killing each other... a
development the American command had misdiagnoset imadvertently abetted® The
principal changes in U.S. strategy described aboemphasizing population security, partnering
with local security forces, and adopting a moreraggive posture in dealing with Maliki's
government — were all measures designed to mamhage intersectarian tensions in ways that
the previous strategy had overlooked. By the en@Qfi7, violence in Iraqg had declined by

roughly ninety percent.

Key features of strategic assessment in Iraq

There is evidence to indicate that this change .fa. Wtrategy was indeed partly responsible
for reducing Iraq’s violence, but the issue remalisputed, and it is beyond the scope of the
analysis heré? For the purposes of this dissertation, the keystioe is not what caused violence
to decline in Iraqg, nor whether the Surge was figsti The topic of this dissertation is strategic
assessment and military decision making, and tive pbthis review is to examine why it is that
U.S. officials changed their views so substantialll2006 but not before. The review presented
in this section suggests that this generally hitie io do with how long the war had lasted and
whether the previous strategy had been unabledieceeviolence as quickly as planned (though
this is the primary mechanism on which existing sledf learning and adaptation in armed
conflict tend to focus). Rather, the strategictsiifirag seems to have largely revolved around a

reframing of the fundamental problem that U.S. polvas intended to address.

28 Gordon and Trainor 2012: 356 cf. Kaplan 2013: 268@-

29 See Biddle, Friedman, and Shapiro 2012 on thigiss
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Given the theoretical argument in Chapter 3, thsutd not be surprising. One of the central
takeaways from Chapter 3 was that decision makeist assumptions crucially shape the way
that they perform strategic assessment. This theardramework emphasized that the simple
fact that a strategy has not been successfulgellaindeterminate for determining how rational
decision makers should think or behave moving fodwahat argument helped to explain why
debates about strategic assessment in Iraq, Vietth@mAmerican Indian Wars, and elsewhere
often seem to obtain such little resolution, evéarastrategies are implemented for substantial

periods of time without achieving their desired Igoa

This theoretical framework, along with the reviefdraqg policy provided in this section, thus
suggest that a more effective way to approach egfimtassessment is to focus on refining
decision makers’ views of what kind of challengeyttare facing — something that essentially
amounts to examining decision makers’ prior assionptin a way that is more fundamental
than the kinds of gradual updating and revision #éna the primary focus of existing scholarship.
This is a form of learning and adaptation that ttheoretical framework in Chapter 3 indicates
shouldmake a difference for approaching strategic assess and the Iraq experience suggests
that this is something thalbesmake a difference in salient cases. Yet as thaireder of the
chapter will explain, this is nevertheless a subpbat scholars and decision makers often

underemphasize.

Section 5.2. The significance of the reference ckaproblem in forming prior assumptions

As previous chapters have discussed, military datisiakers often face substantial uncertainty

about the type of opponents or challenges that they. We have seen that existing scholarship
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generally conceives of “type” in a quantitative walgfined as the probability of defeating an
opponent in each battle or “round of fighting” atidis, by extension, determining how long it
might take or how much it might cost for decisioakers to achieve their intended goals. Before
characterizing this kind of uncertainty, howeveecidion makers face a more fundamental
qguestion in determining what kind of conflict thaye dealing with, and thus which potential
“types” of opponent are relevant to the analysigalatThis problem was clearly evident in the
run-up to the Iraq war, where U.S. officials stuwred their thinking around past cases of post-
war reconstruction, rather than looking to examplepast insurgencies (let alone insurgencies

that specifically revolved around communal divisidike those that drove violence in Iraq).

A bumper-sticker way to characterize this logic ntige “diagnostics before prescriptiofi,”
and there is a substantial literature on this subije the field of statistical philosophy. This
literature describes what scholars call thierence class problerand the origins of this subject
are typically attributed the f&entury English mathematician John Venn. (His “Velilagrams”
are a way of representing reference classes wsu8&lince then, the reference class problem has

been applied to a wide range of topics in the $@cid natural sciencés.

The root of the reference class problem is thatrder to make predictions about some event,
analysts typically draw on information from othermilar cases. Venn used the example of
trying to predict whether a hypothetical John Smébed 50, would live to the age of 51. In

order to predict that probability, we could thinkJmhn Smith as a typical 50-year old man; then

30 This phrase was the title of a 2010 essay by deweént economist Dani Rodrik, who argued
that scholars and policymakers often pay insufficegtention to ensuring that they choose
conceptual models that are appropriate for theestid which they are applying those models.

31 See Hajek 2007 for a review.
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we could estimate his probability of surviving thear by looking at the percentageaif 50-

year old men who do so.

But Smith no doubt has other salient charactesstico. For instance, in Venn's example
Smith lived in northern England and he has tubesial So when we think about his chances of
living another year, we could limit our “referencéass” to the population of 50-year old
northern English male consumptives, a group whibseeskpectancy is probably different from
Smith’s age cohort on the whole. Of course, the lof reasoning could extend forever and in
numerous directions. “It must be remembered,” Verplains, that “every individual thing or
event has an indefinite number of properties oibaites observable in it, and might therefore be
considered as belonging to an indefinite numbediérent classes of thing§*Many of John
Smith’s “properties or attributes” will presumalajfect our estimates of whether he will live to
age 51. The crux of the reference class probletimaisthere is no way we can take them all into

account, and yet we will have to find some way aking a prediction anyway.

Similarly, when thinking about military strategyere are any number of ways that decision
makers can stratify past experience in order tactire their thinking. Even if U.S. officials had
studied insurgencies rather than post-war recoctstruefforts in planning for the occupation of
Iraq, they could have studied all insurgenciest jbese insurgencies that took place in the
Middle East, just those insurgencies that involggtérnal occupiers, just those insurgencies that
occurred in “recent years” (however defined), derence classes involving any combination of
these and other attributes. This decision abouthvieference class to examine comes logically

prior to determining the possible distribution gbponent “types” — it is not possible to

32\/enn 1888: 213.
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determine how long it might take or how much it htigost to meet some challenge without first

defining what that challenge entails.

So what would have been the proper reference faskinking about the occupation of Iraq?
One of the most important aspects of the refere@es problem — and the reason that this
literature falls within the subfield of statisticphilosophy— is that there is usually no clear,
objective way to answer that question. Venn writ8&hen therefore John Smith presents
himself to our notice without, so to say, a patacdabel attached to him informing us under
which of his various aspects he is to be viewed, glocess of thus referring him to a class
becomes to a great extent arbitrary.... [T]here ardogical grounds of decision; the selection
must be determined by some extraneous considesdfiolenn is not being agnostic here — he
is not saying that any reference class is as gsoahather. Rather, his point is that it is often

possible for analysts to define reference clagsd#ferent, but equally well-reasoned ways.

One should therefore expect that when evaluatirigamyi strategy (or policy problems of
most kinds) there will be debates about defining phoper reference class. Even after careful
discussion, some uncertainty will probably remaimowt which reference class is most
appropriate for structuring expectations ex anted &us as decision makers begin dealing with
the problem, it may be important for them to imtuevisit their prior assumptions about the kind

of case they are dealing with.

In a sense, this also involves learning about grooent’s “type,” but in a way that is much
more fundamental than how existing theoretical Boisbip on armed conflict approaches the

subject. Current frameworks generally focus onwag that battlefield gains and losses should

33\enn 1888: 214 cf. Reichenbach 1949: 440, 443, 460
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allow decision makers to gradually learn about hresilient their opponents are, and thus to
progressively revise their inferences about hovg lbnmight take or how much it might cost for

decision makers to achieve their desired goals.

The reference class problem, by contrast, suggiestslifferent ways of framing the problem
can suggest entirely different sets of relevantt paperience on which to draw, along with
entirely different ways of defining the key problethat military strategy should be structured to
address. The U.S. experience in Iraq is a primengiea of how revising these kinds of prior
assumptions may often play a more decisive roletiategic assessment than the kinds of
gradual learning about an opponent’s capabilittesrasolve that tend to be the primary focus of
existing theoretical frameworks. As Section 5.1 cdégd, reframing the “reference class”
through which decision makers viewed the occupdtiom a problem of nationalist sentiment to
one of communal conflict led officials to reverseykaspects of their military strategy: from
keeping U.S. forces low-profile to making them ttenterpiece of protecting the population;
from building up the Iraqi security forces to coogierg with decentralized “Sons of Irag” units;
from bolstering the Maliki government to restramiits sectarian agenda. In each of these ways,

new diagnostics drove new prescriptions.

Section 5.3. Obstacles to managing the referencess$ problem

It is not just existing theoretical frameworks thanhd to marginalize the role of the reference
class problem in strategic assessment, as deasaiers, military doctrine, and public debate
also tend to give this issue short shrift. Somesnalfyresisting the reference class problem are

overt, others less so, and this section descrivae ®f these issues in more detail.
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Overt constraints on dealing with the referencesslproblem

The occupation of Iraq provides several exampldsoof military decision makers can overtly
constrain discussions of the reference class pmbés some U.S. officials essentially forbid
debate about whether they had misdiagnosed theenafuhe war. Paul Bremer, for instance —
the top U.S. civilian official in Irag from May 230to June 2004 — reportedly did not allow
subordinates to draw analogies between Iraq (Whéchaw as a case of post-war reconstruction)
and Vietnam (a case of counterinsurgency that waalflire a very different responsé).
Defense Secretary Rumsfeld similarly forbade hedffdrom referring to Iraq’'s violence as
constituting an “insurgency” or a “civil war,” rel§img in a “strange semantic fighit’'in White

House and Defense Department press conferencesvhaeexactly to call the situation in Iraqg.

Some people saw these word-choice debates as &sidg-show from discussing substantive
issues’® but this view masks the importance that theseskinfdabels can have for framing the
problem at hand. For instance, in searching foa@eptable term for violent elements in Iraq,
U.S. officials generally employed labels such asdtienders,” “former regime elements,” “ex-

Baathists,” and “Sunni rejectionists,” names impyithat to the extent the resistance had any

34 See Kaplan 2013: 82.

% Fearon 2007b: 2. Fearon continues: “It is not liandnderstand why the administration
strongly resists [calling Iraq a ‘civil war’]. Fane thing, the U.S. media would interpret a
change in the White House’s position on this qoeséis a major concession, an open
acknowledgment of dashed hopes and a failed pdhayanother, the administration worries
that if the U.S. public comes to see the violemckaq as a civil war, it will be even less willing
to tolerate continued U.S. military engagementit*#fa civil war, what are we doing there,
mixed up in someone else’s fight?” Americans may’as

% E.g., Gordon and Trainor 2012: 195: “The termigital debate over whether it was a civil
war, ‘ethno-sectarian conflict,” or simply ‘commumnéolence’ distracted from the larger point:
the problem had been going on for months beforeugeip 2006, and as the spring wore on it
worsened.”
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political motivation, it was driven by deposed mearsof the Saddam-era elite who viewed the
new government as being illegitimate. This wasthat very least, a substantially incomplete
characterization of the sources of violence in ,Inagglecting the notion that in some places
Sunnis, Shiites, and Kurds viewed each other asgbairect threats to their physical survival,
planting groups in the middle of local sectarianusgy dilemmas that largely stood apart from

political battles in Baghdad.

Thus even if U.S. officials had admitted earliexttthey had a potentially severe civil conflict
on their hands, it would still have remained foerthto determine just wh&ind of conflict it
was. For pundits and the general public, the naauralogy was to the War in Vietham. But as
Stephen Biddle wrote in an article published jusmpto the Samarra mosque bombing in 2006,
it was important to make sure that the emergingatiebbout the nature of Iraq’s violence did

not coalesce around the wrong historical model:

If the debate in Washington is Vietnam redux, thar w Iraq is not. The current
struggle is not a Maoist ‘people’s war’ of natioffiberation; it is a communal civil war
fought with very different dynamics.... Unfortunatetyany of the policies dominating
the debate are ill adapted to the war being fought.

...In a people's war, handing the fighting off todbdorces makes sense because it
undermines the nationalist component of insurgesistance, improves the quality of
local intelligence, and boosts troop strength. Bua communal civil war, it throws
gasoline on the fire. Irag's Sunnis perceive thaiémal’ army and police force as a
Shiite-Kurdish militia on steroids. And they havep@int: in a communal conflict, the
only effective units are the ones that do not iniagle communal enemié8.

3" n a different context, see Khong 1992: 233-240piscusses how the Johnson
administration also resisted calling the War inti@n a “civil war” (and explains how this
shaped policy debates in important ways).

38 Biddle 2006: 2, 8.
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Here, Biddle was making an argument about the dangfefaulty diagnostics driving faulty
prescriptions. Even if U.S. officials revised tha@ssessments of the conflict's “type” in a
guantitative sense — accepting that the occupatmuld be far more violent and protracted than
they initially believed — it was still critical tdefine the qualitativeatureof that conflict in order
to devise a military strategy that dealt with they lproblems in a way that U.S. policy failed to
do prior to 2007.

It would be mistaken to imply that no one in theeggmment worried about these problems or
qguestioned the assumptions driving U.S. strategyran. From the beginning, there were
dissenters whose perceptions of the violence i lappear more or less vindicated by
hindsight*® These voices, however, were generally marginalizeth debates. For example,
when President Bush called a retreat at Camp Davillpril 2006 to assess the problem of
escalating violence, debates about the nature aif \ttolence were not on the agenda, and
officials with access to these kinds of discussimese generally unwilling to air those kinds of
dissenting views in front of the secretary of def&ensenior military commanders, or the
president? These dynamics constituted a fairly direct bartierdebating the reference class

problem during the occupation of Iraqg.

% For example, Defense Intelligence Agency analyseR Harvey began reporting in early
2004 that violence was not simply a function ofioradlist resistance to the U.S. occupation, but
rather that it revolved around Iraqis prosecutiagtarian agendas in battling for political control.
A Central Intelligence Agency “Red Team” warnecktahat year that Iraq’'s sectarian fault lines
could plunge the country into civil war, a viewdashared by Central Command military analyst
Joel Rayburn. When the Joint Chiefs of Staff comeea “Council of Colonels” to analyze Irag’s
violence in 2006, it too argued that “properly dwerizing the war was critical” and that senior
commanders had misdiagnosed the problem by natgaktersectarian tensions sufficiently into
account. On these and related views, see Gordoframabr 2012: 20-23, 132-33, 160, 285-286
and Kaplan 2013: 181-182.

4% Gordon and Trainor 2012: 210.
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Limitations of military doctrine

Along with these relatively overt ways of margizaiig debates about the sources and nature
of violence in Iraq, there are subtler (and bropdwtications of how military decision makers

may often underemphasize the importance of defirefgrence classes carefully.

Military doctrine, for instance, largely skirts tigsue. Almost all military activity is guided
by doctrine, much of which is conveyed in field mals which provide a “body of thought on
how Army forces intend to operaté-'In this sense, military doctrine essentially fotates prior

assumptions that help decision makers to grouridstrategic assessments and prescriptféns.

This doctrine, however, places most of its emphasisdefining patterns that hold across
cases, rather than identifying ways in which ddfdr scenarios might require different
approaches. This focus on ceteris paribus reasaniangyinalizes the reference class problem
rather than offering commanders structured guiddoc@ow to deal with it. On this issue, it is
useful to examine the U.S. Army’s field manual @aunterinsurgencyFM 3-24) which was

released in December 2006As this manual was written at a time of especiaitgnse debate

*1 This quote is from U.S. Army Field Manual 3@perations(2008: pars. D-1, D-4). Kretchik
2011 offers a comprehensive history of the Arm¥eystone” doctrine. Related works include
Ney 1966, Doughty 1979, and Chapman 2009. Chapni@aok includes three entire chapters
devoted to literature review.

%2 0On viewing military doctrine as Bayesian priome $riedman 2011, 2012.

*3The manual was co-authored by the U.S. Marine €dgp which it also serves as doctrine
under the label of Marine Corps Warfighting Pultiima 3-33.5. Each military service retains its
own corpus of doctrine.
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about U.S. policy, it was widely viewed (and in mavays intended) to serve as a focal point for

driving discussion about how the military could e its performance in Ira4.

As the authors explain in the manual’s forward, 84 articulates “fundamental principles”
that form a “solid foundation for understanding aaddressing specific insurgencies.” The
manual asserts that its purpose is to present ¢'blaistorical trends” that are “applicable
worldwide,” though this is not to say that the malnprovides a rigid blueprint for military
action: indeed the authors of FM 3-24 stress thaéfy insurgency is contextual and presents its
own set of challenges” and that “users should assésrmation from other sources to help them
decide how to apply the doctrine in this publicatio the specific circumstances facing them.” It
is possible to read these words as being analagotine core logic of Bayesian decision theory,
in which doctrine offers prior assumptions, andisiea makers then revise those priors based on

information they receive in particular contingerscie

The problem with this model, however, is that it usclear that a single set of prior
assumptions can provide strategic guidance thiabtis actionable and “applicable worldwide.”
This chapter has aimed to demonstrate that allscaissnot necessarily equal when it comes to
defining key challenges and devising proper stratefpr dealing with them, but here, FM 3-24
offers little guidance. The manual briefly discus®ew insurgent methods often fall into one of

six different categorie®, how they vary in their purposes and objectiffesand how

* This is one of the central themes in Kaplan 2013.
> EM 3-24, pars. 1-25 to 1-30, 3-116 to 3-1109.

“% |bid, pars. 1-15 to 1-23.
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“contemporary insurgents may use different appreacat different time¥. But though the
manual mentions distinctions among insurgenciesraakles clear that decision makers should
be sensitive to them, there is very little discos2f just how commanders should actually adjust
their behavior from one case to another. In tof] 3-24 contains 63 figures and tables
summarizing key points. Nearly all of them estdblgeneral principles for counterinsurgency
without providing commanders with explicit guidanan how to adapt to particular
circumstances. The one excepffbdistinguishes among different ideal-type opponevitaout
saying how these diagnostics should affect a conder& prescriptions. As political scientist
Stathis Kalyvas argues, FM 3-24 thus “espousesfiaitiiely nomotheticposture, adopting a
unified framework that sees these differences aati@rs on a single theme. It thus focuses on

the common or universal characteristics of all igencies.*

To emphasize this point, it is worth mentioningtteaen though General Petraeus was one of
the two military commanders who oversaw the develep of FM 3-24, many of the most
important changes he made to U.S. strategy initrd@P07 worked against (or at least outside)
the field manual’'s recommendations. As Biddle dbessr it, “the manual assumes that
insurgencies represent a contest for the loyalty ahostly uncommitted general public that
could side with either the government or the insatg.™ In this way, FM 3-24 adopts the

perspective that counterinsurgency generally ctuies an ideologically-driven problem like the

" Ibid, pars. 1-39 and 1-25.Those categories amsgicatorial, military-focused, urban,
protracted popular war, identity-focused, and cositpaand coalition.

“8 Table 3-6, “Potential Indicators of Insurgent Apaches.”
9 Kalyvas 2008: 352.
>0 Biddle 2008: 348.
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War in Vietnam, and its guidance is thus much moraccordance with the way that General
Casey assessed the conflict from 2004-2006 thamw#lyethat General Petraeus approached the

problem in 2007.

While the manual describes the importance of usignterinsurgent forces to protect the
population, for instance, it generally describes tble of these forces as being to support the
host nation and to reinforce its legitimacy — butraq, where one of the central problems was
that the central government was not an impartirreeeking to exercise legitimate authority
over the whole country, it was a mistake to assamemmon interest. FM 3-24 emphasizes the
importance of rapidly developing host nation saguierces — but in Iraq, the Army and Police
were often enablers or direct participants in se@nteconflict, and thus one of the most important
innovations of U.S. policy in 2007 was supportingdespread decentralization of security
provision by way of the Sons of Iraq units whicly autside of formal security structures. This
kind of measure, though widely seen as being afitiz the reduction of violence in Iraq, is not

described in FM 3-24 at at.

“Perhaps ironically,” Biddle thus wrote in his rew, “lraq is precisely the kind of
nonideological communal war of identity that thenmal is least suited for,” even if many of its
recommendations (on matters such as employingaghdommand, limiting the use of force, and
emphasizing human intelligence) were neverthelelgsant to that casé.These tensions help to
demonstrate how when it comes to laying out presuaptions like those in FM 3-24, one of the

key challenges is sorting through which assumptapy in certain cases, which are irrelevant,

>1 On the role of the Sons of Irag movement in redyciolence, see Lynch 2007, Long 2008,
Rosen 2008, Simon 2008, Green 2010, and Biddledf/ran, and Shapiro 2012.

52 Biddle 2008: 349.
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and which may in fact be counterproductive. Thiessentially a matter of dealing with the

reference class problem, and it is a subject wlkisting doctrine tends to underemphasize.

Limitations of public debate

If military doctrine did not provide structured gance for managing the reference class
problem in Iraqg, public debate about the occupagenerally skirted the issue as well. A full
review of this debate is beyond the scope of thayais here, but without making too many
broad generalizations about the nature of that tdeba the whole, it is possible to identify
several ways in which even critics of U.S. poliag ot necessarily engage with the war’s

cumulative dynamics, or deal with the importanceiafjnostics before prescription.

For example, critics of the occupation focusedrgdgart of their attention on establishing
the extent to which U.S. officials had underestedathe extent of political violence following
the invasion of Irag. Central to this debate wdferes to convince the Bush administration to
drop its insistence that the violence fell shoradfivil war” or an “insurgency”; to ridicule of
the president’s claim of “mission accomplished’ldaling the close of major combat operations;
and to publicize the rising costs of soldiers anlians killed as a result of the war. Debates
about the number of civilian casualties in Irag ever topic of special attention as violence
mounted in the summer of 2006. While the U.S. gowent claimed that roughly 50,000

civilians had died as a result of the violence, idely-reported study published in the British
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journal The Lanceused survey methods to argue that this estimateldlinstead be more like

600,000>

These casualty estimates, which thus ranged byder of magnitude, took center stage in
debates about whether to “stay the course,” svdtchtegies, or withdraw from Iraq. Questions
about the costs of the conflict (and the extenwiich U.S. officials had underestimated them)
were valid and important in their own right. Buttas dissertation has explained, just because a
military strategy has not worked yet, this does metessarily imply that it will not work soon,
and there are many cases where rational decisikemnhahouldhot become more pessimistic
about their policies, even when they have investalstantial resources in them without
succeeding. Logically speaking, focusing on thasco$ the occupation of Iraq in hindsight did
not say much about the prospective costs of fightimoving forward. And from a practical

standpoint, those arguments did not gain muchitragtith U.S. officials.

One of the ironies of debates about U.S. policlran was thus that both the administration’s
supporterand its critics often staked their claims on the feylaof sunk costs. For advocates of
continuing the occupation, this illogic was borng m arguments about how it was important to
finish the job in Iraq so as to justify the costsle war, and to ensure that soldiers and ciwslian
had not died in vain. There were political reastms&dopt this stance, of course, but from a
purely rational standpoint, that argument is unsioanpast costs should have no influence on
thinking about the prospective costs and benefitadmpting some course of action moving
forward. But by the same token, it is also unsotmdise prior costs as an argumagainst

continuing a given policy. As Chapter 3 made cledl, that matters for rational strategic

>3 Burnham et al. 2006. On this article, the contreyssurrounding it, and alternative estimates
of civilian casualties at the time, see Badkhen62@@scher 2010 and Spagat 2010.
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assessment is the expectesinaining costs of fighting, and when it comes to dealinghwi
cumulative processes, previous effort should natesearily make decision makers more
pessimistic about their policies. This dissertatlas aimed to demonstrate that is genuinely
difficult to determine how to revise expectationgidg the course of conflict about how much
longer it might take and how much more it might tcws order to achieve strategic goals;
backward-looking debates about the prior costshefdonflict are not well-suited to resolving

this uncertainty.

The previous sections of this chapter have alsiwateld that when public debates about U.S.
policy in Irag focused on the nature of the comflibey generally did so in the context of
drawing parallels to the War in Vietnam — an angltizgat was not particularly relevant, and
often actively misleading, when it came to dealvith the sources of the violence confronting

U.S. forces.

As a rough heuristic for establishing the widesgraae of the Vietnam analogy, Figure 5.3
plots the number of times that Iraq and Viethameanmentioned in the same newspaper reports
from 2003 through 2008’ For comparison, Figure 5.3 also plots the numlbdintes that Iraq
was mentioned in the same article as Bosnia or ¥mdwo recent cases where U.S. forces were
employed to stop communal violence that was mucteramilar to the dynamics of the War in
Irag than the ideological nature of counterinsuoyeim Vietnam>® Throughout the timeline,

references to Vietnam significantly outnumber thimsthe wars in the Balkans, generally by a

>4 These tabulations were created from a LexisNesasch of major U.S. newspapers and wires,
with media mentions aggregated by quarter.

> See Biddle 2006 on the comparative relevancee¥ibtnam and Balkans analogies.
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P Refs. to Vietnam

Refs. to Bosnia/Kosovo

References in U.S. News & Wires

I I I I I
2003 2004 2005 2006 2007

Figure 5.3. Media Mentions of Iraq and Vietham or Bbsnia/Kosovo, 2003-2006

Figure 5.3 displays the number of articles in Lh8wspapers and wires, aggregated by quarter
from 2003 through 2006, mentioning Iraq and Vietnamirag and either Bosnia or Kosovo. This
IS a rough way of capturing how often these casa® wssociated in the U.S. public debate about
the occupation of Iraq. The figure shows that laggd Vietnam were associated far more often
than Irag and Bosnia/Kosovo during the first foways of the war. There is no change in the
pattern even throughout 2006, as intersectariatevioe in Iraq was becoming more pronounced
and the Vietnam analogy was becoming less tenable.
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factor of four or greater. Moreover, the imbaladoes not noticeably change during the course

of 2006, even as sectarian violence spiraled #f'ebombing of the Samarra mosque.

Perhaps as a result of this “Vietham redux” (totque passage cited above), even critics of
the Bush administration’s policies like the Iraqu@t Group did not significantly challenge the
basic premises of U.S. military strategy which wlasigned to deal with problems of political
ideology and nationalist resentment rather thanintexsectarian drivers of communal conflict.
People certainly disagreed on issues of feasipwiiyh administration supporters arguing that
the strategy had a worthwhile chance of succeeifligyen more time and detractors arguing
that it was not worth staying the course with agyothat had yet to demonstrate results. But by
and large, debates about U.S. policy took placeniwithese parameters, without major

alternatives views about the fundamental originsad’s civil violence.

There are several reasons why it is not necessanlyrising that the public debate did not do
more to engage the reference class problem in Fast, the Vietham War was such a salient
and formative experience that it would have natyratcurred to many people as being the
analogy of first resor® Second, the Vietnam analogy held obvious rhetbepaeal for critics
of U.S. policy — while more recent experiences vwa#acebuilding in the Balkans might have
been better comparisons in terms of dealing with kinds of communal violence the United
States confronted in Iraqg, those operations had Ineech more successful than the Vietnam
War, and this could have detracted from the palithessage critics were attempting to convey.

Third, arguing that the Bush administration had disignosed the conflict in Irag may have

°¢ See Hoffmann 1968, May 1973, Jervis 1976, Khor@R1Reiter 1996, Rosen 2005, and
Kahneman and Renshon 2007, among others, fortlireran how people often view foreign
policy through the lenses of analogies that, whilggested by salient surface similarities, may
nevertheless impede careful analysis of fundamentddlems.
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opened the logical possibility that switching stggés might well achieve markedly better
results, potentially justifying the notion thatwbuld be worth deferring withdrawal in favor of

experimenting with a different approach.

Perhaps for these and other reasons, the idealrdgis violence was being driven by
intersectarian divisions quite separate from idgiclml and national resistance to the U.S.
occupation remained a minority view among the ganeublic through at least the summer of
2006. By focusing discussion on the prior costhaf war and by not challenging the prevailing
“theory of the case” about the nature of violentdraq, both U.S. officials and their critics were
unable to engage with the analytic challenges mtesgic assessment in a convincing manner,
and these debates failed to converge towards csmsehe theoretical framework in this
dissertation has explained why that lack of congeog is not necessarily surprising given the
cumulative dynamics of armed conflict, and suggedteat improving strategic assessment
largely depends on honing conceptions of the progference class for viewing a given conflict.
But while the Iraq case indicates that changingcyohakers’ views of the nature of the conflict
was indeed a critical component of their decismswitch strategies, this issue was not a major

aspect of public debates at the time.

Section 5.4. The role for scholarship

In principle, scholarship can play an importanerol providing rigorous, evidence-based ways
of dealing with the reference class problem intsgi@ assessment. The reference class problem
is in large part a matter of empirical analysisaraiing open questions about the extent to

which hypothesized distinctions among cases agtisdems to correlate with meaningfully
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different dynamics. Whadre the most important ways in which conflicts tendliffier? Howdo
these dynamics impact the efficacy of differentateigies for stabilization or conflict

management?

Answering these questions forces analysts to déhl wsues of defining the proper case
universe, operationalizing relevant variables aathering appropriate data, and then analyzing
that evidence in structured ways that are sensitiv&eommon confounds such as omitted
variables bias and strategic selection. Theretii linherent difference between forming the
kinds of prior assumptions that drive strategieasment and conducting theoretically-informed,
empirically-grounded social science — these entapressentially involve the same analytic
issues, with the traditional distinction being ksga matter of how rigorously analysts approach

those issues, and how they intend for their findittggbe used.

Dealing with the reference class problem in stiatagsessment is thus a place where there is
an unusual amount of overlap between the kindsmirmnation that decision makers need in
order to structure their decisions effectively, athe@ kinds of information that the social
scientist’s toolkit is suited to provide. As whilew social scientists have access to the kinds of
classified information that drive the final outpatsmilitary decision making, the basic doctrinal
assumptions which guide that process are — in tbelsvof FM 3-24 — a matter of “broad

historical trends” that are the traditional focdismss-sectional scholarship on armed conffict.

This does not mean that analyzing these trendstisaldy easy to do. In fact, one of the

reasons that it is important to approach the rafsxeproblem carefully is that so many

" For a broader discussion of the interrelationshigtsveen military doctrine and social science,
see Friedman 2012.
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seemingly obvious ways to divide conflicts intofeient subsets doot in fact lead to the
observable distinctions one might expect. To dernatesthis point, Table 5.1 presents data on
286 insurgencies between 1815 and 28¥06hese data are parsed into 15 different reference
classes that could be potentially relevant forcitming expectations about the typical durations
of insurgencies. For each of these reference da3sdble 5.1 reports three statistics: the mean
duration of insurgencies within the reference ¢lélse median duration of insurgencies within
the reference class; and if we considered the wé#mag to be a member of that reference class

what its percentile rank would be in terms of diorat®

Across all 286 insurgencies examined here, theageeconflict lasts 6.8 years, the median
insurgency lasts only 3.4 years, and thus the gewy in Iraq is one of the longer insurgencies
on record (it falls into the #7percentile). Table 5.1 then demonstrates — perbagsisingly —
that several ways of making the reference clasemalevant to the characteristics of Iraq could

have made it even harder to predict the extendedenaf the insurgency.

*8 These data are drawn from Lyall and Wilson 20@9:vwho define an insurgency as a
movement that “(1) uses small, mobile groups tbanpunishment on the incumbent through
hit-and run strikes while avoiding direct battleemhpossible and (2) seeks to win the allegiance
of at least some portion of the noncombatant pajgmaAn insurgency is therefore not
synonymous with “civil war” since civil wars can fmught conventionally (that is, with direct
battles between opposing armies), with guerriléita, or through nonviolence.”

> For the purposes of drawing these estimates,dtiation” of the insurgency in Iraq is
considered to be eight and one-third years: the between the end of major combat operations
in April 2003 and the official conclusion of all 8. combat operations in August 2010. It is
important to note that this is probably @mdeestimate of the duration of the insurgency in Iraq
because that insurgency continued after the offociaclusions of U.S. combat operations (and
U.S. troops stayed in Iraq past this date to caetimssisting with the counterinsurgency effort).
Needless to say, underestimating the durationeofrtburgency in Iraq will make that conflict
seem likdessof an outlier, bringing the case closer to the mefeeach reference class in Table
5.1.
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Table 5.1. Comparing the Duration of Insurgencies @oss Different Reference Classes

Reference Class N Mean Median Irag pct.
All insurgencies 286 6.8 34 7%
All insurgencies since 1914 171 7.1 4.4 76
All insurgencies since 1945 129 8.0 5.2 68
All insurgencies since 1975 59 6.9 4.4 78
Insurgencies involving external occupation 112 4.5 2.6 88
Ethnic or religious insurgencies 171 6.3 3.5 78
Ethnic insurgencies only 151 5.9 34 7%
Religious insurgencies only 75 6.9 2.5 7
Religious insurgencies w/ Muslim insurgents 37 4.7 2.3 8
Insurgencies involving great powers 108 4.4 2.4 88
Insurgencies in the Middle East 53 4.9 2.4 8%
Insurgencies in Iraq 6 2.5 0.8 106
Ethnic/religious insurgencies in the Mid. East 42 5.2 2.5 79

Ethnic/religious insurgencies in the Mid. East,

with ociers 21 3.8 2.0 ot

Ethnic insurgencies in the Middle East,
with occupiers, since 1945 6 6.4 51 88

For each reference class of insurgencies, Tabledivés: the number of relevant insurgencies
recorded in Lyall and Wilson (2009); the mean dimatof those insurgencies, in years; the
median duration of those insurgencies, in yearsd avhat percentile rank in the data the
occupation in Iraq would be if we considered itgalion to be 8.33 years. Note that in all
reference classes — and especially in the moreiggaeference classes at the bottom of the list —
the occupation of Irag had an unusually long durati

For instance, it is typically assumed that the iigseacy in Iraq was fueled by animosity
against an external occupier. But insurgenciesbagainst external occupiers are on average

shorterthan the norm: they last only 4.5 years at themas®l 2.6 years at the median (a finding
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that may be driven by the notion that occupiers tem be great powers who bring powerful
military capabilities which host nations often lalolk themselves). Irag’s insurgency has both
ethnic and religious components. Yet these factlarsnot correspond to significantly longer
insurgencies on average, either. In fact, the @esMuslim insurgency lasts only 4.7 years and
the median Muslim insurgency lasts only 2.3 yeWrkile the Middle East is typically thought to
be a particularly challenging region in which tghft, insurgencies there also tend to be relatively
short (4.9 years at the mean and 2.4 years at dukam). Insurgencies in Iraq itself have been
particularly brief, with the occupation of Iraq bgi longer than any of the other six Iraqi

insurgencies in Lyall and Wilson’s data.

The bottom of Table 5.1 examines the way that egiee classes overlap: the categories here
are ethnic/religious insurgencies in the MiddletEathnic/religious insurgencies in the Middle
East with external occupiers, and ethnic/religimsurgencies in the Middle East with external
occupiers that have occurred since World War |Il. tAese reference classes narrow, they
become more conceptually precise. But they do aotecany closer to being able to predict the
protracted nature of the insurgency in Iraq, whdseation would fall at or above the 79
percentile in each of these reference classesiclity)y narrowing the reference class make
misperceptions about the prospective duration @fitsurgency in Iraqg seemorereasonable. It
may very well be true that “most senior civiliandamilitary leaders failed to review the

historical records of military occupations and oiiifle Eastern or Iragi histor$* and it may be

% The six insurgencies in Iraq listed in Lyall andl&n 2009 are the Iragi-British campaign
(1920-21), four Kurdish Rebellions (1961-66, 19%}-¥980-88, and 1991) along with the Shia
Rebellion in 1991. Note, however, that even whahkilag solely at insurgencies in Iraq, the
members of this reference class have borderlimyaeke for thinking about the invasion in
2003.

®1 Wright and Reese 2008: 569.
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true that key members of the Bush administratiorevireationally overconfiderft® But it is not
entirely clear how an objective overview of thastbry would have necessarily demonstrated

that certain assumptions were flawéd.

Table 5.1 also helps to raise a second importasterige in dealing with reference classes,
which is that as these groupings become more @reitiss constrains the amount of data that are
available for drawing inferences. The last refeeertass in Table 5.1 — ethnic/religious
insurgencies in the Middle East with an externaupder that was fought since World War 1l —
is still a very broad-brush way to think about tieure of the occupation of Iraq. But there are
only six examples of previous insurgencies (attleascording to Lyall and Wilson’s well-
regarded data) that fit these criteria. As we hanagressively less previous experience to work

with, it becomes increasingly difficult to draw fisdessons.

Ideally, we would like to think that when we makeference classes moo®nceptually
precise, then their predictions would also beconweenstatistically precise. In reality, these
characteristics generally trade off. As Wesley Smirexplains, “since increasing the reliability

of statistics generally tends to broaden the chass since narrowing the class often tends to

62 Johnson 2004: ch. 8.

%3 perhaps the most important historical warning sija protracted insurgency in Iraq was the
fact that Saddam Hussein needed to result to widadprepressive measures in order to contain
Shiite resistance to his regime. In this intergreta U.S. officials could have based their
expectations not on the insurgencies thdtoccur in Iraq, but rather those tmaighthave
occurred if Saddam had not employed such brutétsa@vhich the United States was not
willing to reprise). There is nothing in this chapwhich suggests that this line of reasoning is
invalid. However, this argument relies on the iptetation of historicatounterfactualswhich

is very different from interpreting historicaVvidenceHistorical counterfactuals play an
important role in scholarship and policy analybist they are notoriously difficult to define or
evaluate with precision. It is unclear how a ragilotiecision maker should draw on this kind of
information in structuring expectations, thoughiagthis is not to say that counterfactual
reasoning should not have played a role in planfonghe occupation of Iraqg.
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reduce the reliability of the statistics, the pipbe involves two desiderata which pull in opposite
directions.®* Especially when dealing with relatively small datts — which is usually the case
in cross-sectional analysis within strategic stadienarrowing the reference class can quickly

lead to vanishingly small sample sizes and expanamounts of predictive uncertainty.

Figure 5.4 demonstrates this problem by progreBsiarrowing the reference class based on
the following elements of the occupation of Irab) if is an insurgency; (2) it takes place in the
Middle East; (3) it revolves in part around ethretigious issues; (4) the counterinsurgent is a
foreign occupier; (5) the conflict takes place sii®18; (6) the conflict takes place since 1945;
(7) the counterinsurgent is a great power. Eacle tive nest one of these characteristics within
the others, the reference class gets smaller. Hanrduration of conflicts within these reference
classes does not change very much across eachirggpbpt the uncertainty surrounding these
estimates (shown in Figure 5.4 as the 95% confelémerval of how long the average conflict
within each reference class should last) continoewiden. Even though the reference class
becomes more conceptually precise as we continmartow it, the resulting estimates become
less useful. In the final category, the uncertaigtyo large that the confidence interval is lillgra
meaningless: it includes the possibility that theerage insurgency might have a negative

duration.

In determining just what kinds of factors make fiedeénce when it comes to estimating how
long it might take or how much it might cost to el#f an insurgency, therefore, there are real
constraints on performing rigorous analysis andah&wers are not necessarily obvious. And if

the last section showed how military doctrine tetm@l$ocus onceteris paribuspatterns rather

64 salmon 1970: 41.
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Table 5.2. Predicted duration of insurgencies, byested reference classes

Average Duration, Average Duration,

Reference Class N Low Bound High Bound
Insurgencies 286 5.1 6.9
Insurgencies in the Middle 53 33 6.4
East
Ethnic insurgencies in the
Middle East 39 3.4 73
Ethnic insurgencies in the
Middle East, with foreign 21 1.8 5.8

occupiers

Ethnic insurgencies in the
Middle East, with foreign 15 1.8 7.1
occupiers, since 1918

Ethnic insurgencies in the
Middle East, with foreign 6 0.1 12.7
occupiers, since 1945

Ethnic insurgencies in the
Middle East, with great
power foreign occupiers,
since 1945

3 -1.2 11.3

Table 5.2 provides the 95% confidence intervaltfe mean duration of insurgencies that
fall into increasingly specific reference classe#s the reference classes become more
specific, there are fewer observations within thes a result, the confidence intervals
grow. In the final reference class, the confidemcerval is so large that it conveys
information that is literally meaningless: it indas the possibility that the average
insurgency might have a negative duration.
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than ways in which cases differ, the same mightegaly be said for scholarship on armed
conflict as well. As with work in the social sci@scmore broadly, empirical work on armed
conflict often aims to capture “average treatmdfects”: the way that independent variables
relate to outcomes, all else being eddalhe significance of those patterns is typicallgigad

by how consistent they are and how little they vaiyese findings are important in their own
right, but as this chapter has shown, this inforomais by definition ill-suited to giving decision
makers the information that they need in ordereldgym strategic assessment and to understand

actionable links between diagnostics and presonpti

Together, the theoretical framework developed iis tilissertation along with the U.S.
experience in Irag suggest that effective strataggessment revolves around a set of conceptual
issues and empirical information that tend to falitside the scope of policy discussions,
doctrinal manuals, theoretical frameworks, and jeublebates. The following chapter will
conclude by summarizing these arguments and draauhtggome of their lessons and broader

implications.

® For example, Sambanis 2001: 259 provides theMiiig characterization of the literature on
civil war initiation: “A wave of theoretical and guirical research has recently helped identify
important economic and political determinants eflavar onset and prevalence. However,
common to all these studies is the practice ofegajing civil wars in a single category.”
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LESSONS AND BROADER IMPLICATIONS

For roughly forty years, one of the most promingglbates in physics revolved around a patrticle
called the Higgs boson. The Higgs boson plays arkéy in explaining how matter in the
universe comes to be endowed with mass; it was fameusly dubbed the “God particle,” and
governments around the world have spent billiondatiars trying to find it. Particle accelerators
like the Tevatron in lllinois or the Large Hadrooller in Switzerland smash matter together at
high energies in a way that dislodges subatomignfients. Using this method, physicists have

made many important discoveries, but decades otlseg for the Higgs boson initially came

up empty.

The problem with hunting for the God particle whattscientists were unsure of how to find
it. Standard theoretical models predict that theigda will emerge if accelerators operate at high
energies — but they cannot say exabthyv muchenergy is needed in order to obtain this result.
For that reason, physicists had to search for Hréigle across a wide range of experimental
conditions. Careful measurement could indicate that particle doesot appear at a given
energy level, but this said little about whethex tlext setting might be the one that produced the
major breakthrough. Thus while some physicistsrofpeedicted that the discovery was just
around the corner, there were always others whe wet so sure: some experts hypothesized

that we might not have the technical capacity nal fihe Higgs boson for decades; some argued
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that it is impossible to detect or that physicistsre looking for it in the wrong way; and of

course, it was always possible that the partictepsi did not exist at afl.

The bottom line was that, at any given point ingjrscientists had little idea of how much
longer it might take or how much more it might castfind the Higgs boson. And this led to
heated debates because particle accelerators asgensive. The Tevatron, for instance, had an
operating budget of roughly $100 million per yelaermilabs continually needed to make the
argument that its lack of success in the past didpneclude finding the Higgs particle in the
future, that its experiments were always becomirmayenefficient and precise, and that it was
closing in on one of the most important discoveliesmodern science. When an economic
recession forced the U.S. Department of Energytomore than a billion dollars in spending, it
finally closed the Tevatron in October 2011. Marysicists howled that the government was
pulling the plug just as the project hung on thepcof success. And sure enough, when the
Large Hadron Collider went into operation the fallog summer, its scientists announced that
they had found the Higgs boson (or, at least, emidestrongly consistent with the notion it

exists), an event that constituted one of the riggt-profile discoveries in modern science.

The previous chapters have shown how debates abuiteiry strategy often play out in
similar ways, as decision makers struggle to fond eevise their expectations of how long it
might take or how much it might cost to achieveirtiiesired goals, and debate whether their
past failures preclude the hope of subsequent ssicthis dissertation has explored the analytic

challenges in doing so, and argued that understgritiese challenges can shed new light on

! On the hunt for the Higgs particle in general, Belger 2011, Lederman 1993, and Sample
2010. On physicists’ forecasts, see Brumfiel 204drious views about the discovery potential
of recent experiments include Jakobs and Schuma€@d, Stancato and Terning 2009, and
Hawking 1996.
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theory, history, and public policy debates. Chapteoncludes that effort by summarizing main
points. It then extends the analysis in additiodmkctions, describing why understanding
cumulative dynamics has significant implications éonpirical research design, as well as how
the theoretical framework advanced in this dissertaapplies to fields beyond national security,

including the search for scientific breakthroughs.

Section 6.1. Summary of main arguments

This dissertation has examined the conceptual fatimas of strategic assessment, explaining
how decision makers form prior assumptions abowt kang it might take and how much it
might cost to achieve desired goals, and how tlesise those expectations in the course of
implementing their policies. In almost all forms afmed conflict and in many other kinds of
national security policy, one of the central quaisti scholars ask is why decision makers find it
so difficult to evaluate their policies or why theften stick to unsuccessful strategies for so
long. This behavior is often assumed to representational influences such as organizational
constraints, domestic politics, or psychology, bl previous chapters have developed a
theoretical framework for explaining how even ra@b actors may often display these

tendencies.

This theoretical framework begins with the problesh assessing uncertainty. Before
hostilities begin, decision makers must accounttler notion that opponents can vary a great
deal in terms of their capabilities and resolveroligh a combination of inductive and deductive
reasoning, decision makers must make subjectivgnedts about the expected costs of fighting.

But even when these judgments are formed in wagé #ine deductively reasonable and
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empirically grounded, there will often be caseswihich decision makers’ prior assumptions
substantially understate the challenges that theg:fall distributions have outliers, and those

outliers are by definition difficult to predict ente.

The second component of strategic assessment ignge\prior expectations as an armed
conflict unfolds. Here, this dissertation made apeeially sharp break from existing literature
by explaining how once decision makers have formiil misperceptions of how long it might
take and how much it might cost in order to achidwar goals, then even perfectly rational
learning may not allow them to realize the extdrtheir initial errors. When war is seen to be a
cumulative process, then even if the expected tatstis of fighting will continuously increase as
a war progresses, the expectethainingcosts of fighting can remain constant or evenidecl
Altogether, this framework explains why decisionkexa will often be unable to avoid, realize,

and correct their strategic mistakes.

The previous chapters have demonstrated not jasthis theory can be logically constructed
in the abstract, but that it also serves as an rafy plausible way to reinterpret salient
historical experience. In the American Indian Wdos,instance, one of the central challenges
facing U.S. commanders was to identify the outlides the Sioux and Seminoles, groups who
could sustain and inflict exceptional levels of iment in relation to the bulk of historical
experience. Similarly in the Vietham War, U.S. demn makers struggled to understand that the
insurgents would be able to withstand levels aftath that were all but unprecedented. A half
century later, U.S. officials entered the occupatad Iraq with prior assumptions that were
grounded in historical experience — but it was al@aiding set of historical experience on which
to draw, and it took nearly four years for civiliand military leaders to understand not just the
extent of instability in Iraq, but also timature of the violence that confronted them.
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The difficulties of strategic assessment do notdeomn decision makers to failure. Ultimately
the United States defeated its opponents in aleasty one of the American Indian WarShe
tribes which commanders most severely underestdrat®o tend to be the ones that stand out
most prominently in historical memory, but Chaptanade clear how they were far from being
the norm. The opening stages of the occupatiorragf may have been mishandled, but the
change in strategy in 2007 preceded a drop of na@eof roughly ninety percent that seemed to
offer at least temporary promise. And in some casesries that set in amidst initially
unsuccessful military operations simply end up segmisplaced. When initial foreign military
support to Libyan rebels did not topple Muammar dgdick regime in spring 2011, for instance,
criticisms that the mission had been seriously lbedovere at one point a matter of high concern
for the United States and its NATO allies — but itiieyan rebels regrouped and ousted Qaddafi
by the fall, and the pessimism that once swirlediad this campaign will probably end up being
a historical footnote at best to what will likelg lbemembered as a relatively smooth instance of

international intervention.

Yet these examples only serve to emphasize thatieveases where military decision makers
achieve the objectives they were looking for, tealy tend to find it difficult to assess strategic
progress in clear and rigorous ways. The princgiad of this dissertation has been to explain
why this task involves genuine analytic challengdsch contemporary scholarship typically

does not take into account. Here are some of the takeaways from this analysis.

% This is not to endorse U.S. military decision nmakibut only to show that the assumptions
behind strategic decisions were often much mot@méwith objective, empirical evidence than
the conventional wisdom entails.
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1. War is not a slot machine

The central argument of this dissertation is that imvolves cumulative dynamics that clash
with many prominent theoretical frameworks (andeoftpeople’s basic intuitions), which
typically revolve around analogies to repeated @sses like gambling. Repeated processes form
the basis of a wide range of scholarly literatundemarning and adaptation. In this literature, the
notion that decision makers are observing outcomhes are independent and identically
distributed is essentially the assumption of fretort. Comparisons to slot machines, roulette
wheels, and card tables appear regularly in dasmmip of relevant models, while people often
use terms like “the gambler’s fallacy” or “doublidgwn” to describe decision makers’ behavior
more broadly. Armed conflict, however, involves adative processes that have very different
dynamics, along with a different logic for how matal actors should form and revise their
expectations. These cumulative dynamics affectegjia assessment and decision making in
ways that scholars typically overlook. Understagdimese dynamics helps to explain why many
debates about military strategy — much like theatielabout hunting the Higgs boson — do not
converge over time, why military decision makersenffind it so difficult to evaluate their

policies via trial-and-error, and why they ofteitlstto unsuccessful strategies for so long.

2. Just because a strategy has not worked yetdt@s not imply it will not work soon

This is not to justify “staying the course” whenlitary strategies are unsuccessful, or to
argue that this will always be the case, but tmpout how existing theoretical frameworks
provide an incomplete and potentially misleadingnidation for understanding learning and

adaptation in armed conflict. For instance, Chaj@eshowed how prominent international
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relations literature on the bargaining model of \eaplicitly relies on the notion that armed
conflict is a repeated process. This literaturaljots that the longer decision makers go without
achieving their intended objectives, the more peissic they should become about their ability
to do so, and the more likely they should be tongleacourse. One of the principal implications
of this literature is that warfare is thus a selfstinating process, automatically providing
information that gradually eliminates the bargagiroblems that can cause war in the first

place.

Understanding how war is eumulative process, however, provides an opportunity to re-
evaluate this theoretical framework and to questi@nassumptions that drive its main findings.
The simple act of fighting without achieving stgitegoals offers indeterminate implications for
strategic assessment, and can cause combatant€ppens to diverge. It can be perfectly
logical for decision makers to become more optimiabout their strategies even when they
continually fail to achieve their intended goalfeTnotion that this kind of behavior is irrational
depends either on the notion that war is a repgatscess, or on the notion that decision makers
have certain kinds of prior assumptions about thdsof conflicts they are waging and what the
distribution of potential opponents types might le&ontemporary models of learning and
adaptation in war generallyo treat war as a repeated process, and they gegndmhot see
strategic assessment as being conditional on pgsumptions. This dissertation argued that
these are both important oversights with significamplications for the theory and practice of

military decision making.
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3. The value of establishing a rational baseline

One reason that it is important to question thaseretical frameworks is that they serve as
benchmarks for assessing historical experiencepatidy debates. It is difficult to evaluate the
rationality of any particular decision makers’ beioa unless we first define what rational action

would actually entail.

For instance, this dissertation examined U.S. amilitoehavior during the American Indian
Wars, the War in Vietnam, and the occupation aij.lfa all of these cases, decision makers who
struggled to realize and correct their mistakesypieally seen to have acted in a manner largely
influenced by organizational inertia, political ageas, psychological constraints, or personal
hubris. Yet this dissertation provided reasonsuestjon those judgments. In some cases, inertia
may be inevitable when it comes to strategic asseissand military decision making. In some
cases, the relevant question might not be why aecimakers failed to understand the nature of
the challenges they were facing, but rather how tioelld have understood them — especially in
cases like the World Wars or Vietnam, which argearely salient experiences, but largely on

account of how much they differed from historicatms?

At the very least, the previous chapters have aitneshow that decision makers in these
kinds of cases confront genuine analytic challengeieh even perfectly rational actors would

struggle to resolve, and that even these decisiakers’ sharpest critics tend not to engage

% As Chapter 1 pointed out, theories of rationaioactan thus play an important role in framing
empirical analysis, even without assuming thabretl actor theories are descriptive. Anthony
Downs’s economic theory of democracy, for instascdstantially restructured debates about
political participation — whereas previously thepancal puzzle had been why voter turnout was
so low, Downs explained why it might be more retev@ ask why anyone voted at all given the
infinitesimal probability that their ballot wouldake a difference in an election’s outcome. See
Downs 1957 and Monroe 1991.
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directly. Understanding how cumulative dynamic®etffstrategic assessment thus offers a new
rational baseline on which historical judgments peical predictions, and policy implications

depend.

4. Diagnostics before prescription

Defining the analytic challenges of assessing catiud processes is also, of course, the first
step in determining how to mitigate them. This wWas central subject of Chapter 5, which
explained how decision makers and military doctrierd to place insufficient emphasis on
defining the proper reference class for viewingcsiearmed conflicts. Scholars, too, tend to
place a great deal of emphasis on identifying computterns that hold across cases, rather than
identifying ways in which circumstances differ ahais require different responses. Developing
rigorous taxonomies for matching diagnostics amiption in this way is a difficult challenge
that is typically underappreciated. This is esgbcigthe case given that (as Chapter 3
demonstrated) describing decision makers’ priorumgdions is a logical requirement of
predicting whether they should become more optim@tmore pessimistic as rounds of fighting

proceed.

5. Focus on the theory of the case, not roundggbfihg

One of the more pessimistic implications of thislgsis is that in many circumstances, there
may simply be no feasible way to analyze a poligy@spects based on the extent of time and
resources that decision makers have already stoktifhe American Indian Wars were such a

useful set of cases to examine here because tferyscholars an unusual opportunity to sidestep
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the challenges of dealing with the reference classblem in forming inductively-oriented
assumptions about the typical cost and duratioarmfed conflict. Because the American Indian
Wars offer a relatively large cross-section of canaple cases, it was possible to evaluate
decision makers’ expectations in light of objecterapirical evidence. But for other cases — the
wars in Iraq, Afghanistan, and Vietnam, for ins&nreit is much less clear what the relevant
historical comparisons should be. Without an olbyedbase of evidence on which to draw, there
are clear limits on scholars’ ability to specifyetkinds of prior assumptions that would have
driven rational strategic assessment. It is eveddnrao imagine that kind of analysis making

headway in contentious political debates about mggmilitary operations.

Perhaps the most effective way to improve (or tallehge) existing strategic assessments is
thus to focus on the basic assumptions policy nsagat forth about the kind of challenge they
are facing, and how they define the reference addgsevious experience for structuring their
policies and expectations. As Chapter 5 demonstratéh respect to debates about the
occupation of Irag, changing the “theory of theeCgslayed a substantial role in causing U.S.
officials to abandon an unsuccessful strategy —-bbth the administration and its critics tended
to avoid discussing these assumptions directlhewtar’s early years. Much of the debate about
the war in Iraq revolved around how long it hackatty taken and how much it had already cost.
This dissertation has explained why those argumailit®ften be inconclusive, and why it may

be best to focus on other factors when analyzirigamy strategy.
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Section 6.2. Implications for empirical research dgign

In addition to reframing basic expectations ofteigec assessment and military decision making,
cumulative dynamics have important implicationsdarpirical research design when it comes to
identifying patterns of military cause-and-effett draw out this issue, consider the question of
whether killing or capturing insurgents tends taré@ase or reduce the probability that
counterinsurgents will be successful. This is ohthe most fundamental questions in the study
of modern military strategy, and it is hard to inmegthat scholars can develop a convincing

answer to this question without taking the cumutatiynamics of conflict into accouht.

The intuitive way to investigate this question wbube to use a standard regression
framework. We could plot attrition on the x-axisddasutcomes on the y-axis; a regression model
would estimate the slope of this relationship, &md would produce an estimated “average
treatment effect” for attriting insurgents. Empalicscholars would presumably go on to refine
these estimates by accounting for potential cordelsuch as measurement error, sampling bias,
and selection effects. These are important ishegegularly impede causal inference. But even
if these issues were resolved, cumulative dynamvimsld still raise fundamental confounds to

drawing causal inferences.

The problem stems from the fact that different rgeacies will presumably respond to
attrition in different ways. The data will thus stitute amixed populationOf course, almost all
populations are mixed in some respects, and typitiails does not block statistical inference.

This is why the output of statistical analysis engrally interpreted as an “average” treatment

* For overviews of the debate about the use of farc®unterinsurgency, see Smith 2005, Ucko
2009, Kilcullen 2010, and Kaplan 2013, among others
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Probability of counterinsurgent success

Rounds of Fighting

————— Likelihood of defeating Susceptible opponents
Likelihood of defeating Resistant opponents

Population average

Figure 6.1. Cumulative Dynamics and Mixed Populatins (Theoretical Schematic)
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effect: though individual cases presumably deviede this average in any number of ways, it

still often represents a reasonable estimate fatdr some policy “works,” all else being equal.

But when dealing with cumulative dynamics, regr@ssnodels are not only imprecise tools
of capturing policy effectiveness — their outpub @so be fundamentally misleading. Figure 6.1
helps to explain why this is so. Figure 6.1 assuthas insurgencies constitute a very simple
kind of mixed population, in which each member bg®to one of two groups. To be consistent
with the contemporary theoretical literature, wen adaracterize these groups by how they
respond to multiple “rounds of fighting.” The firgtoup is not affected by the mounting costs of
fighting, and so it is labeled “Resistant”: no neathow many rounds of fighting they conduct,
their odds of being defeated always remain a cohgteobability, a. By contrast, the second
group of opponents becomes increasing brittle ag fbsses mount, and opponents in this
“Susceptible” group are thus more likely to be d#édel in each round of fighting. For simplicity,
define the probability of defeating a susceptibfganent in thex round of fighting as
p(x) = a + Bx.> Figure 6.1 plots rounds of fighting on the x-axisd the chances of defeating

each kind of opponent on the y-axis.

Given the way we have designed this thought exmarimthe average treatment effect of
fighting is positive. We assumed that there is asecn which fighting is counterproductive. The
chances of defeating an opponent in each roundghbfidig are never less than and when

facing Susceptible opponents, the odds of stratgicess continually increase.

® Of course, the probability of defeating susceptitgpponents cannot exceed 1. The pattern
would not be much different if we modeled the Spsibées’ response to casualties as a probit or
logit function; nor would it be much different ifewrandomize@ — see the appendix for a more
thorough and formal discussion.
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Yet this is not what a standard regression framkwoll capture, because regression models
examine population averages, and these averagégeWila different story. The population
average in Figure 6.1 is represented by the salide; which captures the proportion of
insurgents who are expected to concede in eachdrotifighting. Note how this curve rises

initially, but then it peaks and continuously daek.

An appendix to this chapter provides a more fordistussion of this phenomenon, but to see
why it occurs, consider what takes place in th&t fiew rounds of fighting, in the region of the
figure labeled with a ‘1.’ Moving rightward from e¢horigin, the proportion of opponents
defeated in each round of fighting rises as Susdeptsurrender at an increasing rate. However,
as more of the Susceptible opponents are defethited,will comprise a progressively smaller
fraction of the population that remains. The popafaof opponents that we observe in each
round of fighting will thus continually “improveself, as the Susceptible opponents are culled
out® By the time we get to the latest rounds of fight{the region in the figure denoted with a
‘3’) there are almost no Susceptible opponents It this reason, the observed relationship

between fighting and strategic success convergédsetaonstaniy. This means that somewhere

® In discussing the ability of mixed populationsitaprove themselves” over time, one can draw
an analogy to a large literature on survival ratethe medical sciences. Timo Hakulinen (1977),
for instance, studied patients being treated fémrcoancer: he found that the risk of death
dropped sharply across this population followingraarvention, but explained how it was
difficult to determine how much of this improvemevds due to people recovering from surgery,
and how much was due to the way that heterogensmusdations naturally improve themselves
as their least resilient members die off. Donaldind and Richard Zeckhauser (1980) extended
a similar logic to evaluating the effectivenes$iefnia repair, and took a significant step forward
in generalizing the logic to a wide range of topicduding students dropping out of school,
rates of machine malfunctions, and patterns oficahrecidivism. Nancy Tuma and Michael
Hannan (1984: 165-174) have since discussed thaserdcs in the context of marital longevity;
Mary Jo Bane and David Ellwood (1986) used a sinaifgoroach to modeling the length of time
that households spend in poverty; Peter LeahyyTRuss, and James Quane (1995) built a
related model to capture the amount of time thiémint households spend on welfare.
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in the middle of the distribution (the region ofetligure denoted with a ‘2’) the population
average for the percentage of insurgencies whoettnm each round of fighting must reach a
maximum and begin to decline — even though theahdtapact of fighting is positive, by

definition, throughout.

The observed population average captured by theé soive in Figure 6.1 is not just a noisy
approximation of real causal relationship. It isatly misleading: in many places, it has the
wrong sign, and throughout it has the wrong fum@loform. And while we know that these
results are misleading because they come from agtitoexperiment, it is unclear what we

should make of similar patterns when we see theattnal data.

To demonstrate this point, Figure @l@espresent actual data about the observed relatipnshi
between the amount of attrition inflicted on monart 200 insurgent movements, and whether
those insurgencies were defealefihe population average of these data is representth
locally-weighted scatterplot smoothing. The resikxactly the kind of curve that we saw in the
thought experiment: it rises, peaks, then falldigata even match the theoretical model in
terms of second-derivatives: prior to the peakctlmwe is generally concave, and after the peak it

is generally convex.)

" The axes in this figure are not labeled so asrtptasize the generality of the dynamics it
represents. The precise parameter valuesrare:05 andf = .025; Susceptible opponents
comprise two-thirds of the initial population. Tleggarameters were chosen in order to make the
misleading nature of the population average clBag. chapter’s appendix provides a more
precise discussion of how these dynamics play arergenerally.

8 This dependent variable is drawn from Lyall andséi’s 2009 study: they define a “defeat”
for insurgents (and thus a win for counterinsurggeas a situation where “the insurgency is
militarily defeated and its organization destrogedhe war end without any political
concessions granted to insurgent forces.” The iedeéent variable on attrition represents the
same data that were introduced in Chapter 3.
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Because Figure 6.2 i®t the result of a thought experiment, we have libdeis for judging
what these patterns really mean. For example,possible that the actual relationship between
attrition and success rises and falls: perhap®tisesome middle ground where a judicious use
of force will degrade the insurgency without enflaghthe opposition further. This interpretation
would be consistent with a wide range of theorétitarature; there is certainly no reason to rule
this interpretation out, and if this interpretatiere true, it would have important implications

about the necessity of rationing the use of fonceaunterinsugrency.

But as this section has shown, the pattern in EiguR isalso consistent with a model in
which the effect of attrition is strictly positivgist not uniformly so. It is entirely possible thia
we separated the data on insurgencies into relestdogroups — that is, if we divided cases into
different reference classes — then we would finat ounterinsurgent success rates strictly
increased as a function of attrition. This is atsmsistent with a wide range of theoretical
literature, and it would have very different imglimns for thinking about the wars in Iraq and

Afghanistan and for structuring expectations alollitary strategy more broadly.

This discussion shows how cumulative dynamics mikéficult to interpret even the most
seemingly basic properties of the data, such agsheh@ downward sloping coefficient means
that a policy is counterproductive. (In fact, therm effective the policy is over a subset of the
population, the more steeply we should expect thyulation average ttall as the susceptible

opponents drop out of the sample more quickly.

It is also worth reiterating that the problem heselargely separate from the standard

confounds to causal inference that empirical sehotdten wrestle with. The problem this

® Again, see the appendix for a more formal disaussf this point.
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section explained has little to do with issues likeasurement error, missing data, or reverse
causality. Nor is it related to selection effe¢tse confound does not originate with the way that
policies arechosen- it is in the way that opponentsspondto those policies as their impact
builds over time. Some insurgencies are bound tmbee sensitive to attrition. As this pressure
mounts, these opponents are more likely to concatderhich point the war will stop, and the
“treatment” cannot extend any further. In effe¢tistmeans that the amount of pressure that
militaries can place on their opponents is rightsoged. This problem would exist even if the

relevant policies were randomiz&t.

Thus while empirical methodology is not the maircu® of this dissertation, this section
indicates how a theoretical understanding of thawdative dynamics of armed conflict has basic
implications for thinking about empirical reseaidsign. Moreover, one of the key challenges
in performing this kind of analysis is once aga@alkihg with the reference class problem, as this
section has shown how understanding the way tlifereint cases will respond differently to a
given strategy is an important prerequisite foreang the effectiveness of that strategy on the

whole. The next section will switch gears to talkoat the ways in which this theoretical

19 put differently: techniques like instrumental adfies, Heckman selection models, regression
discontinuity, and matching all attempt to screahselection biases in how policies are applied.
The assumption is that policymakers recognize gggrek of difficulty in each case as they are
making policy decisions, but that they do this infipetly. Thus if we could control for the
decisionmaking process (through propensity scameguments, exogenous shocks, natural
discontinuities, etc.) then any remaining variatioight be plausibly random: in some cases the
policy would be applied too much and in some césssuld be applied too little. But because
military actions generally terminate once they sackt(or fail), it is difficult to imagine a case
where they are ever applied too much. (For exanipd@vernments continue to kill or capture
their opponents after the war is over, then thigeiserally thought to be something very different
from battlefield attrition, and there are entiréadsets devoted to capturing these kinds of
“massacres” or “one-sided killings” as distinct pbmena worth studying in their own right.)
Artificial randomization will not change this prae of the data, and thus it cannot remove the
obstacle to causal inference
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framework can be extended in another directiongisgussing what it implies for public policy

and decision making in fields outside of strategjicies.

Section 6.3. Cumulative dynamics and decision makijnbeyond national security

When Lord Simon (Britain’s Chancellor of the Excheq in the late 1930s) described his
country’s arms race with Germany, he compared Brita a “runner in a race who wants to
reserve his spurt for the right time, but does kmbw where the finishing tape i This
metaphor nicely captures the challenge decision ensakace in dealing with cumulative
dynamics. Even when they believe that it is possiblachieve a desired goal, and even when
they believe they are making progress towards demgt is often difficult to determine how
long it will take and how much it will cost to gétere: the location of the “finishing tape,”

however that goal is defined, can be hard to ptedic

Armed conflict and national security policy offerany salient examples of decision makers
wrestling with these issues, but similar analytialtenges recur in many other areas of public
policy. It is thus worth closing this dissertatibly emphasizing that while military decision
making has been the primary subject matter disdusse¢his work, the underlying theoretical

framework is one that can generalize much more lyitdhan this.

X The quote is from Cabinet minutes cited by WaR2.9
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Scientific programs and the HIV vaccine

For instance, just as with the pursuit of the Higpgson discussed at the beginning of this
chapter, a wide range of scientific research regybatiently pursuing major breakthroughs. One
of the most salient examples from the last sevdahdes has been the global attempt to develop
a vaccine for the human immunodeficiency virus (HIM most respects, there is no similarity
between this initiative and a military campaigrelithe war in Afghanistan. But seen through the
theoretical lens of cumulative dynamics and denisimaking, these topics in fact share

fundamental analytic featurés.

More than 30 million people are currently livingtwiHIV. Every year roughly two million
people die from HIV-related causes, and about tmndBon people will be newly infected.
About six hundred thousand Americans have died r@s@t of contracting the virus. There are
more than a dozen countries in Sub-Saharan Africarevinfection rates are more than five
percent of the adult population, and a handful whiwat fraction is more than one-quarter.
Shortly after the virus was discovered in the ed®80s, developing an effective vaccine
became one of the most high-profile goals in them@dical sciences. In 1984, the U.S.
Secretary of Health and Human Services Margarekldepredicted that this could be achieved

in two years.

12 This section is based on summaries of HIV vacdmeelopment that were published in
scientific journals, including Graham'’s review letAnnual Review of Medici@002),
Desrosiers’s review iNature Medicing2004), Berkeley and Koff's review in thencet
(2007), Dieffenbach and Fauci’s review in thenals of Internal Medicin€011), and
Maurice’s review inLancet World Repoi2011). Statistics are reported from the Joint &bhit
Nations Programme on HIV/AIDS (UNAIDS), whose mostent data is from 20009.
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Of course, this prediction was wildly off the madsg nearly three decades later scientists are
still not particularly close to developing a furetal vaccine. At the same time, it is not clear
how anyone could have understood, ex ante, justditiigult a challenge HIV would present.
For instance, a recent study chronicled more theeethundred vaccines that were developed for
preventing twenty-eight different diseases during twentieth centur}? Almost by definition,
each successful instance of vaccine developmenvlived achieving important scientific
breakthroughs that helped to address major healtbyproblems. Some of these vaccines took
decades to discover; but others were “low-hanging’fthat were obtained rather quickly — and
in any case, science today is far more advanced ithavas just decades ago. In forming
expectations about how long it might take and howcimit might cost in order to develop an
HIV vaccine, there are thus a wide ranges of ref®eclasses to choose from, and plenty of

evidence to suggest that biomedical research ea dlfficult hurdles.

One of the main difficulties in making any predicts about HIV research is that the virus is
in many ways idiosyncratic, which makes it harcktmw how to benchmark current efforts in
light of past experience — that is to say, it isr&xely hard to determine the proper reference
class for structuring predictions about HIV-relatedearch. For example, there were initially no
known examples of humans possessing immunity toitlus. This makes it difficult to develop
candidate vaccines through the standard methoxiamhi@ing potential correlates of protectith.

Since animals do not contract HIV, this makes fti@lilt to gain headway through animal

13 Hoyt 2012.

14 perhaps the best known example is the way thagEtdenner and his colleagues developed
the smallpox vaccine after noticing that milk marsre resistant to the disease once they had
been exposed to cowpox. By observing a protectedlption (the milk maids) Jenner inferred
that their immunity had something to do with beexgposed to cows, and this suggested cowpox
as a potential vaccine.
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researcH® HIV has many known variants, and each of them testaapidly — developing a
comprehensive vaccine thus requires finding somehilfes heel” that holds across the virus’s

multiple forms.

Without any of these rungs to stand on — obsemedunity, satisfactory animal models, or a
common weakness across viral strains — there wagsalno chance of developing a functional
vaccine for HIV in short order. But this is a farycfrom saying that the challenge was
insurmountable. To use the terminology from Chaptdhis simply means that scientists began
developing the HIV vaccine in a Buy-In Phase, wheigreat deal of basic research was clearly

needed before there would be any chance of aclgekeultimate goal.

Chapters 2 and 3 discussed the challenges of fgramd revising expectations about the how
long it might take and how much it might cost ird@r to complete this kind of Buy-In Phase.
These chapters also described how (at least irmihi&ary context) scholars generally assume
that rational decision makers should become mossipestic as they invest increasing amounts
of resources in a policy that does not succeedil&@ignin the case of the HIV vaccine, many
prominent scientists concluded after decades okwiloat their objective might be infeasible.

Richard Horton (editor of the British medical joatihe Lancétwrote in 2004 that

Contrary to the predictions and promises of modD®lexperts, the signs are that a
vaccine to prevent HIV infection will not be fouat, at the very least, several decades
to come — if at all...The sum total of our knowledge about the genebasdpgy, and
geographical distribution of HIV indicates that ga® scientists may have met their
match in this adaptable foe. The reality seemseadhat a vaccine against AIDS is
becoming little more than a pipe dream.

15 Primates do contract “simian immunodeficiency ses’ (SIVs), and scientists do study them;
but strains of SIV and HIV tend to differ in sigeént ways, such that most advances in
protecting primates against SIV have not shown nuiitity in developing a vaccine for

humans.
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Robert Desrosiers (director of the New England Bt@arResearch Center) gave a similarly
pessimistic assessment in that same year, as hectdrized ongoing efforts as little more than
“empirical trial-and-error” or the “continued tasfj of feeble long-shots.” Scientists were at the
time testing at least thirty different candidatessvfaccine development, and all trials to that poin
had essentially failed. But one of the key argumentthis dissertation is that when decision
makers are assessing cumulative dynamics, it intapt to keep in mind that when some
measures fail, this does not necessarily have aayirg on whether other, independent efforts
will be any more or less successful. Though thisselitation has primarily dealt with
contemporary models of “rounds of fighting,” itn®t too much of a stretch to apply this same
logic to rounds of clinical trials. And indeed, iacent years there have been several notable
advances indicating that scientists may in facy@eaing the kind of traction they need in order

to develop functioning defenses against HIV.

In September 2009, a trial conducted across 164{ifjects in Thailand produced an
estimated 31 percent efficacy in preventing HI\ectfon. Though the effect was modest, many
scientists believe it nevertheless indicates m@mgyress as researchers can now examine
distinctions between populations who respond dfidy to the virus. In that same month, other
scientists discovered two antibodies that were ld@paf neutralizing multiple strains of HIV,
indicating potential movement towards identifyiring tiong-sought “Achilles heel.” Meanwhile,
researchers have significantly refined animal medahd in May 2011, some of them identified

a partially effective (but permanent) vaccine tvatks in monkeys.

These developments are all grounds for optimisnaliee they show how some of the main
barriers to HIV vaccine research are gradually ¢petorn down. It is probably appropriate to

think that the Buy-In Phase of this research isrendas scientists now have findings to use in
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designing clinical trials that have positive proititibs of achieving impactful results. As Seth
Berkley (former head of the International Aids ViaecInitiative) recently stated, “We've seen
more progress than ever over the past decade. Theoedoubt in my mind that we are now at a
critical turning point and the pace of progresslearly accelerating.... | can’t predict when the

problem will be solved. But | know it will be'®

At the same time, it is important not to be toogsane about this progress. Previous chapters
have provided many examples of decision makers siumdarly envisioned themselves on the
cusp of success and later proved to be wrong. Amdsearch on the HIV vaccine continues
without success then this will entail genuine cest®th in terms of the time and effort invested
in this research prograand because these investments could have been direstedds other
research that might have produced a better ratetofn. Scientific resources for global health
are limited, and there are many pressing concezsglés HIV: for example, efforts to develop
vaccines for malaria, anthrax, and the avian fluehall received substantial public attention in

recent years as well.

So how should governmental organizations like tif&. Blational Institutes of Health (or non-
profit grantmakers like the Bill and Melinda Gatésundation) allocate their resources among
these programs? These questions raise exactly itius lof analytic challenges that occupy
military decision makers who are deciding how toadte their forces or assessing the benefits
of pursuing certain objectives at all. Most peaghbenot intuitively think of biomedical research
and military planning in the same terms. But thmilgirities in strategic assessment across these

fields should not be surprising, since both fundataléy revolve around estimating how long it

16 Quoted in Maurice 2011: 213.
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might take or how much it might cost to achieveaas goals. In this sense, these fields provide

different examples of the same basic dynamics osam making.

Development assistance

Just as scholars and policymakers discuss the gutssgor breaking “conflict traps” in
warfare, a great deal of research on economic dprednt discusses the difficulties of helping
low-income countries climb out of “poverty traps."The international community provides
about a hundred billion dollars in official developnt assistance each year. Much of it is

intended to help recipients break out of poverys$rand begin a cycle of self-sustaining growth.

There have been some significant success stormswina, for instance, is often cited as a
country that made smart use of foreign aid andrahtesources to maintain one of the world’s
highest economic growth rates for the last fourades. In general, developing countries in Sub-
Saharan Africa experienced an average growth icgeaita GDP of roughly 10 percent per year
from 2000-10. But there are also a number of premimlevelopment failures, countries like the
Democratic Republic of Congo and Ethiopia, whergosrargue that foreign assistance has had
little positive effect, especially for these coussi poorest citizens. And much of Africa’s recent
economic growth has been driven by countries likeda, Equatorial Guinea, Nigeria, and
Sudan, whose advancement has substantially depeodedhdigenous oil wealth. Many

developing countries that lack large industrieseporting natural resources, such as Burundi,

17 see Bowles, Durlauf, and Hoff 2006 and Collier 266 reviews.
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Haiti, Liberia, Tanzania, and Zimbabwe, have notrekept pace with the expansion of the

world economy as a whoté.

How much longer will it take and how much more willcost to help these states develop
healthy governments and economies? And is this @ath feasible at all? This is an additional
set of prominent policy questions that runs up rgjaihe same basic analytic challenges that
were discussed throughout the previous chaptersis Tdn the one hand there are some
economists (most prominently William Easterly andnibisa Moyo) who argue that many aid
programs are misguided and even counterprodudteditating corrupt governments that are
dependent on external funding rather than the kafdself-sufficient systems that donors intend
to facilitate. And on the other hand there are eausts (most prominently Jeffrey Sachs) who
argue that the aid programs are basically wellgiesi, and that the main problem is that the

international community has not providedoughaid.

The contours of this debate resemble the kindssasfgdeements about military strategy that
have recurred throughout this dissertation. Whealing with cumulative processes, policy
disagreements often become mired in seemingly atabde arguments about whether past
failures are more a matter of the concept or thecatton — whether the problem is that
policymakers are pursuing the wrong strategieshat they have not implemented the right
strategies extensivenough And the reason that these kinds of debates erwidely is that
they are only partly about military strategy or momic assistance per se. More generally, these

disagreements reflect the difficulty of analyzingralative dynamics.

18 These figures are from the World Bank’s data UFtie GDP per capita of developing
countries in sub-Saharan Africa grew by an avecd@:6 percent per year from 2000 through
2010. The global average for annual GDP growthcpeita in these data is 5.7 percent per year.
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Section 6.4. Conclusion

There are many other examples one could chooseder do demonstrate how cumulative
dynamics play into broader scholarship and poliepades. As of this writing, related questions
include whether economic sanctions will cause h@rdisable its nuclear weapons program
before developing a functional bomb; how long itllwake in order to develop political
consensus (both nationally and internationally)stop climate change; and how much fiscal
stimulus it will take in order to jumpstart growiththe U.S. economy. These dynamics appear in
other aspects of politics, too, such as competiiamong political campaigns. As columnist
David Brooks wrote during the run-up to the 201&cgbn between President Barack Obama and

the Republican challenger, former Governor Mitt Rey,

Both campaigns fervently believe that more spendé@agls to more votes. They also
believe that if they can carpet bomb swing voteith venough negative ads, then
eventually the sheer weight of the barrage willdm@me movement in their direction.
There’s little evidence that these prejudices ase.tBut the campaigns are like World
War | generals. If something isn’t working, the @wes must be to try more of it.

Though this passage was written ironically, it capé a real connection between decision
makers in armed conflict and many other fields vai@are common struggles in evaluating
cumulative processes. All of the debates reviewedhapter (and many others like them)
involve supporters and detractors who either atpaé¢ previous experience has demonstrated
that some policy will not work, or who argue tha¢yious policies have not succeeded in large
part because they have not been implemented exédpnsenough. This dissertation has
explained why it can be genuinely difficult to evalle the validity of these arguments. In almost

any field, scholars and practitioners wrestle vgtiestions about how long it might take or how
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much it might cost to achieve a particular goalewing these efforts as related attempts to
assess similar dynamics opens up opportunitieski eéstablished ideas across disciplinary lines,

and to bring new ideas to bear on diverse subjects.

In closing, there is another reason why it is int@or to view the study of cumulative
dynamics and policy assessment as a fundamentdlydisciplinary matter. This is because
investing resources almost always involves manadiffigult tradeoffs with the pursuit of other
goals. The U.S. government makes significant imaests in all of the subjects discussed in this
chapter: fighting the war in Afghanistan, findingetHiggs boson, developing an HIV vaccine,
and providing economic assistance. These priordies necessarily competing because they
consume scarce resources, both in terms of taxmofarrs and policymakers’ attention. Any
rational scheme for dividing scarce resources antbage priorities must be based, at least to
some degree, on a sense of how likely these effodsto pay off, and the extent to which

additional investments (or cutbacks) will affeat$lk programs at the margin.

For example, many readers may be uneasy with themthat the U.S. government allocates
about $1 billion each year to developing a vacémeHIV (a virus that leads to the annual death
of roughly two million people worldwide, and thaskilled more than half a million Americans
in total), while it spends more than $600 billioach year on its military. Many readers would
probably support a proposal for shifting a billidallars from the latter to the former, believing
that it would do more good in expectation if theSUgovernment doubled annual funding for
HIV vaccine research in exchange for cutting theuah defense budget by less than one-sixth of

one percent.
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But how do youwrovethat? How would you make an analytically rigoramgument to shed
some light on this issue? And if you cannot makemaalytically rigorous argument, then how
confident can you be in advocating these sortsotity shifts? Howconvincingcan you be in

advocating these sorts of policy shifts?

This is not to say that policymaking is entirelyvén by the kind of rational analysis that has
been the subject of this dissertation. But anallyasto enter the process somewhere, because we
cannot expect government agencies to proposedieitbudgets in disinterested ways. The U.S.
military will almost always demand more resources promoting national security. The
National Institutes of Health will almost always ndend more resources for protecting
Americans in a different fashion. Determining “hawch is enough” in supporting these efforts
is an inherently relative question that requireseasing competing priorities in comparable
terms. The previous chapters have shown that dusaolarship offers limited tools when it
comes to estimating how long it might take or howcin it might cost to achieve important
objectives. The study of military strategy is juste of many fields that will benefit from

continued attempts to examine and rebuild theseeginal foundations.
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Appendix. Formal supplement to Section 6.2

Assume that we are studying a population that easttatified into two homogeneous groups.
These groups respond differently to a particuldicgoOne population of cases $isceptibleéo
the policy, such that as decision makers invesereffort in this policy they become more likely
to achieve strategic success. The second populaficases iRResistantto the policy, so that
investing in these measures does not make it niaely that decision makers will achieve their
intended goal. The size of these respective papuktare proportional t8 andr such that
s+r=1. We can now examine how this kind of heterogenaifgcts the way we might

perceive the effectiveness of the policy we ardyshg.

The discussion will begin by studying a case whéee probability of achieving strategic
success is determined by a linear function of houwchmdecision makers have invested in the
policy; the second part of the appendix will theanegralize more broadly. To help make this
discussion more concrete (and more consistent tvghformal theoretical literature on armed
conflict) it will be framed in terms of studyingeghmpact of multiple “rounds of fighting.” There
is nothing in this discussion which is particulamtilitary strategy however, and this discussion

avoids making any assumptions that should not leeagt to a wide range of subjects.

Linear case

Assume that the probability of defeating susceetidpponents withix rounds of fighting is
Ps(x) = a + Bx, wheref is assumed to be a positive number. The probglifidefeating the
resistant group does not change based on the nwhbaunds fought, so th&;(x) = a. Since
the probability of defeating an opponent must bigvben 0 and 1, we can restrict the analysis to
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values ofa that are greater than zero, and values siich thatx + fx < 1; beyond this point,
there is no possibility of seeing any more susbéptopponents, the population can thus no
longer be mixed, and so there would be no reasdretooncerned about a mixed population

confounding empirical results.

The term P is capitalized here to emphasize that it effetyiveepresents a cumulative
distribution function, much like the ones useddpresent decision makers’ prior expectations in
Chapter 3. Just as a cumulative distribution fuorck (x) represents the probability that a draw
from a random variable will be less than or equalxt the functionP;(x) represents the
probability than a randomly-chosen opponent will@ade in or before the* round of fighting.

In other contexts, we could think @fas representing levels of investment more genemslich
as dollars spent, time invested, or any other inti@x can be expressed in terms of consistent

units.

Within this framework, the probability of defeatiagrandomly-chosen opponent in or before
the xt* round of fighting is9(x) = Ps(x) - s + Pr(x) - . To see that the overall probability of
defeating an opponent is increasingxintake the first-order conditio, (x) = sf. We could
call 8'(x) theunconditional treatment effefdr conducting a single round of fighting. Needles

to say, the unconditional treatment effect is hubitive and constant.

The word “unconditional” is important here, becaitsemphasizes that'(x) is only a good
approximation of the policy as applied to an oppdribat is selected at random from the entire
initial population. As the policy is implementedowever, the population of cases will not
remain the same: as rounds of fighting mount ansc&utible opponents are defeated, they

should comprise a progressively smaller proportbérthe opponents remaining. To see this,
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define s(x) andr(x) as the proportion of Susceptible and Resistanbiogpts that we would
expect to see remaining after roundWe can express these proportions in term& and Py,

while reweighting the results so that they stilinsto 1° By doing this, we find that

B s(1 — Bx)
s() = s(1—-Bx)+r
B r
r(x) = s(1—Bx)+r

Given thats + r = 1, we can also express these functions as

1_
B r
() = 1—px+ fxr

These expressions show how the proportion of Regisbpponentsr(:), should be an
increasing function of botlh andg. (By definition, this means that the proportionSafsceptible
opponentss(+), should be aecreasing function of botk andf.) This is an intuitive result,
reflecting the notion that as more of the Suscéptipponents are removed from the population
(either because they have been exposed to moresairfighting or because they are defeated

at a faster rate), they will comprise a decreapmogortion of the opponents that remain.

19 Note that in doing this we can ignore the ternthis term is common to both populations, and
so even though it reduces the aggregateberof opponents, it does not affect their relative
proportions. If we eliminate opponents from botbugrs with probabilityr, then the remaining
population will be proportional t61 — a)s + (1 — a)r. In order to have this expression sum to
1, we would simply divide byl — ), which would return the proportions ¢andr.
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We can use this information to calculate a new etgt®n for the probability of defeating a
randomly-chosen opponent in th& round of fighting, conditional on the fact thaetbpponent
was able to reach theé” round of fighting in the first place. We could Icthlis theconditional
treatment effectdenotedi(x). We can express(x) as the proportion of opponents in round
who should be Susceptible, multiplied by the proltglihat these Susceptible opponents will in

fact concede in thet" round:

A(x) = s(x) - Ps(x)

The conditional treatment effect for each roundigiiiting is once again strictly greater than
or equal to zer8’ This result is not surprising, as we have assuineed the start that each round
of fighting either raises the probability of defegta Susceptible opponent or else has no impact
on the probability of defeating a Resistant oppondnis only logical that, under these

assumptions, an additional round of fighting wiler lower the probability of succeeding.

This isnot what we might infer, however, if we examined tlaadusing a standard regression
framework. Consider what happens if we were to\stdross-sectional data set of different
counterinsurgency campaigns. If we were to plot éineount of attrition inflicted on each
insurgency on the x-axis, and then the succesailaré of each counterinsurgency campaign on
the y-axis, then our data points would only refléa subset of cases that terminated at each
level of attrition. And when the regression modeis, what it will be estimating is the way that
these subsetshangefrom one level of attrition to the next. This caqgs something that is very

different from the policy’s actual impact.

20 This is because in the current setBf{x) = fx, and the proportion(x) cannot be negative.
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What the regression framework is modeling here aw lthe conditional treatment effect
changes as a function of We can express this function directly with themted(x), and this

demonstrates how misleading the regression modebea

0 0 1-
A@x) =gz A) =aﬁl(_—ﬁfx)
PG -1)
A(X) - (1 _ ﬁXS)Z [1]

Sinces < 1, then the expression here shows that) will always be lesshan or equal to
zero. This means that regression frameworks willags produce a negative slope coefficient
given the assumptions described above. It wouldvéey misleading to interpret this as
indicating that the policy’s impact is negative,vas have in fact shown that this will never be

the case.

Moreover, note that gsincreases, then the numerator in expresgigmill become a larger
negative number, the denominator in expresfigrwill become a smaller positive number, and
thus d4(x)/dp < 0. This means that as the policy becomes more eféecthe slope of the
regression coefficient will actually gdown This helps to demonstrate the basis for the main
arguments in Section 4.3 about how standard reigressodels provide a misleading basis for

analyzing cumulative dynamics in mixed populations.

General case

The discussion thus far has revolved around thengsson that the probability of defeating a

Susceptible opponent is a linear function of thenber of rounds of fighting. But there is of
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course no reason that this need be the case, endiatrth examining what can happen when the

probability of strategic success as a functiomgéstment is either concave or convex.

When P (x) is concave then this will only cause estimated regressiogffaments to decline
at an accelerating rate. Recall that the condititeatment effect is expressed Hg) = s(x) -
P;(x), and that the regression model fits a slope to@bs inA(x), which we can express by

way of the product rule as:

0 , , "
Ax) = - A(x) =5 (x) - Ps(x) + 5(x) - Ps (x)

By definition, s(x) is a positive number, and we have already showanith first derivative is
always less than or equal to zeraPdfx) is concave, this means tHai(x) < 0. This means that
wheneverPq(x) is positive, so that additional rounds of fightingake it more likely that
Susceptible opponents will concede, tl€nr) is again guaranteed to decline. This makes sense
given that a concave success function would inditat each round of fighting eliminates fewer

opponents at the margin.

WhenPs(x) is convexthend(x) can take on a wide range of values, includingpibesibility
that the conditional treatment effect will risesome periods of fighting and then fall in others —

this is the pattern demonstrated in Figure®.1.

%L It may seem confusing to say that Figure 6.1 ssTEs a convex success function given that
the population averages for both Susceptible arsisR#&t opponents are represented as straight
lines. However, keep in mind that in Figure 6.% yhaxis represents the proportion of
opponents that will be defeated in each roundgtiting, whereas in the discussion in the
appendix Ps(x) represents the cumulative probability that opptsenll be defeateeh or
beforeeach round of fighting. This change in notatiofpeéo make the formal discussion in the
appendix more tractable, and means that it is thjighfferent from the presentation in Section
6.2.
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To begin, note that wheP;(x) is increasing and convex, thdiix) will be expressed as the
sum of a strictly negative term(x) - Ps(x), and a strictly positive ters(x) - Ps (x). A(x) will
thus be positive so long §s-1) - s'(x) - Ps(x) < s(x) - Ps(x), and it will be negative when the
reverse is true. Since we can expreés) as a function of andPs, then we can see thafx) is

only positive when:

sPs(X)Ps(x)(1 —s) s[1—Ps(x)]
M—shf B < T epm B
LI 10l Cub MR I WP

[1 = sPs()][1 = Ps(x)]

Expression[2] shows howd(x) will be positive so long a®s(x) is “convex enough” in
relation to several factors. The expression theeefoovides the following comparative statics.
Keep in mind that all of the individual terms ore tleft-hand side of expressi¢a] are positive

and less than or equal tG4.

e WhenPg(x) is smaller in relation t@ (x), thend(x) is more likely to be positivé® This
makes sense becauBgx) represents the proportion of Susceptible insugyefininated in
the xt* round of fighting while P;(x) represents the way this proportigrows from one
round of fighting to the next. If this proportios ielatively small in one round but relatively
large in the next, then this makes it more likélgttwe will see a larger number of insurgents

defeated in round + 1.

%2 This shows again whgs(x) must be convex in order fdi(x) to be positive.

23 This is because the terPa(x) only appears in the numerator of the left-hane sitl
expressiorn2].
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e Whens is larger, themi(x) is more likely to be positiv&. This reflects the idea that

when Susceptible opponents comprise a larger dracf the initial population, then we are
likely to see more of them in later rounds, whdre probability of defeating them is larger
(and thus the probability of defeating a randonfipgen opponent who remains in the

population would be larger as well).

24 The derivative of the left-hand side of expresgidywith respect ta is Ps(x)Ps(x)%(p — 1) -
(1 —p) 1. (1 -sp) 2. Note that one of these ternfp,— 1), is strictly less than or equal to
zero, while all of the other terms are positiveughthe derivative of the left-hand side of
expressiorj2] with respect ta is strictly less than or equal to zero, and tlegjuality is more
likely to hold.
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