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ABSTRACT

We studied the growth of the shell-like radio structure gfesmova SN 1993J in M 81 from September 1993 to October 2068 wi
very-long-baseline interferometry (VLBI) observatiorighee wavelengths of 3.6, 6, and 18 cm. We developed a methacttorately
determine the outer radiuR) of any circularly symmetric compact radio structure susisil 1993J.

The source structure of SN 1993J remains circularly symimetith deviations from circularity under 2%) over almo€i00 days.
We characterize the decelerated expansion of SN 1993Japmtibximately day 1500 after explosion with an expansiaapater
m= 0.845+ 0.005 R « t™). However, from that day onwards the expansidfieds when observed at 6 and 18 cm. Indeed, at 18 cm,
the expansion can be well characterized by the sarmas before day 1500, while at 6 cm the expansion appears moetedgted,
and is characterized by another expansion paranmmaget,0.788+ 0.015. Therefore, since about day 1500 onwards, the radi@sour
size has been progressively smaller at 6 cm than at 18 cmeTimekings difer significantly from those of other authors in the details
of the expansion. In our interpretation, the supernova matpavith a single expansion parametar= 0.845+ 0.005, and the 6 cm
results beyond day 1500 are caused by physiffatts, perhaps also coupled to instrumental limitationo Phwysical &ects may
be involved: (a) a changing opacity of the ejecta to the 6 atation, and (b) a radial decrease of the magnetic field irethiting
region.

We also found that at 6 cm about 80% of the radio emission fr@rbaickside of the shell behind the ejecta is absorbed (euags
estimate, since we cannot determine any possible evolafitre opacity), and the width of the radio shell is B2) % of the outer
radius. The shell width at 18 cm depends on the degree of askabsorption. For 80 % absorption, the width is.$381.7) %, and
for 100 % absorption, it is (38 + 1.3) %.

A comparison of our VLBI results with optical spectral linelocities shows that the deceleration is more pronounceéldeimadio
than in the optical. This flierence might be due to a progressive penetration of ejestabitities into the shocked circumstellar
medium, as also suggested by other authors.

Key words. galaxies: individual: M81 — radio continuum: stars — supeae: general — supernovae: individual: SN1993J — tech-
niques: interferometric

1. Introduction served supernova ever, and particularly so at very highlangu
) ) i resolution. Although initially classified as Type Il (Fippnko et

Supernova SN'1993J was visually discovered in the nearly1gg3) it did not behave like other Type Il -plateau onekr

galaxy M81 on 28 March 1993 by F. Garcia (Ripero & Garcig pemovae. Its light curve showed two peaks separateddut ab

1993). It reachedn,=10.8 and became the brightest supernova,eeks.

in the northern hemisphere since SN 1954A (see Matheson et

al.[2000b and references therein). The relatively smatadise The unusualinitial behavior of the light curve led many mod-

to M81 (3.6 Mpc, Freedman et al. 1994) and the high northeeters to conclude that SN 1993J was the result of a corepsala

declination of M81 soon made SN 1993J one of the best odxplosion of a progenitor that had lost a significant frattbits
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hydrogen envelope, leaving less than one solar mass ofggdro  The SCIM considers supernova ejecta with steep density
in the core. Mass-loss from a massive star through winds waiofiles pe; o r™") shocked by a reverse shock that moves in-
proposed by Hoflich et al. (1983), an explosion of an asytiptoward (in a Lagrangian sense) from the contact surface, and a
giant branch star of smaller main sequence mass with a heliucircumstellar medium (CSM) with density profitlgsy o r=s
rich envelope was proposed by Hashimoto et [al. (1993), asldocked by a forward shock that moves outward from the contac
stripping of hydrogen by a companion in a binary system wasirface § = 2 corresponds to a steady wind). For- 5, self-
proposed by many other modelers. Models of the light curge asimilar solutions are possible (Chevalier 1982b); theirafdihe
spectra (Nomoto et dl. 1993; Filippenko et al. 1993; Schmitidt discontinuity surface, forward shock, and reverse shoeklan
al.[1993; Swartz et dl. 1993; Wheeler et al. 1993; Podsiasiow related, and all evolve in time with the power [&w< t™, where
et al.[1993; Ray et al. 1993; Taniguchi et[al. 1993; Shigeyarh#s the time after explosion ana is the deceleration parame-
et al.[1994; Utrobin_1994; Bartunov et al. 1994; and Woosldgr, which is determined by and s in terms of the expression
et al.[1994) suggested ejecta masses in the range 2;6vth m = (n — 3)/(n — ). In this model, radio emission would arise
only 0.1-0.9 M, in a thin outer hydrogen envelope with an inifrom the shocked region between the supernova ejecta and the
tial radius of several hundred solar radii. The first maximam CSM resulting from the wind of the supernova’s progenitar st
the optical light curve was interpreted as being caused bglsh (Chevaliei 1982a).
heating of the thin envelope and the second maximum by the Radio emission at 2 cm from SN 1993J was detected within
radioactive decay o¥Co. two weeks after the explosion by Pooley & Greén (1993) and
Later studies continued to suggest that a low-mass envelao®n light curves were available at 1.3, 2, 3.6, 6, and 20 an (V
of hydrogen on a helium core was the most likely scenario f@yk et al.[1994). The high level of radio emission from this
the progenitor (Young et al. 1995; Patat et[al. 1995; Utrobgupernova and its high northern declination paved the way fo
1996; Houck & Fransson 1996). The low-mass outer layer afsuperb sequence of very-long-baseline interferomettB()V
hydrogen would give the initial appearance of a Type Il, bet t observations, which started very early on (Marcaide ét@941
spectrum would slowly change to one more similar to that ofBartel et al 1994) and have continued for over a decade. From
Type Ib, as had already been considered by Woosley et al7f198LBI observations, Marcaide et al. (1995b) found a sphdisica
and Filippenko[(1988) for SN 1987K. Following Woosley et alsymmetric shell of width about 0.3 times the outer radiugl an
(1987), we conclude that SN 1993J is of Type llb. Marcaide et al[(199%5a) showed the first movie of the selftaim
The binary system scenario also received support from pgrowth of the shell over one year. With VLBI data from three
supernova photometry of the region, which indicated the-preyears of observations, Marcaide et al. (1997) reportedldece
ence of more than one star (Aldering et al. 1994). According &tion in the expansion of the shell and estimated a valueeof th
Filippenko et al.[(1993), the progenitor was probably a gafn deceleration parameten = 0.86 + 0.02. Combining this esti-
type KO | in a binary system. When, much later, the companionate with the determination of the opacity due to free-fige a
to the progenitor was discovered (Maund et al. 2004), tharlin sorption in the CSM by Van Dyk et al. (1994), we derived a
system scenario received final backing. value ofs = 1.66f8:%2 (Marcaide et al. 1997) in agreement with
Trammell et al.[(1993) and Tran et al. (1997) found optithe values = 1.7 given by Fransson et al. (1996) to explain
cal continuum polarization from SN 1993J at the level of 1%e X-ray emission. However, such a determination of the-fre
and argued that the polarization implied an overall asymynetfree opacity, and hence of the value $fhas been questioned
although the source of the asymmetry was not identified. Thg Fransson & Bjornsson (1998) who instead argued in favor
presence of SN 1993J in a binary system provided a plausibfes = 2 and emphasized the importance of synchrotron self-
source of the asymmetry. absorption. Pérez-Torres et al. (2001) also emphasizedith
Models of early spectra reproduced their overall shagertance of synchrotron self-absorption in the intergieteof
(Baron et al["1993), but had ficulties fitting line strengths the radio light curves.
(Baron et all 1994; Jeery et al.[1994; and Clocchiatti et al. ~ The determination of the deceleration parameter also allow
1995). Wang & Hu[(1994), Spyromilia_(1994), and Mathesofor a direct comparison of ejecta density profiles deterghine
et al. ([2000a) argued in favor of clumpy ejecta. from modelling the emission spectrum. Using NLTE algorithm
An early UV spectrum taken with the HST byfiley et Baron et al.[(1995) derived a value of= 50 shortly after the
al. (1994) showed a smooth spectrum similar to SN 1979C aexiplosion, decreasing to= 10 at late epochs. The latercor-
SN 1980K, both of which were also radio sources. Branch et agsponds (fos = 2) tom = 0.875, compatible with the determi-
(2000) suggested that the illumination from circumsteitéer- nation by Marcaide et all_(1997). Additionally, such a vatide
action might reduce the relative strengths of line feataed mis compatible (for the assumed distance of 3.6 Mpc to M 81)
produce featureless UV spectra. Indeed, the presencecafiwir with the expansion speeds of 14,000 km up to 1000 days af-
stellar interaction could be clearly seen in late nebulese ter explosion (Garnavich & Ann 1994) and of 10,000 km for
spectra (Filippenko et al. 1904, Li etal. 1994; Barbon ef885; days 1000-1400 after explosion (Fransson ét al. 2005). ddlie r
Finn et al[1995) with H lines beginning to dominate the specspectrum at long wavelengths has been studied by PéreasTor
trum. Both Patat et al. (1995) and Houck & Frans$on (1996) coet al. (2002), and Chandra et al. (2004). Fransson & Bj@mss
cluded that the late-time optical spectra could only be pede (1998) proposed a model in which the size of the radio engittin
by a circumstellar interaction, since radioactive decayrsed to region would be discernibly wavelength dependent. Thosg-lo
be insuficient. wavelength results and the Fransson & Bjornsson modebwill
Further support for circumstellar interaction came from thconsidered in Sedt.7.1.1.
early detection of X-rays (Zimmerman et lal. 1994; Kohmura et The expansion of the radio shell has taken place with re-
al.[1994). Those X-rays could come from either the shockedarkable spherical symmetry (Marcaide et al. 1995a, 11997,
wind material or from the reverse-shocked supernova ejettds paper; Bietenholtz et al. 2001, 2003, 2005; Alberdi &
(Suzuki & Nomoto 1995; Fransson et al. 1996), according tarcaide 2005). This result, while complying nicely witheth
the standard circumstellar interaction model (SCIM) fopesy  simplest SCIM, is in sharp contrast with the claims of asymme
novae. try (Trammell et al_1993; Tran et dl. 1997) based on the de-
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tection of optical polarization from the supernova ejeathich published data together with the new data using new analysis
require a ratio of about 0.6 for the radii of an elliptical smi methods that will be described below.
sion model. It is hard to imagine that the ejecta could hagdsu The antennas that participated in all or some of our obser-
an asymmetry and the outer shock front, as delineated by tfsions are: the VLBA (10 identical antennas of 25 m diame-
outer surface of the radio emission, such a remarkable symrner each spread over the US from the Virgin Islands to Hawaii)
try. These characteristics would appear to be inconsistéht the phased-VLA (equivalent area to a paraboloid of 130 m di-
the SCIM. Perhaps, as pointed out by Matheson et al. (2000&neter, New Mexico, USA), the Green Bank Telescope (100 m,
there is no such inconsistency between the early opticalrpol WV, USA), Goldstone (70 m, CA, USA), Robledo (70 m, Spain),
metric observations and the VLBI observations since the tvemd the European VLBI Network includingfiglsberg (100m,
types of observations may probefdrent regions of the super-Germany), Medicina (32m, Italy), Noto (32m, lItaly), Jodirel
nova shell. Bank (76 m, UK), Onsala (20 and 25m, Onsala, Sweden),

Great d€fort has been invested in determining the width of thé/esterbork (equivalent area to a paraboloid of 93 m diameter
expanding radio shell and the valuerofs a function of time af- The Netherlands). The Goldstone and Robledo antennas could
ter explosion by two groups working on independently aaplir only take part in the 3.6 and 18 cm observations. Westerbork
VLBI data. Each group has usedfdirent data acquisition andonly took part in the 6 and 18 cm observations. Tliieaive
analysis strategies. Bartel et dl. (2002) confirmed theldeme array consisted typically of about 15 antennas. The rengrdi
tion reported earlier by Marcaide et al. (1997), but claitteat was each time set to the maximum available rate at that time
the values ofm differ for different expansion periods. Those re256 Mbps), 2-bit sampling, single polarization mode (RGP a
sults were in agreement with previous results from numerica6 cm and LCP at 6 and 18 cm). The synthesized bandwidth was
simulations made by Mioduszewski et al. (2001) using a rath@4 MHz (except at the VLA, where it was limited to 50 MHz).
specific explosion model. Preliminary observational eneto The data were correlated either at the Max Planck Institat f~
the contrary was provided by Marcaide et al. (2005a) and defiRadioastronomie, Bonn, Germany, when the MKIV recording
tive evidence is provided in this paper. After the initialiemte system was used (see Marcaide ef al. 1997), or at the National
by Marcaide et al.[(1995b) of a shell width of30+ 0.1 times Radio Astronomy Observatory, Socorro, NM, USA, when the
the size of the outer radius of the source, Bartel ef al. (680 VLBA recording was used [after 1997 February 2]. We provide
ported shell widths as narrow a205+ 0.015. However, after in Table[1 a summary of the VLBI observations including the
Bietenholz et al.[(2003), and Marcaide et al. (2005b) pregiid rms noise of each of the reconstructed maps of SN 1993J.
evidence of absorption in the central part of the shell eimiss A typical 12h observation cycled between SN 1993J and
Bietenholz et al[(2005) revised their estimates of thelstidth the core of M 81, and observed occasionally 08674 and
to 0.25+ 0.03, consistent with the value reported by Marcaid@954+658. Additionally, we observed a number of sources such
et al. (1995b), and closer to, but still inconsistent wittg tnore as 3C 286 and 3C 48 at appropriate times during each observing
accurate estimate reported in this paper. session for flux-density calibration purposes. Once theetated

The study of SN 1993J has been very important for at leakita were available, we initially calibrated the data with ta-
two reasons: a) for the first time a clear transition from Tlipe diometry information obtained at each antenna partiaiggitn
to Type Ib was observed, thus linking Type Ib (and for that-mathe array. For all data reduction purposes apart from mappin
ter Type Ic) to massive core collapse supernovae, such as Tye used the NRAO AIPS package, and for mapping we used
II, rather than the thermonuclear explosion supernovash as DIFMAP (Shepherd et al. 1995).
Type la; and b) for the first time a long sequence of images fol- We usually started the data reduction by analyzing the
lowing a supernova were obtained to provide detailed inBerm0917+624 and 0954658 data. We used these two sources for
tion on the expansion rate. The results from such monitorifgstrumental calibration (we ran program FRING on data-inte
have lent support to the SCIM initially proposed by Chevaliggrated over the duration of a scan to determine the residal d
(19824l 1982b). However, Bartel et al. (2002) claim to haae dlays which aligned the 16 channels of the IF for 09624 and
tected departures from a self-similar expansion with regiof 0954+658.) After previously reducing the residual fringe rates t
changing expansion rates oveffdrent periods. In this paper, wea weighted mean of zero, we applied those residual delayat#o d
provide evidence contrary to such claims based on our ovan d&bm the whole observing session and, in particular, sest ébr
and on the use of new analysis tools, and support the vabflitynew residual phase-delay and residual delay-rate sokifion
the SCIM model in which additional fine observationfileets the core of M 81, integrating the data over the duration oheac
have to be taken into account. scan and assuming a centered point model for M 81. Finally, we

The remainder of this paper is organized as follows: We firstapped the core of M81 in DIFMAP using, whenever neces-
describe our observations. Then we describe a novel apgptoacsary, phase and amplitude self-calibration. With the mathef
improved imaging and measuring of source size and shelhwidtore of M 81 at hand, we used it as input to programs FRING and
and compare the results obtained wittifelient methods. We CALIB of AIPS to improve the fringe search solution by remov-
give tentative physical and observational reasons for dlitiger ing the contribution of the phases due to the structure oftine
surprising result that the apparent expansion rate at twewaof M 81 from the data stream, and to improve the amplitude cal-
lengths is slightly, but significantly, flerent. Finally, assuming ibration, respectively. The new fringe solution for the quete
the distance to SN 1993J as that obtained by Freedman etdakta set (and for SN 1993J, in particular) is thus referreti¢o
(1994) for M 81, we compare radio and optical results. reference point chosen in the core of M 81. We finally time aver
aged the SN 1993J data over 2 minutes and frequency averaged
2. Observations, correlation, and data reduction over the synthesized band.
Table[1 summarizes all our VLBI observations of SN 1993J at ;
3.6, 6, and 18 cm from 1993 September 26 through 2003 Octo érlmaglng of SN 1993
17. Our early results at 3.6 and 6 cm were published by Magecai@dnce the SN 1993J data had been calibrated in AIPS as de-
et al. [1995@, 1995h, 1997). In this paper, we reanalyzeethasribed in the previous section, the mapping of SN 1993J was
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Table 1. Summary of VLBI observations.

Date Agé Map FluX Map Peak Noise rm§ Radiu$ AT (cm)
(ddmnyyy)  (days) (mJy) (mJy bear)  (mJy beam?') (mas) 36|6 |18

26/09/93 182 78.50 8.91 0.037 0.4880.004 | X

22/11/93 239 57.30 7.32 0.089 0.6280.014 | X

20/02/94 329 51.00 6.52 0.037 0.8180.015 | X

290594 427 41.50 5.24 0.094 1.620.02 | X

20/0994 541 53.40 7.01 0.097 1.250.03 X
23/02/95 697 44.30 5.53 0.090 1.480.04 X
11/05/95 774 41.80 5.63 0.083 1.660.04 X
01/10/95 917 32.20 4.36 0.170 1.920.04 X
28/03/96 1096 31.30 3.47 0.082 2.210.03 X
17/06/96 1177 26.50 2.94 0.110 2.310.04 X
22/10/96 1304 26.10 3.12 0.074 2.610.02 X
2502/97 1430 24.44 2.46 0.085 2.810.05 X
210997 1638 21.75 2.52 0.061 3.290.03 X
18/02/98 1788 21.28 2.28 0.061 3.370.03 X
30/0598 1889 22.24 2.94 0.059 3.480.04 X
23/11/98 2066 20.62 2.30 0.045 3.440.04 X
30/11/98 2073 39.84 4.67 0.050 3.840.06 X
10/06/99 2265 18.05 1.89 0.053 4.260.04 X
22/09/99 2369 17.02 2.03 0.043 4.200.04 X
06/06/00 2627 15.87 2.19 0.066 4.480.06 X
20/11/00 2794 27.72 3.34 0.040 4.980.07 X
24/11/00 2798 14.24 1.64 0.047 4.#40.10 X
14/02/01 2880 13.10 1.37 0.057 4.840.07 X
18/11/01 3157 10.58 1.28 0.048 5.210.10 X
07/11/02 3511 10.36 1.11 0.047 5.870.10 X
17/11/02 3521 16.12 1.80 0.050 6.260.05 X
291003 3867 09.47 1.25 0.046 6.150.11 X

a Age is in days after explosion

b Map Flux corresponds to total map flux density

¢ Maximum flux density per unit beam in the maps

4 Root-mean-square of the corresponding residual maps

® SN 1993J radius (and its standard deviation) as estimated tie Common-Point Method described in the text (see Betand
AppendiXA for details)

f Observing wavelength

completed in DIFMAP. Especial care was taken during the imag v

ing process to avoid introducing any bias that migfeet the fi- 1 =
nal estimate of the SN 1993J radius. Data that had been athalyz RN

earlier, and the results already published (Marcaide 89854, N
1995b/ 19917), were also reanalyzed with this new approach. N

Since the structure of SN1993J is very circularly symmet- 0-5 N
ric, the visibilities, when referred to the center of the mare N
such that the imaginary part cancels out. All the informatio ~
is then contained in the real part of the visibility. We usbid t NN~
property to determine the position of the center of the mah wi uv-radi us
data from day 1889 after explosion (i.e., 1998 May 30; sed¢eTab
[). We chose this map because of its very high quality. Its cenig. 1. Schematic representation of the taper used in our map-
ter, determined with respect to the core of M 81 for this epoching and model-fitting procedures. The dark continuousrkpe
was used for every epoch. For each epoch, we found that tegents the amplitude of the visibilities, while the dasbed
imaginary parts of the visibilities were zero. Since thiadition represents the taper. The point indicated on the dasheddine
was satisfied for every epoch, we concluded that the streicgur responds to the value of the uv-radius such that the tapaeval
mained circularly symmetric and that the center of the stmec is equal to 0.5. We have chosen this value to correspond to the
remained stationary with respect to the core of M 81. middle of the third lobe of the visibility amplitudes. As tka-

To be consistent with the use of a dynamic beam, which wagrnova expands, the lobes will shrink in the uv-plane aiel
introduced by Marcaide et al. (1997) (see also next sectton) taper function, thus increasing the width of the dirty bearthe
avoid a bias in the measurement of the supernova expansiofa#ne proportion as the radius.
similar use of a dirty dynamic beam had to be made during the
imaging process. This use was achieved by tapering the didta w
a Gaussian taper, whose width evolved inversely with thecgou
size. In particular, taking advantage of the azimuthal sgtnyn such that its half value falls at the middle of the third lolh¢he
of the source, we used at all epochs a normalized Gaussien tagsibility function, as shown schematically in F[g. 1.
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Another innovation of our imaging process is the usapproaches to estimating the radius in their attempts terdet
of a non-point source initial model in the mapping procesmine the details of the expansion. Marcaide et[al. (19973 use
Customarily, a point source model is taken as the initial ehocthe average of the radial distances from the map center to the
for imaging of radio sources. However, such a choice is ot tB0 % contour level of the maps for a number of directions. To
best one for the mapping of SN 1993J. Instead, we have takena¢bid a bias in the radii estimates, these authors had cezol
vantage of SN 1993J being rather circularly symmetric tagies the source models with beams proportional to supernova size
a procedure that is objective and very useful in the fine calib to obtain the maps. Instead, Bartel et al. (2000) estimdied t
tion of the visibilities in the imaging process. We now ddéser supernova outer radius (as well as the inner radius) byditin
this procedure in detail. shell model in Fourier space. For this purpose, they assuamed

Due to the circular symmetry of the source and its relativegpecific, spherical, optically-thin source model.

sharp edge, the visibilities display very clear lobes aediitails In this work, we tried to overcome the drawbacks of each

of the source structure are most evident in the second ahehig . . L
; ., ~of the previous measuring schemes. The principal drawbfck o
order lobes. Indeed, the Fourier transform of a perfectiguei str%e procedure of Bartel et al, (2000) was that the estimaezs w

'v?ﬁ:yaic})émglcefxg;eowgw?ardeiglr; Slr: nstl;]cehlgb%asset; ;i?]e Fzrg?o odel-dependent. This drawback became apparent when it was
' 9 found later that the emission from the central part of thes®u

for the first lobe. We can use this circumstance to our beneﬁ :
in the case of SN 1993J since, as noted above, it is rather-cir| greatly suppressed (Bartel etlal. 2002, Marcaide B GbRD

. S ' ) e refined the procedure of Marcaide et @l. (1997) by develop-
larly symmetric, with irregularities being of a small scaler- . .
ceptible only in the higher-order lobes. Thus, if we can gue g new tools that allow for accurate measurements on the sky

the location of the transition between the first and secobhddp lane, while keeping the measuring scheme model-indeménde

then, using only the data from those two lobes, we can adopt Before describing our method in detail, we illustrate ittwit
for self-calibration a perfectly symmetric model, whichshits two simple one-dimensional cases: (a) We consider a uniform
first-to-second-lobe transition at roughly the same poinfat  source whose emission intensity is nonzero forrat R and
the data. We can thus use the data that correspond to the fieso forr > R (that is, the source is the equivalent of a disk
two lobes for the initial phase self-calibration, ignoritig data in 2 dimensions). We convolve this step-function sourcenwit
corresponding to higher resolution. This self-calibratidth the = Gaussian beams offtierent widthsg, such that in every case
program SELFCAL will force the data to have 0 phase for thie much smaller thaR. After convolution, all resulting functions
first lobe andr for the second. Given that the solutions obtainedill cross atR at half the height of the step function. Thus, the
will be antenna dependent, a new self-calibration step, mew crossing point of the resultant functions exactly deteemithe
ing all the data, will clearly define the locations of the rémirag  source radiu®R. (b) Secondly, we consider a narrow “boxcar”
phase changes (from 0 9 or viceversa) for higher resolutionsource, that is, a uniform source whose emission is nonzgyo o
data. over a narrow region just short of its outer edge; R (that is,

We note that the quality of the initial guess in the locatiothe equivalent to a thin shell in 2 dimensions). If we coneolv
of the transition between the first and second lobes, andghe this model of the source with the Gaussian beamdescribed
of different models for the initial self-calibration, are not dalic above, we find that the center of the resultant function will a
to the procedure. The former is true because near the null thest coincide withR, but the position of the outer half-power
phases are ill defined in all cases, while the latter is treabgse point will be larger tharR.
the procedure has to do with phases, and is therefore itisensi

to the amplitudes of the model. We verified the correctness rcr)1fo (Ij::lrsa(:ne-(ilwbeonsclgp,acl):cﬂo%?rll|rg;)bnt2tv;(reaetr)lktaht%etlﬁgveatlexé;ecr:}e
the previous assertions. In practice, we used a simplediumiy 9. X wi P valu

bright) disc model for the initial self-calibration of the in ¢ ((Natis, the equivalent of a thick shell in 2 dimensionsg), u
the first two lobes. ing the outer half-power point of the resultant function &get-

After self-calibrating the phase data, we proceeded in thane the radius R would give a resuitR. The ratio /R would

usual way of mapping, using iterative low gain CLEANing anéemaln constant provided the model maintained its funefion

ST : . hape while changing R (self-similar change) and proviged

phase self-calibration a number of times. As a final step,pve .

plied amplitude and phase calibration for every 30 minuifesagham‘:]ed fractionally the same amount as R.

data. This latter, intermediate, one-dimensional model illatds

In Fig.[2, we show the contour maps for observations matlee idea of the Marcaide et al. (1997) method: use of dynam-

in or near October of every year. These maps are represantaital beams to reconstruct the SN 1993J images before measur-

of all the maps we have reconstrudied ing their sizes at the 50% contour level. While each of the siz
measurements might be slightly biased, the expansion mezhsu
will not be biased provided that the shape of the source éoniss

4. Measurement of the radius of SN 1993J does not change with time. Since the central absorptiom(fou

later) in SN 1993J appears to have been strong at all times, th

expansion results given by Marcaide et al. (1997) are likely

The circular shape of the images of SN 1993J facilitatesasle t b nearly unbiased. The expansion measured with Bartelst al
of defining a radius. Even so, since an accurate value of the faethod (fitting a model to the visibilities) is likely to bessied
dius of SN1993J at each epoch is crucial to study the deta§i§ce use of an incorrect model (optically thin, without treh
of the expansion, especial care has to be taken in the estinftsorption) will bias each measurement of the radius, &etyli
of the radius. Before we describe our present approach, vee n & time-dependent manner as the amount of the visibilitg-si

that Marcaide et al[ (1997) and Bartel et &l. (2000) todtedént lobes involved in the fit changes as the source grows in she. T
) ) Common Point Method described in the next section has, # thi

1 Color maps can be found in the following web pagefespect, the same advantages as the method used by Marcaide e
http://www.uv.es/radioastronomia/SN1993]-10yr-AA89.jpg al. (1997) but is more accurate.

4.1. Introduction
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1994 1995 1996 1997 1998

1999 2000 2001 2002 2003

Fig. 2.Maps of SN 1993J at 6 cm corresponding to epochs in or neab@cévery year from 1994 through 2003. The FWHM of the
circular beam used to reconstruct each map is shown in ther left corner. Contours correspond to (10,20,30,40,50(680,90)%

of peak emission (see Table 1). Tick marks are in milliarosés (mas). One mas in each map corresponds to approximately
3500 AU.

4.2. The Common Point Method 25

Given a map of SN 1993, if we azimuthally average its bright-
ness distribution we obtain a profile similar to that shown in
Fig.[3 (solid line). For maps corresponding to the same model
but reconstructed with beams ofiirent sizes, dierent profiles
will be obtained. However, if those profiles are superimpdse
each other we find that they cross approximately at two pgasts
shown in Fig[B. We call “outer common point” (OCP) the outer
approximate common point for all profiles. (We take the name
of the method from this characteristic.) We use the radisd di
tance of the OCPXocp, as an estimate of the source radius. We 1 2 3 4 5
call “inner common point” (ICP) the inner approximate commo Radius (mas)
point for all profiles. The position of the ICR;cp, is related to
the inner shell border. Fig. 3. (Solid line) Profile obtained azimuthally averaging the
In practice, we reconstruct a map using a beam of size (filap obtained at 6 cm from observations made on day 1889 after
width at half maximum, FWHM) equal to half the source radiugxplosion (see Fif. Al1(a) in Appendix A) for a convolvingioe
Xoce, and iterate until the estimate of the source radius changége of 1.74 mas. Tick marks are in mas (X axis) and in mJy
fractionally in an iteration by less than 0.01; three itienag are  Mas? (Y axis). Ymax is the value of the profile at maximum and
usually sifficient to determine the source size. The final estimale is the value of the profile at the source center. The dotted
of Xocp is our CPM estimate of the source size. The uncertain®nd dashed lines are profiles obtained in the same way bug usin
in this estimate is assumed to be related to the lack of @irityl convolving beam sizes of 1.92 and 2.1 mas, respectively. The
of the source (see AppendiX A). three p.rofiles cross at two points;. thg position of the outer o
The whole method relies strongly on the properties of tH&oce) is taken to be the source size in the CPM; thigedence
outer common point. Because of this reliance, we included ¢tween it and the inner on¥dce - Xicp) is taken to be related
AppendixA a mathematical description of the method and df® the shell width of the source.
tails about how the method works in practice.

10

a1

Flux density (mJy mas Y

class of models consists of an optically thin shell, and tiheo
consists of an optically thin shell with the emission fronmimel

the ejecta suppressed by absorption. Furthermore, forcash
Simulations can be used to investigate the biases in thelsize we considered in our simulations 3igirent shell widths: 0.25,
termination with the CPM. The number of simulations can B&30, and 0.35 times the outer radi&s, The relevant informa-
reduced considerably by taking into account what is alreatign in each case can be extracted by considering 4 significan
known about the source emission structure. Previous VLBI opoints in profiles such as those in Hig.\3:x, the value of pro-
servations provided strong support to a shell-like stmgctiithe  file at maximumyy;, the value of the profile at the source center;
emission, although there is not as yet agreement on the tizeX@p, the radial position of the inner common point; aXeke,

the shell width (Marcaide et al. 1995a; Bartel efal. 2000)efe the radial position of the outer common point.

is also evidence that part of the emission from an otherwigie o~ Xocp i our estimate of the model radius. Is this estimate un-
cally thin shell is suppressed (Bartel et/al. 2002; Marcaidal. biased? No. Itis biased by a factor that is model dependabteT
2005b); it appears that the emission from the part of thd beel [2 shows the ratio 0Kocp and the true radius for each model in
hind the ejecta is very much absorbed. Hence, we consideced pur simulations. Two more ratios carry significant inforioat

classes of models to test the accuracy and bias of the CPM. @beut the model structure: the ratip= Y:;X gives an indication

4.3. Considerations on the use of the Common Point Method




J.M. Marcaide et al.: A decade of expansion of SN 1993J 7

Table 2. Biases in the size determination. 6 cm, but not the 18 cm data. The fit shown was obtained us-
. . . ing the fitting procedure implemented in the program Gnuplot

£ Absorptior? | R/Xocp ° (Mathematica gave the same result). Our weighted leastasjua
ggg ¥E§ gg;g fit of thg supernova radiurR as a function of time has 4 param-
0.25 YES 0.961 eters since we used the functional foRw« t™, and allowed for
035 NO 1012 two regimes of expansion, each with its own val_ue fior\We
0.30 NO 0.995 thus estimated two values of, the epoch of transition between
0.25 NO 0.977 these two regimes (“break-time”), and the radius of the supe

nova at this break-time,. The reduced chi-square of the fit, for
a ¢ refers to the shell width in units of the source radius (il the standard errors estimated with the CPM is 0.1. Hence, we
shell width) of the model. divided each of these standard errors by the square-roehdbt
P Absorption refers to a blockage of all the emission comiogfthe obtain a reduced chi-square of unity. The estimates in Cof. 6
part of the shell behind the ejecta (see text). Table[d are shown with these re-scaled uncertainties. Tdstise
¢ Ratio of model source siz&, to size determined with the CPM, mates and standard errors, which in part account for therdepa
Xocp- tures from circularity as explained above, indicate thatrédio
supernova image remains circularly symmetric over tengyear
with departures from circularity at the level of 2% or leseds
of the absorption. The larger the absorption the smaflexill  AppendiXA.3 for details.)
be. Given thatY,y is less sensitive tha¥i, to the absorption, a
smallerY. implies a smallep;. The ratiop, = % gives an
indication of the shell width.

The data at 3.6 cm were only available at early epochs (see
Table[1). Thus, it is only in the 6 cm data that we see a break
in the expansion rate. The 3.6 cm data in Table 1 are consisten
with the 6 cm data. In Fidl4, the dashed line indicates arapxtr
4.4. Measurements in Fourier space olation with the time dependence determined before thekbrea

) _ ~Itis remarkable that the 18 cm data are consistent with sach a
In the next section we present our results obtained with te®pansion in sharp contrast to the data at 6 cm, which require
CPM. To compare our results with those of other researchesgynificantly diferent expansion rate. The ratio of the sizes at 18
obtained using a Fourier analysis, we also analyzed ouridatam to those at 6 cm thus evolves after the break #%057:0.016
Fourier space. For completeness, we describe the Fouagf-an, By day 3500 after the explosion, the discrepancy between th
sis scheme that we used. size estimate at 6 cm and 18 cm is about 0.4 mas, i.e., about 7%.

Since the imaginary part of the visibility was always nearly ) ) ]
zero, because of the circular symmetry of the source streictu  We also modelled the expansion curve obtained by applying
and to our choice of the phase center, as explained inSeee 3,the CPM to the phase-referenced images of the supernaa, (i.
used only the real part in fitting. The data were weightedgiain Without any self-calibration) and the results obtainedtatally
taper (shown in Fid:]1) to downweight the data from noisy longPmpatible with those using self-calibrated images. Weaiobt
baselines and avoid any significant change in bias as theesouf: = 0.845+ 0.007,m; = 0.799+ 0.020, andtprea = 1500+
size increased. The model used to fit the data was an optic#fj0- The scatter in the data around the expansion curve and th
thin shell with total suppression of the emission from behinParameter uncertainties are larger.
the ejecta (see AppendiX B). The free parameters in the model

™ . . o The use of size estimates from model fitting to the visileiiti
fitting were the source’s total flux density, the source’suadnd

(using the model described in Appendix B with the fractional

the shell's width. Since in our case the real part of the Wigfb gy, \yidith fixed to 0.3) also results in fitted parametersohhi
also has circular symmetry, we azimuthally averaged theidat _ very similar. In this case, we obtain = 0.88 + 0.05,m, =

Fourier space to increase the SNR of the data. The averaging#ggi 0.017, andtyex = 2250+ 300. We notice again that

made using bin sizes that scale inversely with the SOUr@ sigq oo -ameter uncertainties are in this case also largettiose
and thus always sample the visibility in the same manner (

AppendixB for details). Shtained using the CPM with the self-calibrated images.

A simultaneous fit to source radius and shell width does not We repeated this procedure using the values 0.25 and 0.35
usually yield estimates with low uncertainties and low eerr for the fractional shell width. The results for the threecfranal
lations between fitting parameters in cases of low flux dgnsihell widths are shown in Fi¢l 5, normalized to the estimates
and relatively poor UV-coverage (i.e:? does not then have aobtained with the CPM. The results shown in the figure are fur-
sharply defined minimum). In these cases, we fixed one paratimer evidence of the consistency of the results obtainell alit
eter and estimated the other. First, we fixed the shell witith (methods.
values that will be given below) and fit the source radius, and _
later we fixed the source radius to the value obtained with the FOr each value.of the shell width of the source model, the ra-
CPM and fit the shell width. We used the Levenberg—Marquar#f Ryit/Repm remains rather constant, showing a scatter with a

; ; : tional standard deviation of only about 1%. The sigaifice
(e.g., Gill & Murray[1978) non-linear least-squares tecjugi, as " ACtION Y : SN
implemented in the Mathematica 5.0 Package (Wolfram 2003 f the diferent values of the ratio will be discussed in Secil. 6.1.

ere, we note only that this constancy in the ratio is tantamo

to a replication via fitting of the expansion characterssteter-
; mined with the CPM and shown in F[g. 4. We should add that the

5. Expansion of SN 1993 CPM determines a smoother expansion than the method based
The analysis of all the images of supernova SN 1993J with tbea model fitting, since the scatter in the expansion detegthin
CPM yields for the supernova radius the results shown in€Talwiith CPM estimates is smaller than with model fitting estiesat
[. Figure# plots those results against time elapsed simcexth (the unweighted reduced of the fit of the supernova expansion
plosion. We also show in Figl 4 a single fit to both the 3.6 angsing CPM estimates is 17% lower).



8 J.M. Marcaide et al.: A decade of expansion of SN 1993J

A Decade of Expansion of SN1993J

_ 0.788 + 0.015
r=rp ()

Myr = 2.94 4= 0.35 mas
ty, = 1500 £ 300 days

SN1993J Radius (mas)
w

_ 0.845 + 0.005
r=rp, ()

500 1000 1500 2000 2500 3000 3500
Time (days)

Fig. 4. Expansion of SN 1993J over a decade, measured from the éstimiate of explosion. Filled circles represent 3.6 and 6 cm
data and empty circles 18 cm data. The continuous line quourests to a model in which two power laws, one before and ome aft
a break pointty,, are fit to the data. The model predictions from the power lafotet, have been extrapolated beyond the break
(dashed line) to compare with the 18 cm data which were nat imstine fit.

1 sion appears absorbed in the central part compared to the emi
sion expected from an optically thin shell. Here we preserra
0.98 data analysis to show that this is indeed the case.
Ryt 0.96 We estimatedXcp, Xocp, Ymax andY; and, f_ror_n themp;
R andp, (see Secf_413) from simulated shell emissions as well as
0 o from our maps. The shell emission that we used in our simula-
' tions are of two types: (1) emission from an optically thirksh
0.92 and (2) emission from an optically thin shell with a centrad a
sorption that totally blocks the emission from the backsitthe
shell out to the shell’s inner radius. This blockage couldlibe

1000 1500 2000 2500 3000 3500 to absorption of the synchrotron radiation by the ionizestt
Age (days) in the line of sight.

Fig. 5. Comparison of estimates of the supernova radius at 6 cm In the simulations, we used three values of the fractional
obtained using the CPM and a fit to the visibilities with thghell width. The values were centered on the estimate giyen b
model explained in the text. The ratio of these estimatdsdsa Marcaide et al.[(1995a). For each value, we considered the tw

for 3 different fractional widthsz, of the shell model. types of emission described above, namely, with and without
central absorption. Tablé 3 shows the rajiesandp, for these

simulations. We then determingd andp, from our observa-
tions. The results are shown in Fig$. 6 &hd 7. We obtain the fol
lowing mean valuesy; = 0.51+ 0.13 ando, = 0.41+ 0.03 (all
6.1. Central absorption uncertainties quoted in this paper are standard deviajions

6. Emitting region

Marcaide et al[(1995a, 1995b, 1997, 2005b), Bartel €t D02 A conclusion can be readily drawn from a comparison of
2002/ 2007), Bietenholz et al. (2003, 2005), Alberdi & Madea these mean values with the values given in Table 3. The values
(2005), and Rupen et al. (1998) argued in favor of the radis-emof p; for the models without absorption and with absorption in
sion of SN 1993J originating in a shell. The determinatiothef Table[3 are included in the ranges 0.75-0.80 and 0.52-0e54, r
details of the emitting shell has beerfdiult. Bietenholz et al. spectively. The observational result clearly favors theletavith
(2003, 2005) and Marcaide et &al. (2005a) suggest that the-enagibsorption and supports the results published earlier.
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Table 3. Computed ratiop; andp, (see text) for dferent shell

emission models.
R = Xocp

& Absorptio® | p1 p»
0.35 YES 054 044 0.4
0.30 YES 0.52 0.46 )
0.25 YES 0.52 0.47 Eq [R=0.95%c
0.35 NO 0.80 037 o 3
0.30 NO 0.78 0.39

0.25 NO 0.75 0.41
® Defined in TableP. 1000 1500 2000 2500 3000 3500
b Defined in Tabl&D.
Age (days)
1 Fig. 8. Fractional shell widths versus supernova age. The widths
are determined from 6 cm data by fitting the visibilities as ex
0.8 plained in the text. The source radius is fixed to the value es-
timated with the CPM (stars) and to 95% of this value (filled
0.6 squares).
A
0.4
0.2
0.4
1000 1500 2000 2500 3000 3500 é ++¢ ++ +
Age (days) 3 fit + + + +
Fig. 6. Estimates of a measure of the central absorption (see text) 0.3 +
as a function of time.

1000 1500 2000 2500 3000 3500

Age (days)

Fig. 9. Fractional shell widths vs. supernova age. These widths
M are determined from 6 cm data (filled circles) and 18 cm data
pz 0.4 (empty circles) by fitting the visibilities as explained hettext.

For consistency (see the text), the source radius is fixe b0
0.3 times the value estimated with the CPM.

the source radius with the CPM to correct for them and to use
the corrected R values in the model fitting. For instance aa bi
of 5% in the source radius would translate into a decreadeein t
Fig. 7. Estimates of a measure of the fractional shell width (séectional shell width from 0.4 to 0.3, as shown in Hig. 8.
text) as a function of time. As we can infer from Fid.]5, estimates Bfj; with the frac-
tional shell width fixed at 0.25, 0.30, and 0.35, yielded un-
weighted, average values of the raRg:/Rcpy of 0.93, 0.95,
For estimating; andp, we used only maps correspondingind 0.97, respectively, with an standard deviation of MGssich
to a source size larger than twice the beam of the interfef@mecase. As mentioned earlier, when we study the bias in the-dete
to ensure good shell resolution in the maps. For this reagen, mination of the source radius with the CPM, using models of
did not use the first 5 epochs of Table 1. different widths, we obtain the results shown in Table 2. By re-
quiring consistency, we find from Tallé 2 the bias in the model
. corresponding to the ratiByj;/Rcpym determined for that same
6.2. Shell width model R and Xocp in Table[2 correspond t&si; and Repy,
The shell width can be estimated as explained in £edt. 4 deTo respectively). This consistency in the model with absorpis
gin, we fixed the source radius to the value determined with thbtained only for a fractional shell width of 0.35, which lgie
CPM, even though we knew that this value is biasetedéntly a 2.5% bias and a rati&j;/Rcpm 0f 0.97 + 0.01. For the mod-
depending on the true shell width, as illustrated by the kimu els with shell widths 0.30 and 0.25, the corresponding \sdue
tions presented in Tablé 2. That is, we used the vXlgte as a 3% and 095+ 0.01, and 4% and.03+0.01, respectively. These
first approximation to the value R. The estimates obtainethio pairs of values are not as consistent as the pair correspg i
fractional shell widthg, were roughly the same for all epochs athe value 0.35 for the fractional shell width.
shown in Fig[B. The average estimate is 0+40.04. We took another redundancy step in this testing: we gener-
However, to obtain a reliable determination of the fraction ated visibility data for conditions similar to the obseivatl
shell width we had to know the biases in the determination ohes using a fractional shell width of 0.35. Then we executed

1000 1500 2000 2500 3000 3500
Age (days)
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the previous procedures to determine the values of thesratibl.1. Synchrotron mean-life of electrons
gﬁgtéRgrP]'\é Ougg\gTrr]r;o\?;Lsegvggtgﬁgg?g?:hsehg%lmvt\ggs (\)Af/e?éZSWe excluded an explanation based on the mean-life of the
0.94. 0.96. and 0.98 respectively. In all cases the un!i)’gm’las emitting electrons. In principle, if electron acceleratioccurs
about 0.01. These estimates are very close to the values etth N€ar the contact discontinuity, the electrons that emitain
tios that we obtained using the real observations and trase s (1:7 GH2) should travel further out than the particles tmait
models 6 cm (5 GHz) since their mean-life should be longer. The prob-
The conclusion seems inescapable: the fractional she!lhwidem .W.'th. this explangtlon is that the mgan—llfe of all .Of thos
of a model (with total absorption of emission from the shel r relgtg/lgg? eIeth‘ronhs IIS fakr tlcg)?g)ng. US|tr_19 t:\e equatld?_n%s 1
gion behind the ejecta) most compatible with the data is,0.353" = 'rt(')ml fac olczy (_ SG)HWEGGS imate all me?hn-| do
with the estimate of the outer radius of the shell being aboYft 0" @ critical irequencye = z( cm waveieng ) and a
0.975 times the estimate provided by the CPM. As a final rBlagnetic fields = 0.1 Gauss (corresponding tq)a supernova age
finement to our determination of the fractional shell widkre Of 1500 days according to Perez-Torres ef al. 2001). Thiarme

e estimate for all oo deta using 2 a soure s 048 519 90 10 1 0% SoTPae M e e e
times the estimate. The results are shown in[Rig. 9. ) :

weighted mean of these est_imates of the fraction_al width @;ﬁﬂgfggﬁ:ﬁgﬂe@ gt;?agﬁsa?\r/]v:vgggn?rsl?dne(]égn%?nﬁgmitt
0.359+0.019. The corresponding results that we obtained for tie>" It based on th lif f%h p'tt' I o
18 cm data are also shown in Fig. 9. In this case, the weigh{(%%'on' was based on the mean-life of the emitting elextyo

. : . ; : ; they assumed that the emission would be generated in the
g‘ee;?g'ﬁtgsgge?'gtlfé'::nnﬁ’lmg% ;htaé E:hrﬁ fractional width mlghtneighborhood of the forward shock. Their mechanism can be

discarded on the same grounds as was ours.

7. Discussion of results 7.1.2. Radially-decreasing magnetic field in the shell

7.1. Supernova expansion At present, there is no strong theoretical justificationdosider

In the previous sections, we presented the analysis of dar d& Magnetic field dependence on distance from the constant dis
To determine the characteristics of the expansion, we agtitn continuity, |n§|de the _supernovashell. However, th.'s. d‘f?%‘ce.
the source size for each epoch using two methods: (1) the COfj distance is plausible, because the field amplificatiorhinig
described in SecE4.2, which uses the map of the source in {ﬁ e place in the turbulent regime next to the contact diseon
analysis; and (2) a fit of a model directly to the visibilitidhe Y (e..g., Chevalier & Blonc_iln 1995). With t_h|s motivatiowe
results obtained by the two methods are consistent. HoweggSider, for example, a linear decrease in the magnettt fiel

the CPM is more precise than the fit of a model to the visibil¥!th otl_lstanlce from the cong;lct dlsc?nt!nwty flilnd Imdaﬁgf ob-
ities, and in the latter, one must use an a priori model. In alé rvational consequences. Our conclusions will not cataiely

case, the results are consistent to within 1% if the bias @enw dePend on the particular shape of this decrease. Thus, wmass

the two determinations is taken into account. The detertioina 0" the magnetic field the expression
of this bias, and its constancy in time, is shown in Eig. 5. §hu D
the measured expansion rate is the same for both methods. Bfle) = Bc x (1 - )
results, shown in Fid.l4 for the 6 cm data, are from the useef th
CPM. As already discussed in Sddt. 5, a break in rate at abaereD is the distance from the contact discontinuByey is
day 1500 after explosion can be readily seen in[Hig. 4. The gke maximum range of the field, which cannot exceed the dis-
pansion indexmn before that break takes the valu845+ 0.005 tance to the position of the forward shock, aagdis the mag-
and after the break 88+ 0.015. Remarkably, the 18 cm datanetic field at the contact discontinuity, which has been ehos
do not follow the 6 cm data after the break. Rather, the formsuch that the average magnetic field over the emitting reigion
seem to fall where one would expect for a prediction based 0r057 Gauss for day 3200, as suggested by Pérez-Torres et al
the value of the index before the break. (2002).

The 18 cm data depart significantly from the 6 cm data. The We consider two models, which have in common the essen-
difference of the expansion indices 997+ 0.016, that is, the tial ingredient of a radially decreasing magnetic field. Tingt
ratio of the source size at 18 cm to the size at 6 cm evolvesia ti one concerns synchrotron aging of the emitting electrodstaa
ast00570016 A physical model of the source emission shouldecond the finite sensitivity of the interferometers. Wecdbs
explain this evolution. We propose models for which the 18 ceach of them in turn.
data systematically depart from the 6 cm data. Then, we siscu  Synchrotron aging translates into a deviation of the ebectr
our results for the shell width. energy distribution from the canoniclll « E~P distribution at

A straightforward interpretation of these unexpected axpahigh energies. Chandra, Ray, & Bhatnagar (2004) suggegted s
sion results states that at the longer wavelength the eqité- chrotron aging in SN 1993J, based on their observed radim spe
gion extends to the outer shock front in the mini-shell mpdatum. We should note however that this suggestion is not sup-
while at the shorter wavelength the emitting region is pesgr ported by the work of Weiler et al. (2007).
sively radially smaller and therefore appears to grow abvaet If we assume emission within an optically thin medium, we
rate than the radius of the outer shock front, tfe& becom- can compute for a synchrotron-aged electron populatioa (se
ing discernible after a given epoch, in our case about 1598 d&ppendix Q) the 2D image corresponding to the emission pro-
after explosion. In other words, the size of the emittingaeg file in Fig.[I0 for each of the radio wavelengths. For each wave
should be wavelength dependent. We have attempted to phgsgth, the profile corresponding to the azimuthal averddieeo
ically model this wavelength dependence; in the process, @B image, convolved with a Gaussian beam, is shown in Fig.
eliminated one possible physical explanation but idewtifieo [I1. We apply the CPM (see SeCi]4.2) to estimate the size of
other promising ones. each image.

1)

max
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(b)
0.8 \
Fig. 10.Radial emission intensity profiles at 6 cm (solid line) and 0.6
18 cm (dashed line), using a linear radial decrease in the mag |
netic field and a synchrotron aged electron energy distabut 0.4

(see text). Each of the profiles is normalized to its corragjg
emission at the contact discontinuiBy.is the distance from the
contact discontinuity in units of the source radius.

Fig. 12.Radial emission intensity profiles at 6 cm (solid line) and
18 cm (dashed line) normalized to the emission at 6 cm at the
contact discontinuity. The horizontal lines (6 cm, thickdéne;

18 cm, thick dashed line) indicate realistic noise leved¥fgr a
constant magnetic field in the emitting region; and (b) fanadr
radial decrease in the magnetic field (seelEq. 1). A synametr
aged electron energy distribution (see [Eq] C.4) was usedtin b
cases. D is the distance from the contact discontinuity itsurf

the source radius.

Fig. 11.Profiles of the azimuthal averages of the maps obtained ] ] . )
from the radial intensity distributions shown in Fig] 10 mai- at 6 cm than at 18 cm for a linear radial decrease in the magneti
ized to the corresponding intensity at the source centerufiits field, but not for a model with a constant magnetic field (Fig.
for the x-axis are normalized to the source size. As in theiprelld(a)). Both intersections also occur at smaller valued &ér

ous figure, the solid line corresponds to 6 cm and the dashed IFig9.[12(b) than for Fid. 12(a).

to 18 cm. The dots shown in the enlargement correspond to the As indicated in Figl_Ti2(a), for a constant magnetic field the
outer common point of each profile. realistic noise intersection for both wavelengths occupsacti-

cally the same value of D. Hence, the measurement of theesourc
radii in the maps corresponding to those source emissiendint

Clearly, as in Fig[I0, the profile reaches a given level &fty profiles would be practically ufi@cted by the noise. (Note
intensity further out at the longer wavelength, thus insiegithe  that the profiles at 6 and 18 cm shown in figl 12(b) are the same
size estimate of the CPM by about 0.5% over the correspondigin Fig[10, but appear toftér only because the emission at
estimate at the shorter wavelength. This increase fallgt stio POth wavelengths was normalized to the 6 cm emission level. F
the observational result by a factor of 4, but it does go in tfiée model considered, the source emission is stronger ah18c
right direction. A steeper radial drop in the magnetic fiellid  than at 6 cm.) For unrealistically large noise levels (eelarge
decrease the shortfall. For example, an exponential drapdvofraction of the source flux density per beam), figfence in the
decrease it by about a factor of 2. A possible high-energyftutsizes at the two wavelengths would in principle also be eetic
in the relativistic electron distribution would also cdhtite in  able, but in practice at those noise levels we would not eeen b
the same direction to yield a size estimate larger at 18 cmaha able to reconstruct the VLBI maps withféigient quality to de-

6 cm. tect the &ect we discuss here.

A consequence of the previous explanation is that there For a magnetic field that decreases radially (Eig. 12(b}), th
should also be a fierence in the size estimations between 6 arfi@urce emission above the noise extends to a larger D at 18cm
3.6cm, although the fference should be smaller than that behan at 6 cm. Therefore, the source radius would also be smalll
tween 18 and 6 cm (see Eq.C.3 in Apperidix C). We do not fid 6 cm than at 18cm. Theftrence in the size estimates be-
such a diference in our own data. However, our data at 3.6 chyeen 6 and 18 cm at day 3200 (see previous subsection) i abou
are restricted to the earliest epochs and do not overlapaeaty 2% and has the “right” sign.
with the data at 6 cm.

The limited sensitivity of an interferometric array enhasc ; ; ;
considerably the dierence of the source size at 6 and 18 cnz,'l'g' Changes in the opacity of the ejecta
if measurable. Indeed, as shown in Higl 12(b), which is an efke dfects considered in the previous sections may account for
largement of the outer region of F[g.]10 but where both tydes some of the dferences in the expansions observed at 6 and
emission are normalized to the 6 cm emission at the contact di8 cm. However, thesefects seem to be inflicient to account
continuity, the intersection of these curves with a reiglisbise for a 4% diference in the sizes at day 3200 or for a larger dif-
level (i.e., obtained in the simulation using typical amersys- ference at later epochs. On the other hand, flux density mea-
tem temperatures) takes place at a quittedent radial position surements, made with the VLA at epochs where we have data
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Table 4. Spectral indicesy, determined from our VLA data for 50 I*
a subset of observations for which we have quasi-simultaseo awl e
6 and 18 cm observations (M 81 used as calibrator). .
30 + ¢
Age (days) @ 5 iy
€0l ety
]
2794 0.68:0.01 v fy .
282¢ 0.6740.02 .
3511 0.555:0.010 wi o *
3858 0.50£0.04 10 ¢ . P
& From Pérez-Torres et al. (2002). *
10‘00 20‘00 30‘00
Age (days)
¢
50 : Fig. 14. Same as previous figure, but with the 18 cm data con-
40 * verted (empty stars) to a 6 cm equivalent total flux densitgagus
30 LA a spectral index of value 0.75.
d Py ¥
@ 20 Pty
¢
b . * 6 cm flux-density evolution expected from epochs earlientha
i 4 day 1500. Hence, a possible interpretation might be thevoll
10 ing: the true spectral index is 0.75, as suggested by Fransson
L & Bjornsson [(1998B), or close to it (Weiler et al. 2007), ahd t
1090 2000 3000 _spectral index e_vol_utlon we observed is due solely to aresme
Age (days) in detected emission at 6 cm from the shell region behind the

. ' L . ejecta because the latter becomes more transparent at @om th
Fig.13. Time evolution in the total map flux densities ofy; 18 cm after day 1500.
ﬁ}l\el ig?u?g]s: fill_shgesttearrr]rélgre:jd dfg?/?;titgr?s\(/bgiedefsﬁifeedLabledjir]:or As noticed in an earlier section and quantified in Table 2, a
) ya change in the emission-absorption model will also resuatdiif-

times the rms map noise to 3% of t_he total flux density, 10 Aterent estimate of the source size for a given set of datas,Tdsl
count for calibration systematics. Circles and stars cpoad '

X . - | shown in TabléR, for a given data set a model with absorption
to 6 and_ 18¢m data, respecuve!y. Weiler et{al. (2007) PHESEN, il yield a larger estimate of the source size than a modtdwi
similar light curves observed with the VLA. The bump is als

Verv Consbicuous in their curves at several wavelenaths But absorption. The dierence in the estimates can be as large
y P gtns. as 2.5% for a change in opacity from total absorption to no ab-

sorption at all. For a shell model (with a shell of 0.30 fraotl
. . width) of radiusR with total absorption, the size determined by
T e o Sesoe o e CPI vt be D3R For i same mocel o @
: MY . Aut absorption, the size determined by the CPM would instead
epochs (beyond day 1000 after explosion) the spectral ihdex be only 1005R
tween 6 and 18 cm should remain rather constant; 0.75 ’
(S, ~ v™®). However, observationally the spectral index of the
supernova does not remain constant but decreases withdaae
our Tabld 7. 113 and Fig. 3a of Weiler etlal. 2007). How can
explain this change?

In Fig.[4, we plot the 6 and 18 cm flux densities obtaine
from our VLBI maps and given in Tablé 1 (M 81 was used as fl
density calibrator; our estimates may thuffeli systematically
from those of Weiler et al. 2007). We notice a sharp change
the evolution of the 6 cm map flux density after day 1500, whi
correlates with the change in slope of the expansion meastire
that same wavelength. This correlation may have some sign
cance. The evolution in the 6 cm flux density in [Fify. 4 appears
exhibit an increase with respect to the evolution expeateh f
previous epochs. A natural way of obtaining this increasdd:o
be to start receiving emission from a region of the shell et
suppressed at previous epochs, namely, the emission frem #%  shel width
side of the shell behind the ejecta. An opacity of the ejdush t
decreases with time making them more transparent to 6 cm th&e determined the shell width as a fraction of source radists,
to 18 cm radiation is diicient. ing for the latter the bias-corrected results from the CPM an

In spite of what has been said above, we transform the 18 onodel fitting to the visibilities as explained in Sdct.]6.heTre-
flux densities into “hypothetical 6 cm flux densities” usifget sults given in Figl® show a rather similar fractional widttet-
spectral index suggested by Fransson & Bjornsson (1998) anination for all epochs. The average values of the 6 and 18cm
compare them with the true 6 cm flux densities. Surprisiragy, results infer fractional shell width values of3%9+ 0.019 and
shown in Fig[[I4, transformed 18 cm flux densities follow th@.378+ 0.013, respectively.

Thus, a transition from a model with absorption to one with
o-absorption would result in a decrease in the size et
jther the CPM or fitting to the visibilities is used. Were ttan-
sition (decrease in opacity) to take place over a periodnoé fi
e net &ect would be a progressive decrease in size estimates
ring this period, resulting in turn in a decrease in tharese
of the deceleration parameter (namely, the estimatesould
k?ﬁ smaller than the trua because of the decrease in the absorp-

n in the source). Consequently, after the ejecta becathe f
transparent to the 6 cm radiation, the true deceleratioarpar
aterm will be recovered. Unfortunately, given the flux density
(fvolution in the source (Weiler et al. 2007), this recoverly w
be unlikely to take place while SN 1993J can still be mapped at
6 cm.
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Fig. 15. Relative shell widths versus supernova age for a model

with 80% absorption. The widths are determined from 6 cm
(filled circles) and 18 cm data (empty circles) by modeliti
the visibilities. For consistency (see text), the sourabuzis
fixed at 0.968 times the value estimated with the CPM.
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(1) Synchrotron aging would reduce the extent of the emit-
ting region and hence the source size (outer radius of the
emitting region). Given that the inner radius would be un-
changed by this mechanism, the fractional shell width would
decrease. This mechanism would account for about a 0.5-1%
decrease in the source size (1.5-3% in the shell width).

(2) A decreasing magnetic field with radial distance, cou-
pled with the limited sensitivity of the interferometersuld
account for a decrease in the source size and, hence, by the
same argument as for mechanism (1), of the shell width. This
mechanism would account for about a 2% decrease in the
source size (6% in the shell width). Mechanism (1) would
correspond to a real decrease, mechanism (2) to a decrease
caused by an instrumentaffect. In both cases, a radially
decreasing magnetic field is necessary.

— (3) A changing opacity translates into changing source size

estimates when a fixed source model is used in the size es-
timation process. Part of the enhanced deceleration beyond
day 1500, apparently seen at 6 cm, might be caused by use of
a model with fixed absorption. Decreasing absorption would

These previous estimates were based on a model that as-thus lead to underestimates of the source size. Since fitti

sumed total absorption of the emission from the back of tiedf sh
(behind the ejecta). Partial absorption is clearly also atin
ble with our data and would yield a smaller fractional valae f
the shell width. In this sense, the result given above is geup
bound to the fractional shell width.

We note that the uncertainties (and scatter) in the shethwid

the shell width, the source size is a fixed parameter, an under
estimate of the source size would translate into an underest
mate of the shell width. This mechanism would account for
a maximum of 2.5% (change from totally opaque to totally
transparent ejecta at 6 cm) in the source size (up to 7.5% of
the shell width). However, since the absorption is appérent

estimates from the 6 cm data for the supernova age range ofnot lower than about 80%, this mechanism could account for
1500-2500 days, as shown in Fig. 9, are generally smaller tha only a fraction of the previous estimates.
for earlier and later ages. For earlier epochs, the suparsiae
is smaller and the determination mordidiult, whereas for later
epochs the flux density of the source is lower and hence tlze dat ; ;
are relatively noisier. The 6 cm data for the range 1500-25 OComparlson with other VLBI results
days (corresponding to 6 epochs of observation) are optimal 8.1. Supernova expansion
a sense, for the determination of the shell width. Thus, veglus
these data to simultaneously determine the source sizehtée Bartel et al. [(2002) reported VLBI observations of SN 1993J
width, and the degree of absorption of the model. These datade at several wavelengths over a similar time range as we
suffice to reliably obtain the estimates of all 3 parameters. Th@W report. Their analysis of the VLBI data was carried outwi
results are shown in Tab[é 5. The average estimate of the frdgferent tools than ours. They estimated the source size by fit-
tional shell width is 81+ 0.04 and the degree of absorption irfing models directly to the visibilities using a modified sien
the corresponding model is (8014)%. The large uncertaintiesof task UVFIT of the NRAO AIPS Package. The model used
are caused mostly by the first two epochs. [Using only the ldstthose fits was a three-dimensional spherical shell ofounif
four epochs, we obtain83+ 0.04 and (73t 7)%, respectively.] volume emissivity and fractional shell width of 0.2. They es
The ratioRsi;/Xocp is 0.97 + 0.03, which is consistent with the timated the outer radius of the shell and also the planéef-t
theoretical bias expected for a model with 80% absorptiahean SKy coordinates of its center with respect to the phase cente
fractional shell width of 30%: @68. As expected, less absorpof the supernova. In a previous paper, Bietenholz ef al. 1p00
tion translates into a smaller shell width estimate. concluded that these center coordinates remain fixed (wiie
In view of the previous results about absorption, we rencertainties) with respect to the core of M 81, thus, it islear
estimated the fractional shell width using data from all@m to us why they were included as free parameters (presumably
as before, but now for a model with a fixed absorption of 8098s & check on their previous work). Including these pararsete
After taking into account the corresponding bias of the CPNE equivalent to determining the slopes of the imaginary par
0.968, we present the results in Figl 15. This figure contaims the visibilities. Because of the remarkable circular syrtinef
most accurate estimates of the fractional shell widths. &he the source, these imaginary parts contain no significamttstre
erage values for the 6cm and 18 cm results aBd 8 0.02 and information, especially those for the short baselines énathe
0.335+ 0.017, respectively. The degree of absorption at 18 cfost relevant to the fits.
cannot be determined from our data; it might well be 100%, in As explained earlier in this paper, we determined the shell
which case the estimate of the fractional shell width atwEse- outer radius with two methods. For each, we assumed the same
length would be 78+ 0.013. center for all epochs and found that, to within the noise ef th
Figure[I5 hints at a possible decrease in the fractional sh@leasurements, the imaginary part of the visibilities Viamib
width at 6 cm for a supernova age beyond day 2500, while thad so we could fit the outer shell radius using only the real
corresponding estimates for 18 cm seem to show, if anytkileg, part. As a consequence, we estimated fewer parametersfib the
opposite trend. We expect this kind of evolution for eachhef t and, perhaps for that reason, the solutions are more stable i
3 mechanisms proposed in the previous section to explain ttese than in Bartel et al. (2002). We also used three-dirneaki
characteristics of the expansion at 6 cm: spherical shells of uniform emissivity, but including als@mn
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Table 5. Model fitting results for epochs between 1500 and 2500 days.

Age Ryit/Xocp 2 &l Absorptior
(days) (%)
1638 | 0.935:0.016 0.240.03 1084

1788 | 0.952:0.010 0.2940.017 9k5
1889 | 1.009t0.013 0.3740.013 T&2
2066 | 0.98#0.013 0.31%0.019 65
2265 | 1.00G:0.012 0.35%0.017 8@-6
2369 | 0.960:0.012 0.2#0.02 676

@ Fitted source radius, normalized to the CPM estimate.
b Fitted fractional shell width.
¢ Fitted percentage of absorption by the ejecta.

by the supernova ejecta. Hence, Bartel et al.’s resultsatrdin the hydrodynamic model of Mioduszewski et al. may therefore
rectly comparable to ours. not be significant.

Bartel et al. (2002) determined a deceleration parameter fo garie| et al. [[2002) also published estimates of the source
each of four supernova age ranges (see their Table 4), toang gjze for 8 epochs at 13 cm and for 3 epochs at 18 cm. The 13cm
“the four time intervals with dferent decelerations can be disggtimates are consistent with those for 3.6 and 6 cm for tse fir
tinguished by eye.” For each of the four age ranges, Bartel f§00 days but for later epochs the estimates are systematica
al. determined a deceleration for each observed wavel@mgth |gger than for 6 cm. Except for their estimate around day01.00
noticed diferences in the determinations. They also considergfhse results are consistent with our findings, to withindke
decelerations obtained from the combined data set as b&Rg fjimated standard errors. However, the 13 cm data do not show
resentative. . o _ a clear trend of departure from the 6. cm curve. The Bartel et

Based on their determination of the deceleration for eaghh 18cm estimates are also larger than the 6cm estimates for
of the four supernova age ranges, Bartel et al. inferred an e same epochs, but have significant scatter. We reanalyzed
creasing deceleration of the expansion followed at about dg| B| observations from Bartel's group for days 1692 (6 cmjlan
1893 by a slowing deceleration. This evolution in the decet164 (18 cm). These size determinations are consistenuwith
eration, they stated, provides support to the predictiorslen geterminations from our own data and indicate that Bartal.st
by Mioduszewski et al. (2001) from their hydrodynamic simastimate at 18 cm is an underestimatel{s). In any case, since
ulations. Those simulations depend very strongly on aertahe 18cm estimates are larger than those at 6cm at the latest
features of the density profile of the ejecta (explosion rhodgpochs, those authors (see Fig. 6 in Bartel efal. 2002)-inter
4H47 provided by Nomoto's group), which are of some coryreted this as slowing deceleration. Even the last 6 cm afin
cern. Simulations with less specific -and more acceptedoexpof Bartel et al. are probably overestimates, if the truelshielth
sion m_odels would not _have produce_d these results. Henee, adecreases in that period, as we concluded in Skct. 7. Keaping
analysis of the expansion data provided by Bartel et al. ZP0Gnde| with a fixed fractional shell width, with no absorptiam
might be of interest. A re-analysis of all VLBI data from Bali$  fitting data corresponding to a decreasing shell width, onoro
group was part of the Ph.D. thesis of Marti-Vidal (2008) @iill  tonjcally decreasing absorption by the ejecta, leads togrps-
be published elsewhere. o sively increasing overestimate of the size. This overestion

We fit the expansion model that we described in Sédct. 5 ¢ the sizes from the 6 cm data has two consequences: it rein-
the data published by Bartel et al (2002). This expansionehodorces one’s impression of a slowing deceleration and prsve
considers two deceleration regimes and the time of change bfie from discerning the progressively increasinfiedence in
tween them, yielding three parameters to be estimated. A&t 6 Ghe sizes at 6 and 18 cm.
we used 20 outer-shell radius determinations from Bartel.et
(2002), which ranged from day 223 through day 2996, and ob-
tained the deceleration parameter estimatas;0f 0.85+ 0.03  8.2. Shell width
andm, = 0.78+ 0.04, with a break at day 9049500. At 3.6 cm,
the 26 data points, which extend from day 50 to day 2787, yieBhrtel et al.[(2002) required their data to meet a set of raitee-
the estimatesy, = 0.96+0.04 andm, = 0.80+0.02 with a break fore using them to estimate the shell width. A total of 16 dsoc
at day 320t 90. However, if we ignore the 3.6 cm data from befulfilled their criteria (10 at 3.6 cm and and 6 at 6 cm). Thetj-es
fore day 223, we obtaim, = 0.84+ 0.04 andm, = 0.78+ 0.04 mated a fractional shell width of26+0.02 by fitting a spherical
with the break at day 708 600. In all cases, the uncertaintieshell model, without any absorption, to their data. Theyedeid
given are scaled such that the reduced chi-squares of tladitsto a later article by Bietenholz et al. (2003) discussiondtfing
unity. Given the uncertainties shown, the parameter estisrfar  (possible) absorption in their model. In the latter pagdes, du-
the 6 and 3.6 cm data for days after 223 are remarkably similahors estimated the fractional shell width a2%+ 0.03, using a

These estimates of the deceleration parameters are also wmple disk model to simulate a 25% absorption of the raaiati
similar to those we obtained from our own data using what vieom the central part of the source. With such a small amofint o
think is a more accurate method, the CPMB45+ 0.005 and absorption, the estimate of the fractional shell width iswttihe
0.788 + 0.015, although we find the break time to be at dagame as with a model without absorption. They mentioned that
1500+ 300 in our case. Thus, we conclude that the Bartel esing a larger disk model and a stronger absorption theivelat
al. data are compatible with just one change in deceleratian shell width could be as large as 0.35, but they excluded s o
that there is no need to invoke changes in deceleration at ottion because they considered the fit to the data to be worse. In
times. The agreement of the results given by Bartel et ah wibur opinion, the disk model they used to simulate the ab&orpt
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was too restrictive and directly caused their inadequat@éé tips of the Rayleigh-Taylor fingers (a kind offective contact
their Fig. 13). discontinuity) the comparison of the velocities is indiogta
progressive penetration of the fingers into the shockedieirc
stellar medium. Bartel et al. (2007) also arrived at a sintita-
clusion. Chevalier & Blondin (1995) proposed this kind obev
lution in the Rayleigh-Taylor fingers from hydrodynamiciahs

Fransson et al_(2005) presented HST ultraviolet speairafhe ulations.

nebular phase of the expansion of SN 1993J (days 670-2585).

They found that the spectrum remained remarkably congtant i

time. However, they identified small temporal changes in the

shape of the Mg Il line, which, as mentioned by these authors, 20

changes in concordance with the shape of thdilt observed r

by Matheson et al[(2000a). Since the changes between days

1063 and 1399 are small, Fransson etlal. (2005) averaged the

spectra from those epochs to increase the signal-to-naiige r

and fit these data and the tine data on day 976 to a model with

a constant emissivity shell of inner velocity,\and outer veloc-

ity Vout. As shown in their Fig. 3, a combination of#7 000

and V=10 000 km s? fits the boxlike data rather well. As good

a fit can be obtained either with a rather thin shell, regasitd 10 S0 100, 500 1000

the emissivity structure, or with a thicker shell of constamis- ge (d2ys)

sivity. There are also indications that.¥6 000kms?* could Fig. 16.Velocities of the inner (dashed line) and outer (solid line)

also fit the lines (see the discussion in Fransson et al.|200%)dio shell surfaces computed from our expansion modebusin

Thus, one should take the 7000 knt as an upper bound to them = 0.845 and a distance of@ + 0.34 Mpc to SN 1993J. The

lowest velocities in the optically emitting shell. For annhal-  thin lines at each side of the dashed and solid lines inditate

ogous expansion, these velocity measurements would &tanslincertainties. Filled circles (and error bars) are the maxn

into a 30% wide shell. velocities of the K line (and their standard deviations) reported
How does this optically emitting shell relate to the radidy various authors (see text).

emitting shell? For the same epochs, it is rather remarkable

that the upper and lower velocities in the optical and radio

shells are nearly the same. By estimating the velocity of the

outer radio surface from the expansion shown in Eig. 4, a ;

assuming the distance of63 + 0.34 Mpc to M 81 (Freedman ﬁ%' Conclusions

et al.[1994) as the distance to SN 1993J, we derive the raiye have studied the growth of the shell-like radio structfre

10000-10500 km s! for days 1063-1399, which implies ve-supernova SN 1993J in M 81 from September 1993 to October

locities in the range 6 9047 250 km s? in the inner radio sur- 2003 with very-long-baseline interferometry (VLBI) obsar

face, for our determination of the fractional shell widtthieh tions at the wavelengths of 3.6, 6, and 18 cm. We used two meth-

remains nearly constant at31 + 0.04 (i.e., the shell expandsods to analyze our data: a new method, named the Common

self-similarly). The optical emission, instead, is thotighorig- Point Method (CPM), described in detail in Seti.]4.2 and

inate in a cool dense shell in the shocked ejecta (e.g., oansAppendix[A of this paper; and by fitting a specific parameter-

1984). This shell is necessarily spatially thin. Consetjyetie ized model to the visibilities, as described in Apperidix BeT

optically emitting shell cannot have an homologous stmgctu CPM allows us to accurately estimate the source size on the sk

The problem with this optical-radio comparison is that tegr plane for a (nearly) circularly symmetric compact radioisture

part of the radio emitting shell, next to the contact disgurity, such as SN 1993J. The model fitting estimate instead depends

is further from the center than is the optically emittinglgHmit  strongly on the source model used in the fitting. Thus, change

at lower velocities than most of the shell material emitim¢he in the emission structure of the supernova during its eiaut

optical. Were these optical velocities to be expansionoigés, could dfect the model fitting estimates of the source size, and

9. Comparison with results from optical
observations

15

10

Velocity (10 3kms -}

would the optical shell eventually enter the radio shell? hence the determination of the supernova expansion, ediyeci
Only for the optical emission taking place at the contact dif a time-independent model were used.
continuity would the velocity of the optical lines be equathe The source structure remains circularly symmetric (with de

expansion velocity of the contact discontinuity. In thasesathe viations from circularity of less than 2% over almost 4009g)a
optical velocities and the velocities inferred from VLBI wld  Using our data at 3.6 and 6 cm, we can characterize the deceler
be directly comparable. In Fig. 116, we show the velocitiethef ated expansion of SN 1993J until day 1500 after explosioh wit
inner and outer radio shell surfaces (each with the corme$poa single expansion parameter = 0.845+ 0.005 R « t™).

ing uncertainty) as computed from our expansion model usiitpwever, from that day onwards the expansion appedisrdi

m = 0.845. In that figure, we also plot the maximum velocient when observed at 6 and 18 cm. At the latter wavelength, the
ties at the blue edge of theaHine reported by Trammell et al. expansion can indeed be characterized well by the same
(1993), Lewis et al.[(1994), Finn et al. (1995), and Mathesdefore day 1500 (self-similar expansion), while at the ferm

et al. (2000Db), all as given in Bartel et al. (2007). It is net®- wavelength the expansion appears more decelerated anakis ch
ing to see that optical velocities appear closer to the ishell acterized by another expansion parametgr= 0.788+ 0.015.
surface velocity for early days and further from it at latgysla From about day 1500 onwards, the radio source size is progres
thus indicating a lower deceleration of the regions resjpbas sively smaller at 6 cm than at 18 cm.

for the optical emission than that of the radio shell. In othe Our interpretation is that the expansion of the supernova is
words, if this high velocity optical emission takes placelret self-similar and characterized by a single expansion patam
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m = 0.845+ 0.005, which applies to all data before day 1508artunov, O. S., Blinnikov, S. I., Pavlyuk, N. N., & TsvetkdD. Yu 1994, A&A,
after explosion and to only 18 cm data all the time. In our in- 281,53

; Bietenholz, M. F., Bartel, N., & Rupen, M. P. 2001, ApJ, 55707
terpretation, the 6 cm results would not represent the amvah Bie{anholz, M. F.. Bartel, N.. & Rupen. M. P. 2003, ApJ. 59743
the supernova radius because at 6 cm the size measured wgjjl nholz, M. F., Bartel, N., & Rupen. M. P. 2005, in Cosmipsions, IAU

be systematically smaller than the source size. We can tfink  Collog. 192, ed. J. M. Marcaide & K. W. Weiler (Berlin: Sprien), 23

several ways in which this could happen: Blondin, J. M., Lundgvist, P., & Chevalier, R. A. 1996, ApJ,2} 257
Branch, D., Jfery, D. J., Blaylock, M., & Hatano, K. 2000, PASP, 112, 217

— Changing opacity fiecting the emission at 6 cm from theChandra, P., Ray, A., & Bhatnagar, S. 2004, 604, 97

part of the shell behind the supernova ejecta. Before ab@]hﬁzg::g R igggﬁ’ ﬁgj’ ggg’ ;gg
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Appendix A: The Common Point Method

Fitting a source model to the visibilities has some advagag is possible to describe the information contained amynvisibilities with only a few parameters;
and it is applied in Fourier space, a natural choice for fatemetric measurements, thus avoiding the use of deaatimolalgorithms that might introduce artifacts
in the source structure. However, model fitting to the vigibs also has disadvantages. For example, the fitted paessndepend on the details of the model used.
Also, if a model shape is kept fixed while source structurengka take place, the fitting will introduce changing biagedditionally, there can also be strong
coupling between the fitting parameters, andythéo be minimized may have lots of local minima @mda pathological behavior near the absolute minimum.

Measuring in the sky plane may sometimes (e.g., when thesasivery circularly symmetric) simplify matters: the me@snent of the source size is made
directly on the source image. We describe a new method fonasng the size of a circularly symmetric source in the skanp without assuming any a priori
source model. The algorithm is easy to use and rather iisent changes in the internal structure of the observedcsou

A.1. Derivation

We consider a circularly symmetric brightness distribuiti!, convolved by a Gaussia, of width o-. Let | (o, X, y) be the resulting intensity distribution, where
(x,y) are the arclengths of the relative right ascension andrdicin. Then,

(0. x.y) = f f M(X.Y)G(X~ Xy~ y)dxX dy A1)
where,

2
G(xy) = # exp(—%) (A.2)

If we expresd (o, x,y) in polar coordinates and perform the azimuthal averageave h

2 00 ’ ’ ’
Av(o,T) = exp(— ! )f M) exp(— ' 2)Besselb (—%)r/dr/, (A.3)
0 200 o

202 o2

where Av(co, r) is the azimuthal average and Besgédl the modified Bessel function of the first kind. We can coasielq[A-3 as the integral transform of the
brightness distributionM(r), in terms of the following kernel function:
r2 2

202

Kernd(o,r,r’) = r_2 exp(— )Besselb (—%) (A.4)
(on (on

We can now compute the changeAri(o, r) for a small change ior. Performing a first-order Taylor expansion with respeaidd(i. e., the change imr), we
obtain

S[AV(o,1)] = (%T fom M(r')K (o, r,r")dr’ (A.5)

with

2,72
exp(—%)r’dr’ 124172
o2 (( 202

’

- 1) Bessel} (%) - r_r2’ Besseli (r_rz’)) (A.6)
a g a

K(o,r,r')=2
Thus, we can see from Hg.A.5 that if there is a value @fenotedr.), directly related tdVl ando, such that

A "MK e r) = 0, A7)
0

then the angular averag®/(o, r) will not change its value for small changes in the width af ttonvolving Gaussian far = rc. We call Common Point(s) those
points of Av(c, r) that correspond to such value(s)rgf For SN 1993J, the valueg correspond to the abscissdgp and Xocp shown in Fig. 5 for observations
from day 1889 after the explosion.

For the purpose of discussion only, we assume that the pgifiém by M(r) has a clearly defined cuforadius,R. Then, the integral in EG_AL5 will extend
fromr’ = 0tor’ = R, andr¢, multiplied by a factoiC that depends only oo and M(r), will equal R

rcC(o, M) =R (A.8)

If we expand the brightness distributiod,(r), self-similarly by a factoP, then
R—PR= M(r)—>M(LP) (A.9)

and we arrive at a new expression for EQ.JA.7:

PR r re r’
fo M(E)K(a-, E’E) =0 (A.10)

Given that bothr andr’ are scaled by wherever they appear in the kernel of EQ.JA.6, the radialtjpos of the Common Points associated V\Mt(,%) and
Po will be equal toP times the radial positions of the Common Points associaitd M(r) ando. In other words, given a self-similar expansion of a brigiss
distribution, the Common Points will expand at the sameaatthe brightness distribution, provided that the Gausaiard in the convolutions are also scaled with
the source size. In such cases, the relationship betwesmmd R would be given by Eq-AI8, whei@ would only depend, for the whole expansion, on the profile of
the brightness distributioriVi(r) and the (constant) ratio between the source radius andtivwlving beam. We computed, using= 0.5R, the values o for a
set of possible source distributions, always finding vahfes near unity (see Tablg 2 for six examples®)fwhich we callbias and label afR/Xocp).

Thus, the only condition that must be satisfied for using tben@on Point to determine the expansion of SN 1993J is thaedoh epoch, the convolving
Gaussian beam must be equal to the supernova size multipliadgiven factor, which must be the same for all epochs. Thes§an beam for each epoch can be
found in an iterative way, given that the Common Points arg s&able to changes in the convolving beam. We provide th&ildef this iterative process in the
next appendix section.
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A.2. Application

We convolve a map corresponding to a shell-like source ohawk outer radiu®R with a Gaussian of widtlr. Let us also convolve the same map with Gaussians
of different widths given by = H;o, where the constantd; are all near unity (we use 0.8, 0.9, 1.1, and 1.2).

If we now compute the azimuthal average of each of these mapsuperimpose the results, we find that the profiles crosariow regions of radial valugs
The mean value of the radial positions of the crossing paiiitshe an estimate of the radial position of the Common Pdiggcribed above. Let this estimate be
lc1-

Now convolve the initial map with a new set of Gaussians{isgwith a newo = Fr¢ 1, whereF is a chosen constant (in practice, we choBse 0.5) and
with o = Hjor, where the constantd; are the same as in the previous iteration. We now find a neve aluhe radial position of the Common Poingz. We can
further iterate this procedure to obtais, rc 4, ... The procedure will soon converge to a valgg. By construction, this value is the common point associatitl
the brightness profile of the shell and a convolving beam dflwequal toF times the (unknown) source radius. Thus, this iterative@se gives the radial position
of the Common Point associated with a Gaussian beam thassaialays by the same factBrwith respect to the source radius, regardless of the sizeecfdurce.

The Common Point Method works very well with synthetic d&8acause of the practical insensitivity of the computed CamrRoint to the sizes of the
Gaussian widths (within reasonable limits, of course)uaity independent of the radial profile of the source stiigtthe restriction of usingl; close to unity can
be lifted. Azimuthal averages of VLBI maps of SN 1993J, corged using Gaussian beamwidths ranging feeto 150, will, when superimposed, cross at radial
positions that dfer by a very small amount (typically;1uas) (see Fid.13).

This makes the Common Point Method a robust way of measunmguter radius of a circularly symmetric, and self-sinljl@xpanding, source. It converges
in only a few iterations, largely independent of the startialue ofo-.

As a further test of the method, we generated synthetic datavaral observing frequencies, withfdrent shell sizes, and forféérent dynamic ranges. In all
cases, the CPM estimates were excellent compared to theaiwes. We also studied the CPM bias foffelient (non-homogeneous emission) shell structures, for
example, a parabolic-shaped shell (zero at extremes andnaxat center), a double mini-shell (shell with emissiotyon R, andR,t), and a shell with a linear
radial decay. In all cases, the CPM bias (i.e., the valug iof Eq.[A.8) is close to 1, and is also invariant in a self-saméxpansion.

For a real map, we determimgy. Since we know from our testing th&tis close to unity, we can very reliably assign the valye to R. If the expansion is
exactly self-similar, the biaS remains constant at all epochs. The accuracy of the soweestermination for all epochs is thus translated to anre@thaccuracy
in the determination of the expansion curve of the sourcenHur slight departures from self-similar expansion, thettrad remains more accurate than model
fitting, according to our testing. If the expansion depamntsnf self-similar, the bia€ will slightly change, but will change by much less (usuallydfactor of 2,
depending on how the evolution of the brightness prdflig) differs from self-similarity) than in the model fitting. For exglie, a change in a shell with no ejecta
opacity from a fractional shell width of 0.25 to 0.35 (i.ectenge of 40% in the fractional shell width) translates antias change of only 1.5% fdfocp (see Table
[2). However, the same change in the fractional shell widthlditranslate into a bias change of around 3% (dependingeoadtrce size; the larger the source, the
smaller the bias change) if we apply model fitting to the viiies.

A.3. Source size uncertainties

The CPM itself does not have a clearly defined way of estirgatie source size uncertainty. The remarkable propertyathptofiles obtained with dierent beams
cross atXocp does not have a 2 dimensional equivalent, except for thé idese of perfect circular symmetry. We assume that the taingr in the determination
of the source size is related to the departure from cirdylafithe source. Hence, we assign an uncertainty as deddsidew.

We call “MAP1” the map reconstructed with a beam size of Hadf tadius of SN 1993J (as FIg_A.1(a)). We then reconstruch, fMAP2", using a beam
size 10% larger (as Fif_A.1(b)) than that used to reconskiddP 1 (the method is almost insensitive to the choice of ieicentage). A subtraction of MAP2 from
MAP1 will yield “MAP3” (as in Fig.[Al(c)). To estimate the garture from circularity of the source, we measure from MARSscatter in the radial values of the
outer zeroth contour levef, along 800 directions equally distributed in azimuth (thkenbber of directions is arbitrary, and the estimate is ingeado this choice
provided the number is higher than a few hundred). To mirenasizoossible bias in this measurement between epochs, westea the map with a pixel size
proportional to the beam size, which in turn is proporticieathe source size, as mentioned earlier. The standardtidevassigned to the source size measurement
is thus¢.

Appendix B: Visibility modelfitting

The radial profile of the projection in the sky of the emissitom a spherical shell with absorption in its inner side.(ifeom intervening ejecta) is given by the
expression

A(VRZ 12— \[RW)2-r2)(2-a)/2 if r <RW
(A RWa,r) = (B.1)
A(VRZ=r2) if r>RW

wherer is the radial coordinateR is the source radiud)y the fractional radius of the inner surface of the sheels the degree of absorption (O for no absorption; 1
for total absorption), and is a scaling factor related to the total shell flux densitye Tlal part of the azimuthal average of the visibilities isdit, the Hankel
transform ofl, which is equal to the azimuthal average of the Fourier franmsof a circularly symmetric source with a profile given byThus, the model used in
the fitting is

H(qg) = fom I(A,R, W, a,r)Bessellg(2xqr)rdr (B.2)

whereq = VU2 + V2 is the distance in Fourier space. The parameteR W, anda are fitted but not necessarily all everytime. We can fix sonarpaters and fit the
others, as explained in several sections of this paper. ilsrs&ect[ 4.}, we apply a radial binning to the visibilitiésring the azimuthal average and downweight
the long baselines with a taper prior to the model fit. We use80s, which cover the first 5 amplitude lobes (see Hg. 1 fecleematic representation of these
lobes). For epochs where the supernova was not large entheghidth of the bins is scaled according to the source sizebtain a similar radial coverage of each
averaged visibility (in units of the sizes of the lobes) fbrepochs. In Fig[BIL, we show an example of a model fit uRandA as fitting parameters and fixiray

to 1 andWto 0.7 (i.e., the fractional shell width to 0.3).

2 As can be seen in Fig. 5, there are two crossing regions, cie atner edge and the other at the outer edge of the profitedétermining
source sizes, we are primarily interested in the outer orgssgion.
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Fig. A.1.6 cm contour maps from day 1889 reconstructed using (a) aagdbeam; (b) a 1.92 mas beam. The ten contours shown
are linearly spaced from 2.56 to -0.28 mJy be&for (a) and from 2.91 to -0.32 mJy beahfor (b). The bottom image, (c) shows
the result of the subtraction of (b) from (a); residuals wletshe source have been removed in maps (a) and (b) priobtoastion.
Image (c) was then digitized in flux to 1 bit (positive is whitegative is black). The transition contour of interesnrage (c) is

the outer contour. Tick marks are in units of 2mas.

Appendix C: Emission structure due to a synchrotr on-aged electron population

The spectrum of the synchrotron emission of an electron entirgyE in a magnetic field is (Pacholczyk. 1970)

1,(B, E) B-F(\/gclTsz] (C.1)

wherec; = 6.27 x 108 (cgs units) and we assume tHgft = %Bi B, being the magnetic field component orthogonal to the eleatedocity.
For large values ox, the function F§) behaves as follows:

F(X) o« VX-exp X) (C.2)
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q (MA)

Fig. B.1. Model fit of a spherical shell (of fractional width 0.3 andababsorptiona = 1) to the visibilities, observed on day 1889
after explosion, which have been azimuthally averaged asritbed in this appendix. The fitting parameters are thecgosizeR
and the parameter related to the flux dengityThe fitted model is shown as a dashed line. Notice the inereabe error bars for
the longest baselines, due to the taper applied.

Thus, for small enough values BfE?, the ratio of emission at frequencies> vz is

IVl(E) _ Vi 3(v2—v1)
1, (E) N V_Z . eXp[\/; ¢1BE? ] (C.3)

As shown, this intensity ratio depends on the strength ofrihgnetic field. If we now consider the spectrum resultingrfiategrating over all energies using an
electron energy distribution of the canonical tydex E~P, the intensitied, at diferent frequencies will be such that the dependence of teadity ratio on the
magnetic field will vanish since the resulting spectrum wépend separately dhandv. However, this separation would not hold were the distidsutower than
the canonical at high energies as in synchrotron agingidrctse, after integration over all electron energies,ntensity ratio depends on the magnetic field. Thus,
a radially changing magnetic field would translate into aaiidchanging ratio of emission intensities affdrent frequencies.

For day 3200 after explosion, Chandra etlal. (2004) infearsfdectral index that is steeper at higher frequencies than at lower fregegnice.,

a={0.51 v <4 GHz; (C.4)

113 v>4GHz

We now compute the electron distributibt{E) that reproduces the spectrum measured by Chandralet @)(@20d obeys Eq. (1). The power indgxof the energy
distribution is related to the spectral index,of the emission spectrum by the expressipa 1 + 2« (Pacholczyk 1970). We can now integrate over all energies to
obtain the contribution of all the electrons to the emissitansity at each distand® (distance from the contact discontinuity) and radiofretye:

5.0)= [ 1(B(0). ENGE)E c9)

The normalized profile of this emission intensity is showirig.[10 for 6 and 18 cm. For a given valueDdf the emission at the longer wavelength is always higher
than the emission at the shorter wavelength. In other wdods, given intensity level, the emission reaches furthérabthe longer wavelength.
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