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February 1, 2008

Abstract

Let K be an arbitrary number field, and let ρ : Gal(K/K) → GL2(E) be a nearly ordinary irreducible

geometric Galois representation. In this paper, we study the nearly ordinary deformations of ρ. When K is

totally real and ρ is modular, results of Hida imply that the nearly ordinary deformation space associated to ρ

contains a Zariski dense set of points corresponding to“automorphic” Galois representations. We conjecture

that if K is not totally real, then this is never the case, except in three exceptional cases, corresponding

to: (1) “base change”, (2) “CM” forms, and (3) “even” representations. The latter case conjecturally can

only occur if the image of ρ is finite. Our results come in two flavours. First, we prove a general result

for Artin representations, conditional on a strengthening of Leopoldt’s conjecture. Second, when K is an

imaginary quadratic field, we prove an unconditional result that implies the existence of “many” positive

dimensional components (of certain deformation spaces) that do not contain infinitely many classical points.

Also included are some speculative remarks about “p-adic functoriality”, as well as some remarks on how

our methods should apply to n-dimensional representations of Gal(Q/Q) when n > 2.

1 Introduction

Let K be a number field, K/K be an algebraic closure of K, and p a prime that splits completely
in K. Fix

ρ : Gal(K/K) → GL2(E),

a continuous “nearly ordinary” (see Definition 2.2 below) absolutely irreducible p-adic Galois rep-
resentation unramified outside a finite set of places of K, where E is a field extension of Qp.

Choose a lattice for the representation ρ, and let ρ : Gal(K/K) → GL2(OE/mE) denote the as-
sociated residual representation. Fixing S a finite set of places of K that include the primes dividing
p, the primes of ramification for ρ, and all archimedean places, we may view ρ as homomorphism

ρ : GK,S → GL2(OE/mE)

where GK,S is the quotient group of Gal(K/K) obtained by division by the closed normal subgroup
generated by the inertia groups at all primes of K not in S.

∗2000 AMS subject classification: 11F75, 11F80. Keywords: Galois deformations, automorphic forms
†Supported in part by the American Institute of Mathematics, and the National Science Foundation
‡Supported in part by the National Science Foundation
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Let us suppose, for now, that ρ is absolutely irreducible. Then we may form R, the universal
deformation ring of continuous nearly ordinary deformations of the Galois representation ρ (unram-
ified outside S); this is a complete noetherian local ring that comes along with a universal nearly
ordinary deformation of our representation ρ,

ρuniv : GK,S → GL2(R),

from which we may recover ρ as a specialization at some E-valued point of Spec(R). For reference,
see section 30 of [27].

Suppose that K is totally real, ρ is attached to a Hilbert modular form π of regular weight,
p splits completely in K and ρ|Dv is nearly ordinary for all v|p. In this situation, a construction
of Hida [17, 18] gives us a (“Hida-Hecke”-algebra) quotient R → T that is a finite flat algebra
over the (n-parameter) affine coordinate ring of weights. Consequently, we have a corresponding
“n-parameter” family of nearly ordinary Galois representations which project onto a component
of (p-adic) weight space, and which also contain a Zariski dense set of classical (automorphic)
representations.

The situation is quite different in the case where K is not totally real. Although our interest in
this paper is mainly limited to the study of Galois representations rather than automorphic forms,
to cite one example before giving the main the theorem of this article, we have:

Theorem 1.1. Let K = Q(
√
−2), and let N = 3−2

√
−2. Let T denote the nearly ordinary 3-adic

Hida algebra of tame level N. Then the affine scheme Spec(T) only contains finitely many classical
points and moreover (is nonempty and) has pure relative dimension one over Spec(Zp).

This is proved in subsection 8.5 below. Although our general aim is to understand deformation
spaces of nearly ordinary Galois representations, our primary focus in this article is the close study
of first order deformations of a given irreducible representation ρ; that is, we will be considering
the tangent space of the space of (nearly ordinary) deformations of ρ, Tanρ(R). For most of this
article we will focus on the case where ρ factors through a finite quotient of Gal(K/K) — we call
such representations Artin representations — and where the prime p splits completely in K. If m

denotes the prime ideal of R corresponding to the representation ρ, we will be looking at the linear
mapping of E-vector spaces

τ : Tanm(R) −→ Tan0(W ),

the canonical projection to the tangent space (at weight 0) of the space of p-adic weights. The
projective space PTan0(W ) of lines in this latter E-vector space, Tan0(W ), has a natural descent
to Q. A (nonzero) infinitesimal weight w ∈ PTan0(W ) that generates a line that is Q-rational
with respect to this underlying Q-structure will be called a classical infinitesimal weight. Sim-
ilarly, a (first-order) deformation of ρ possessing a classical infinitesimal weight will be called an
infinitesimally classical deformation. (We restrict our attention to deformations of fixed de-
terminant to avoid “trivial” instances of infinitesimally classical deformations arising from twisting
by characters.) We feel that (in the case where K is not totally real) the mere occurrence of an
infinitesimally classical deformation implies very strong consequences about the initial representa-
tion ρ. Our main result is that this is indeed so if we assume a hypothesis that we call the Strong
Leopoldt Conjecture. Specifically, we prove the following:

Theorem 1.2. Assume the Strong Leopoldt Conjecture. Let p be prime, and let K/Q be a Galois
extension in which p splits completely. Suppose that ρ : Gal(K/K) → GL2(E) is continuous,
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irreducible, nearly ordinary, has finite image, and admits infinitesimally classical deformations.
Then either:

1. There exists a character χ such that χ ⊗ ρ descends either to an odd representation over a
totally real field, or descends to a field containing at least one real place at which χ⊗ρ is even.

2. The projective image of ρ is dihedral, and the determinant character descends to a totally real
field H+ ⊆ K with corresponding fixed field H such that

(i) H/H+ is a CM extension.

(ii) At least one prime above p in H+ splits in H.

Remarks:

1. The restriction that K/Q be Galois is very mild since one is free to make a base change as
long as ρ remains irreducible.

2. The strong Leopoldt conjecture (§3) is, as we hope to convince our readers, a natural generaliza-
tion of the usual Leopoldt conjecture, and is related to other p-adic transcendence conjectures
such as the p-adic form of Schanuel’s conjecture.

3. We expect that the same conclusion holds more generally for p-adic representations ρ :
Gal(K/K) → GL2(E) that do not have finite image, but otherwise satisfy the conditions
of Theorem 1.2. Explicitly,

Conjecture 1.3. Let p be prime, and let K/Q be a Galois extension in which p splits completely.
Suppose that ρ : Gal(K/K) → GL2(E) is continuous, irreducible, nearly ordinary, is unramified
except at finitely many places, and admits infinitesimally classical deformations. Then either:

1. There exists a character χ such that χ ⊗ ρ descends either to an odd representation over a
totally real field, or descends to a field containing at least one real place at which χ⊗ρ is even.

2. The projective image of ρ is dihedral, and the determinant character descends to a totally real
field H+ ⊆ K with corresponding fixed field H such that

(i) H/H+ is a CM extension.

(ii) At least one prime above p in H+ splits in H.

For some evidence for this, see Theorem 1.5 below. We refer to the first case as “base change”
and the second case as “CM.”

In the special case where K is a quadratic imaginary field, the E-vector space of infinitesimal
weights, Tan0(W ), is then two-dimensional, and the nontrivial involution (i.e., complex conjuga-
tion) of Gal(K/Q) acting on Tan0(W ) has unique eigenvectors (up to scalar multiplication) with
eigenvalues +1 and −1; refer to the points they give rise to in PTan0W as the diagonal infinitesimal
weight and the anti-diagonal, respectively.

Corollary 1.4. Assume the Strong Leopoldt Conjecture. Let K be a quadratic imaginary field and
p a prime that splits in K. Let ρ : Gal(K/K) → GL2(E) satisfy the hypotheses of 1.2, and in
particular assume that ρ admits an infinitesimally classical deformation. Assume that the image of
ρ is finite and non-dihedral. Then one of the two cases below holds:

1. The representation ρ admits an infinitesimally classical deformation with diagonal infinites-
imal weight and there exists a character χ such that χ⊗ ρ descends to an odd representation
over Q, or

3



2. the representation ρ admits an infinitesimally classical deformation with anti-diagonal in-
finitesimal weight and there exists a character χ such that χ ⊗ ρ descends to an even repre-
sentation over Q.

The above Corollary 1.4 follows from Theorem 1.2 together with the discussion of section 8.2.
Our result (Theorem 1.2), although comprehensive, is contingent upon a conjecture, and is

only formulated for representations with finite image. To offer another angle on the study of
deformation spaces (of nearly ordinary Galois representations) containing few classical automorphic
forms, we start with a residual representation ρ : Gal(K/K) → GL2(F) where F is a finite field of
characteristic p, and ρ is irreducible and nearly ordinary at v|p (and satisfies some supplementary
technical hypotheses). In section 7, we prove the following complement to Theorem 1.2 when K is
an imaginary quadratic field:

Theorem 1.5. Let K be an imaginary quadratic field in which p splits. Let F be a finite field of
characteristic p. Let ρ : Gal(K/K) → GL2(F) be a continuous irreducible Galois representation,
let χ : Gal(K/K) → F× be the mod-p cyclotomic character, and assume the following:

1. The image of ρ contains SL2(F), and p ≥ 5.

2. If v|p, then ρ is nearly ordinary at v and takes the shape: ρ|Iv =

(
ψ ∗
0 1

)
, where ψ 6= 1, χ−1,

and ∗ is très ramifiée if ψ = χ.

3. If v ∤ p, and ρ is ramified at v, then H2(Gv , ad
0(ρ)) = 0.

Then there exists a Galois representation: ρ : Gal(Q/K) → GL2(W (F)[[T ]]) lifting ρ such that:

1. The image of ρ contains SL2(W (F)[[T ]]).

2. ρ is unramified outside some finite set of primes Σ. If v ∈ Σ, and v ∤ p, then ρ|Dv is potentially
semistable; if v|p, then ρ|Dv is nearly ordinary.

3. Only finitely many specializations of ρ have parallel weight.

The relation between Theorem 1.5 and Conjecture 1.3 is the following. Standard facts ([12],
§III, p.59–75) imply that the cuspidal cohomology of GL(2)/K vanishes for non-parallel weights.
Thus, if a one parameter family of nearly ordinary deformations of ρ arise from classical cuspidal
automorphic forms over K, they a priori must have all have parallel weight. Since families of
parallel weight have rational infinitesimal Hodge-Tate weights, Conjecture 1.3 implies that such
families are CM or arise from base change (and hence only exist if ρ is also of this form). In
contrast, Theorem 1.5 at least guarantees the existence of non-parallel families for any ρ (including
those arising from base change).

Although we mostly restrict our attention to the study of Galois representations, the general
philosophy of R = T theorems predicts that the ordinary Galois deformation rings considered in
this paper are isomorphic to the ordinary Hecke algebras constructed by Hida in [16]. Thus we
are inclined to believe the corresponding automorphic conjectural analogs of Conjecture 1.3 and
Theorem 1.5.

We now give a brief outline of this paper. In section 2, we recall some basics from the deformation
theory of Galois representations, and define the notion of infinitesimal Hodge-Tate weights. In
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section 3 we present our generalization of the Leopoldt conjecture. In section 4 we prove some
lemmas regarding group representations, and in sections 5 and 6, we prove Theorem 1.2. We prove
Theorem 1.5 in section 7. In section 8, we speculate further on the connection between nearly
ordinary Galois representations, Hida’s ordinary Hecke algebra, and classical automorphic forms.
We also describe some other problems which can be approached by our methods, for example:
establishing the rigidity of three dimensional Artin representations of Gal(Q/Q). In section 8 we
also give a proof of Theorem 1.1, and in the Appendix (section A) we prove some structural results
about generic modules used in sections 3 and 5.

1.1 Speculations on p-adic functoriality

It has long been suspected that torsion classes arising from cohomology of arithmetic quotients of
symmetric spaces give rise to Galois representations, even when the associated arithmetic quotients
are not Shimura varieties. In the context of GL(2)/K for an imaginary quadratic field K, some

isolated examples for K = Q(
√
−1) were first noted in [8]. The first conjectures for arbitrary

reductive groups G (and coefficient systems over a finite field) were formulated by Ash [1], at least
for G = GL(n)/Q. Let G/Q denote an arbitrary reductive group that is split at p, K∞ a maximal
compact of G(R), and TG a maximal torus of G. After fixing a tame level, a construction of
Hida assembles (ordinary) torsion classes (relative to some choice of local system) for arithmetic
quotients G(Q)\G(A)/K◦∞K, as K varies over p-power levels relative to the fixed tame level. If
TG denotes the corresponding algebra of endomorphisms generated by Hecke operators on this
space (not to be confused with the torus, TG), then TG is finitely generated over the space of
weights ΛG = Zp[[TG(Zp)]]. Hida’s control theorems [19]1 imply that for (sufficiently) regular
weights κ in Hom(Λ,Cp), the specialization of TG to κ recovers the classical space of ordinary
automorphic forms of that weight. It should be noted, however, that Corollary 1.4 implies that TG

can be large even if the specialization to every regular weight of ΛG is zero, and that TG should
be thought of as an object arising from Betti cohomology (taking torsion cohomology classes into
consideration as well) rather than anything with a more standard automorphic interpretation, such
as (g,K) cohomology. Suitably adapted and generalized, the conjectures alluded to above imply
the existence of a map RG → TG, where RG denotes an appropriate (naturally defined) Galois
deformation ring. One of our guiding principles is that the map RG → TG—for suitable definitions
of RG and TG—should exist and be an isomorphism. If G = GL(2)/Q, then this conjecture has
(almost) been completely established, and many weaker results are also known for G = GL(2)/K
if K is totally real (such results are usually conditional, for example, on the modularity of an
associated residual representation ρ).

At first blush, our main results appear to be negative, namely, they suggest that the ring
TG — constructed from Betti cohomology — has very little to do with automorphic forms. We
would like, however, to suggest a second possibility. Let us define a (nearly ordinary) emphp-adic
automorphic form for G to be a characteristic zero point of Spec(TG). Then we conjecture that p-
adic automorphic forms are subject to the same principle of functoriality as espoused by Langlands
for classical automorphic forms. Such a statement is (at the moment) imprecise and vague —
even to begin to formalize this principle would probably require a more developed theory of p-adic
local Langlands than currently exists. And yet, in the case of GL(2)/K for an imaginary quadratic

1Which presumably hold in full generality, and have been established (by Hida himself) in many cases, G =
GL(2)/K , GSp(4)/Q — the examples that arise in the discussion — included.
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field K, we may infer two consequences of these conjectures which are quite concrete, and whose
resolutions will probably hold significant clues as to what methods will apply more generally.

The first example concerns the possibility of p-adic automorphic lifts. Fix an imaginary
quadratic field K. Let G = GL(2)/K and H = GSp(4)/Q. Given a p-adic automorphic form
π for G arising from a characteristic zero point of Spec(TG), a p-adic principle of functoriality
would predict the following: if π satisfies a suitable condition on the central character, it lifts to
a p-adic automorphic form for H. The existence of such a lift is most easily predicted from the
Galois representation ρ (conjecturally) associated to π. Namely, if ρ : Gal(K/K) → GL2(E) is
a representation with determinant χ, and χ = φψ2 for characters φ, ψ of K, where φ lifts to a

character of Gal(Q/Q), then Ind
Gal(Q/Q)

Gal(K/K)
(ρ ⊗ ψ−1) has image landing inside GSp4(E) for some

suitable choice of symplectic form, and will be the Galois representation associated to the conjec-
tural p-adic lift of π to H. If the original p-adic automorphic form π is actually classical, then this
lifting is known to exist by work of Harris, Soudry, and Taylor [13]. The group H = GSp(4)/Q has
the convenient property that the corresponding arithmetic quotients are PEL Shimura varieties.
Consequently, there is a natural source of Galois representations, and, more relevantly for our pur-
poses, the Hida families associated to cuspidal ordinary forms of middle degree (3, in this case)
cohomology form a Hida family TH which is flat over ΛH . Yoneda’s lemma implies the existence
of maps between various rings: from Galois induction, we obtain a surjective map RH → RG, and
from p-adic functoriality, we predict the existence of a surjective map TH → TG. All together we
have a diagram:

RH - TH

RG

?
?

.................- TG,

?
?

...............

where only the solid arrows are known to exist. Naturally, we conjecture that the horizontal arrows
are isomorphisms, and that the diagram is commutative. A calculation on tangent spaces suggests
that the relative dimensions of RH and RG over Zp are 2 and 1 respectively (factoring out twists),
and thus Spec(TG) should “sit” as a divisor inside Spec(TH).

If this picture is correct, we would be facing the following curious situation, in light of Corol-
lary 1.4: the space Spec(TH) has a dense set of classical automorphic points, and yet the divisor
Spec(TG) contains components with only finitely many classical points. Thus, although the points
of Spec(TG) are not approximated by classical automorphic forms for G (they cannot be, given the
paucity of such forms), they are, in some sense, approximated by classical (indeed, holomorphic)
automorphic forms for H. Such a description of Spec(TG) would allow one to study classical points
of Spec(TG) (for example, automorphic forms π associated to modular elliptic curves over K) by
variational techniques.

Given the above speculation, there may be several approaches to defining p-adic L-functions (of
different sorts) on Spec(TG). The first approach might follow the lead of the classical construction
using modular symbols, i.e., one-dimensional homology of the appropriate symmetric spaces, but
would make use of all the Betti homology including torsion classes. The second approach might
lead us to to a p-adic analogue of the “classical” (degree 4) Asai L-function by constructing p-adic
L-functions on Spec(TH) (banking on the type of functoriality conjectured above, and using the
density of classical points on Spec(TH)) and then restricting.
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One may also ask for a characterization of the (conjectured) divisor given by the functorial lifting
of Spec(TG) to Spec(TH). For a classical automorphic form π on H, the Tannakian formalism of
L-groups (or, perhaps equally relevantly, a theorem of Kudla, Rallis, and Soudry [21]) implies that
π arises from G if and only if the degree 5 (standard) L-function L(π ⊗ χ, s) has a pole at s = 1.
Hence, speculatively, we conjecture that the divisor Spec(TG) in Spec(TH) is cut out by the polar
divisor of a p-adic (two variable, and as yet only conjectural) degree-5 L-function on Spec(TH)
at s = 1. Moreover, the residue at this pole will be the (conjectural) special value of the Asai
L-function interpolated along Spec(TG).

A second prediction following from p-adic functoriality is as follows. Once more, let G =
GL(2)/K , where K is an imaginary quadratic field, and now let G′ denote an inner form of G,
specifically, arising from a quaternion algebra over K. Then results of Hida [15] provide us with
two ordinary Hecke algebras TG and TG′ which are one dimensional over Zp. The theorem of
Jacquet-Langlands implies that any classical point of Spec(TG′) corresponds (in the usual sense)
to a classical point of Spec(TG). If classical points were dense in Spec(TG′), then one would expect
that this correspondence would force Spec(TG′) to be identified with a subvariety of Spec(TG).
In certain situations this expectation can be translated into a formal argument, and one obtains a
“p-adic Jacquet-Langlands” for p-adic automorphic forms as a consequence of the classical theorem.
This is because, in situations arising from Shimura varieties, eigencurves are uniquely determined
by their classical points, and are thus rigid enough to be “independent of their constructor” [3], §7.
However, for our G and G′, Corollary 1.4 exactly predicts that classical points will not be dense,
and hence no obvious relation between Spec(TG) and Spec(TG′) follows from classical methods.
Instead, we predict the existence of a genuine p-adic Jacquet-Langlands for GL(2) which does not
follow from the usual classical theorem, nor (in any obvious way) from any general classical form
of functoriality, and that, by keeping track of the action of Hecke, this correspondence will identify
Spec(TG′) as a subvariety of Spec(TG).

It should be noted that the phenomena of non-classical points can even be seen even in GL(1)/K ,

when K is neither totally real nor CM. Namely, there exist Galois representations Gal(K/K) → E∗

that cannot be approximated by Galois representations arising from algebraic Hecke characters. For
example, suppose the signature of K is (r1, r2) with r2 > 0, and that K does not contain a CM
field. Then the only Galois representations unramified away from p arising from algebraic Hecke
characters are (up to a bounded finite character) some integral power of the cyclotomic character.
The closure of such representations in deformation space has dimension one. On the other hand, the
dimension of the space of one dimensional representations of Gal(K/K) unramified away from p has
dimension at least r2 +1, equality corresponding to the Leopoldt conjecture. (See also section 8.4.)
One reason for studying G = GL(2)/K , however, is that when K is a CM field, G is related via
functorial maps to groups associated to Shimura varieties, such as GSp(4)/K+ or U(2, 2)/K . Even
if the general conjectural landscape of arithmetic cohomology beyond Shimura varieties requires
fundamentally new ideas, some progress should be possible with the classical tools available today
if one is allowed some access to algebraic geometry. The other simplest case to consider is to try to
produce liftings from p-adic automorphic forms on GL(1)/L to GL(2)/K , where K is an imaginary
quadratic field, and L/K a quadratic extension. To put oneself into a genuinely p-adic situation,
one should insist that L is not a CM field, equivalently, that L/Q is not biquadratic.

Due to the lack—-at present—-of substantial progress on these conjectures, we shall limit dis-
cussion of these matters, in this paper at least, to this section. However, we believe that it is
useful to view the results of this paper in the light of these speculations, as they are a first step
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to acknowledging that a “p-adic” approach will be necessary to studying automorphic forms over
GL(2)/K .
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2 Deformation Theory

2.1 Nearly Ordinary Selmer Modules

Fix a prime number p, and let (A,mA, k) be a complete local noetherian (separated) topological
ring. We further suppose that the residue field k is either

• an algebraic extension of Fp, in which case A is endowed with its standard m-adic topology,
or

• a field of characteristic zero complete with respect to a p-adic valuation (such a field we will
simply call a p-adic field, and also denote by E) in which case we require that the maximal
ideal be closed and that the reduction homomorphism A → k identifies the topological field
A/m with k.

If M is a free A-module of rank d, AutA(M) ≃ GLd(A) is canonically endowed with the structure
of topological group. If ℓ is a prime number different from p, neither of the topological groups M
or AutA(M) contain infinite closed pro-ℓ subgroups.

Definition 2.1. Let VA be a free rank two A-module. By a line LA ⊂ VA one means a free rank
one A-submodule for which there is a complementary free rank one A-submodule L̃A ⊂ VA, so that
VA = LA ⊕ L̃A.

Let K/Q be an algebraic number field, and assume that p splits completely in K.

Definition 2.2. Let VA be a free rank two A-module with a continuous A-linear action of GK :=
Gal(K/K), and let

ρA : Gal(K/K) → AutA(VA) ≃ GL2(A)

be the associated Galois representation. Such a representation ρ is said to be nearly ordinary at a
prime v|p if there is a choice of decomposition group at v, Gal(Kv/Kv) ≃ Dv →֒ GK , and a line
LA,v ⊂ VA stabilized by the action (under ρA) of Dv. If Dv stabilizes more than one line, we will
suppose that we have chosen one such line LA,v, which we refer to as the special line at v.
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Remark: The line LA,v will depend on the choice of Dv ⊂ GK but if one choice of decomposition
group Dv at v stabilizes a line LA,v then any other choice D′v is conjugate to Dv, i.e., D′v = gDvg

−1

for some g ∈ GK and therefore will stabilize the transported line L′A,v := gLA,v. Let Iv ⊂ Dv

denote the inertia subgroup of the chosen decomposition group Dv ⊂ GK at the prime v.

If ρA is nearly ordinary at v, then there we have the decomposition

0 → LA,v → VA → V/LA,v → 0

of A[Dv ]-modules. Suppose we express a GK -representation ρA that is nearly ordinary at v as a
matrix representation (with respect to a basis of VA where the first basis element lies in the special
line). Then, the representation ρ restricted to Dv takes the shape:

ρA|Dv =

(
ψA,v ∗

0 ψ′A,v

)

where ψA,v : Dv → A∗ is the character of Dv given by its action on LA,v, and ψ′A,v the character of
Dv given by its action on VA/LA,v.

Let us denote the reductions of the characters ψA,v, ψ
′
A,v mod mA by ψv, ψ

′
v .

Definition 2.3. We say that the representation ρA is distinguished at v if ρA is nearly ordinary
at v, and the pair of residual characters ψv, ψ

′
v : Dv → k∗ are distinct. If ρ is distinguished at v

there are at most two Dv-stable lines to choose as our special “LA,v”, and if, in addition, VA is
indecomposable as Dv-representation, there is only one such choice.

Remark: Let A → A′ be a continuous homomorphism (and not necessarily local homomor-
phism) of the type of rings we are considering. If VA is a free rank two A-module endowed with
continuous GK -action, and if we set VA′ := VA ⊗A A

′ with induced GK-action, then if VA is nearly
ordinary (resp. distinguished) at v so is VA′ . If VA is nearly ordinary at all places of K dividing p.
with LA,v its special line at v, and we take LA′,v := LA,v ⊗A A

′ ⊂ VA′ to be the special line at v
of VA′ for all v | p, we say that the natural homomorphism VA → VA′ is a morphism of nearly
ordinary GK-representations. In the special case where A′ is the residue field k of A and A→ k
is the natural projection, suppose we are given V a nearly ordinary, continuous, k-representation
of GK . Then the isomorphism class of the pair (VA, Vk

ν→V ) where VA is a nearly ordinary A[GK ]-
representation and ν : Vk ≃ V is an isomorphism of nearly ordinary k[GK ] representations, is called
a deformation of the nearly ordinary k[GK ]-representation V to A.

We now consider the adjoint representation associated to ρA; that is, the action of GK on
HomA(VA, VA) is given by g(h)(x) = g(h(g−1x)) for g ∈ GK and h ∈ HomA(VA, VA).

If WA := Hom′A(VA, VA) ⊂ HomA(VA, VA) denotes the hyperplane in HomA(VA, VA) consisting
of endomorphisms of VA of trace zero (equivalently, endomorphisms whose matrix expression in
terms of any basis has trace zero), then WA is a GK -stable free A-module of rank three, for
which the submodule of scalar endomorphisms A ⊂ HomA(VA, VA) is a GK-stable complementary
subspace.

If v is a finite place of K that is (nearly ordinary, and) distinguished for ρA, consider the
following Dv-stable flag of free A-submodules of WA (each possessing a free A-module complement
in WA):

0 ⊂W 00
A,v ⊂W 0

A,v ⊂WA,
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where

• W 0
A,v := Ker(Hom′A(VA, VA) −→ HomA(LA,v, VA/LA,v)), or, equivalently, W 0

A,v ⊂ WA is the
A-submodule of endomorphisms of trace zero that bring the line LA,v into itself. We have the
exact sequence of A-modules

(∗) 0 →W 0
A,v →WA →WA/W

0
A,v → 0

and note that since we are in a distinguished situation, WA/W
0
A,v ≃ HomA(LA,v, VA/LA,v) is a

Dv-representation over A of dimension one given by the character ψ′A,vψ
−1
A,v : Dv → A∗ whose

associated residual character is nontrivial.

• W 00
A,v := Ker(W 0

A,v −→ HomA(LA,v, VA)), or equivalently, W 00
A,v := HomA(VA/LA,v, LA,v) ⊂

WA. The subspace W 00
A,v ⊂WA can also be described as the subspace of endomorphisms that

send the line LA,v to zero and are of trace zero. In the case when A = k is a field, we may
describe W 00

k,v as the k-vector subspace of W 0
k,v consisting of nilpotent endomorphisms.

Sometimes we write WA = WA,v, when we wish to emphasize that we are considering the

A[G]-module WA as a A[Dv]-module. The natural homomorphism W 0
A,v

ǫ→ HomA(LA,v, LA,v) =
EndA(LA,v) = A fits in an exact sequence of Dv-modules

0 →W 00
A,v → W 0

A,v
ǫ→ A→ 0.

Choosing a basis of VA where the first basis element lies in LA,v, we may (in the usual way) identify
HomA(VA, VA) with the space of 2 × 2 matrices with entries in A. This identifies W 0

A,v with the

space of upper triangular matrices of trace zero, and the subspace W 00
A,v with matrices of the form(

0 ∗
0 0

)
.

In what follows below we shall be dealing with group cohomology with coefficients in modules of
finite type over our topological Zp-algebras A; these can be computed using continuous co-chains.

Fix ρA : GK → AutA(VA) a continuous GK -representation that is nearly ordinary and distin-
guished at all primes v|p.

Let Σ denote a (possibly empty) set of primes in K, not containing any prime above p. For
each place v in K, we define a local Selmer condition LA,v ⊆ H1(Dv,WA,v) as follows:

1. If v /∈ Σ and v ∤ p, then LA,v = the image of H1(Dv/Iv,W
Iv
A,v) in H1(Dv ,WA,v) under the

natural inflation homomorphism.

2. If v ∈ Σ, then LA,v = H1(Dv ,WA,v).

3. If v|p, then let LA,v = Ker(H1(Dv,WA,v) → H1(Iv,WA,v/W
0
A,v)).

Lemma 2.4. Let v be a prime of K. The following relations hold amongst local cohomology groups.

1. H1
(
Dv/Iv , (WA,v/W

0
A,v)

Iv
)

= 0.

2. The natural mapping H1(Dv,W
0
A,v) → H1(Dv ,WA,v) is an injection.

3. If v|p, the image H1(Dv ,W
0
A,v) →֒ H1(Dv,WA,v) is equal to the submodule

LA,v = Ker(H1(Dv ,WA,v) → H1(Iv,WA,v/W
0
A,v)) ⊂ H1(Dv,WA,v).
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Proof. We proceed as follows.

1. Either (WA,v/W
0
A,v)

Iv = 0 in which case (1) follows, or else (since v is distinguished) Dv/Iv

acts on (WA,v/W
0
A,v)

Iv via a (residually) nontrivial character. Since Dv/Iv ≃ Ẑ it follows that

H1(Dv/Iv,WA,v/W
0
A,v) = 0, giving (1).

2. Since ρA is distinguished at v, the action of Dv on the line WA,v/W
0
A,v is via a character

that is residually nontrivial, and so H0(Dv ,WA,v/W
0
A,v) = 0. Therefore, by the long exact

cohomological sequence associated to (∗) above, we have the equality

H1(Dv,W
0
A,v) = Ker(H1(Dv,WA,v) → H1(Dv ,WA,v/W

0
A,v)) ⊂ H1(Dv ,WA,v)

establishing (2).

3. The Hochschild-Serre Spectral Sequence applied to the pair of groups Iv � Dv as acting on
WA,v/W

0
A,v gives that

H1
(
Dv/Iv , (WA,v/W

0
A,v)

Iv
)
→ H1(Dv ,WA,v/W

0
A,v) → H1(Iv,WA,v/W

0
A,v)

is exact; (3) then follows from (1) and (2).

If c ∈ H1(K,WA), let cv ∈ H1(Dv ,WA,v) denote is image under the restriction homomorphism
to Dv.

Definition 2.5. The Σ-Selmer A-module H1
Σ(K,WA) consists of classes c ∈ H1(K,WA) such that

cv ∈ LA,v for each finite prime v. We denote this by H1
∅ (K,WA) when Σ is the empty set.

Remarks. From the viewpoint of universal (or versal) deformation spaces, the Selmer A-
module H1

Σ(K,WA) (taken as coherent OSpec(A)-module) is the normal bundle of the A-valued
section determined by ρA in the appropriate versal deformation space.

From now on in this article (outside of section 7) we shall be exclusively interested in Selmer
modules when A = E is a p-adic field. In this setting we shall omit the subscript A, a change that
is recorded by the following definition.

Definition 2.6. If A = E is a p-adic field, we write W , W 0, W 00 for WE, W 0
E, W 00

E , and Lv for
LE,v.
Lemma 2.7. If v ∤ p, and if the action of inertia at v on the E-module Wv factors through a finite
group (e.g., if v is unramified), then Lv = H1(Dv ,Wv).

Proof. We must show that if v ∤ p , H1(Dv/Iv,W
Iv
v ) → H1(Dv,Wv) is surjective. It suffices, then,

to show that H1(Iv,Wv) = 0. Let Nv � Iv denote the kernel of the (continuous) action of Iv on
Wv. We have by our hypothesis that Iv/Nv is a finite cyclic group. The Hochschild-Serre Spectral
Sequence applied to Nv � Iv acting on Wv yields the exact sequence

H1(Iv/Nv ,Wv) → H1(Iv,Wv) → H1(Nv ,Wv).

Since Iv/Nv is finite andWv is a vector space over a field of characteristic zero, the left flanking group
vanishes. Since the Nv-action on Wv is trivial, we have that H1(Nv,Wv) = Homcont(N

ab
v ,Wv).

Since Nab
v is a finite group times a pro-ℓ-group for ℓ 6= p it follows that Homcont(N

ab
v ,Wv) vanishes.
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Proposition 2.8. If for all v 6 |p the inertia group at v acts on V through a finite group, then the
Selmer E-vector space H1

Σ(K,W ) is independent of Σ. In particular, for any Σ (as defined above),
we have a canonical isomorphism of E-vector spaces H1

Σ(K,W ) ≃ H1
∅ (K,W ).

Proof. By Lemma 2.7 for such primes v 6 |p, i.e., when the inertia group at v acts on VE through a
finite group, it follows that Lv = H1(Dv,Wv) whether or not v is in Σ.

Corollary 2.9. When the action of GK on V factors through a finite group, for any Σ we have

H1
Σ(K,W ) ≃ H1

∅ (K,W ).

2.2 Universal deformations and Selmer groups

Let V = VE in the notation of subsection 2.1 above, and let ρ = ρE : GK → AutE(V ) be
a continuous E-linear representation unramified outside a finite set of places of K and nearly
ordinary and distinguished at all v dividing p. Let Σ be a (possibly empty) set of primes in K as
in subsection 2.1. Set S to be the (finite) set consisting of all places v of K that are either in Σ, or
divide p, or are archimedean, or are ramified for ρ. We may view ρ as a (continuous) representation

ρ : GK,S −→ AutE(V ) ≈ GL2(E),

where GK,S is the quotient group of GK obtained by division by the closed normal subgroup gen-
erated by the inertia groups of primes of K not in S. Suppose, now, that ρ is absolutely irreducible
and let R(S) = R denote the ring that is the universal solution to the problem of deforming ρ to
two-dimensional nearly ordinary GK,S-representations over complete local noetherian topological
algebras A with residue field the p-adic field E. Thus we have

ρuniv : GK,S −→ GL2(R),

a universal representation (nearly ordinary, and unramified outside S) with residual representation
equal to ρ. For this, see §30 of [27] but to use this reference, the reader should note that the case
of finite residue fields rather that p-adic fields such as E were explicitly dealt with there, and also
although a variety of local conditions are discussed, including the condition of ordinariness at a
prime v, the local condition of nearly ordinariness is not treated, so we must adapt the proofs given
there to extend to p-adic residue fields such as E, and also to note that with little change one
may obtain same (pro-)representability conclusion—as obtained there for ordinariness—for nearly
ordinariness. All this is routine. If m denotes the maximal ideal of R, then R/m = E, and the
canonical map R→ R/m = E induces (from ρuniv) the representation ρ.

Remark: Let OE ⊂ E be the ring of integers in the complete valued field E, and suppose that
ρ : GK → GL2(E) takes its values in GL2(OE). Put F := OE/mEOE and suppose that the
residual representation ρ : GK,S → GL2(F) associated to ρ is irreducible, (or, more generally,
satisfies EndF(ρ) = F). Suppose, furthermore, that ρ|Dv is nearly ordinary and distinguished for
each v|p. Then ρ also admits a universal nearly ordinary deformation ring R(ρ). Consider the map
R(ρ) → OE corresponding to the representation ρ, and denote the kernel of this homomorphism by

P . We may recover R from R(ρ) as follows. Let R̂(ρ) denote the completion of R(ρ)[1/p] at P . Let
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E′ denote the residue field of this completion — the field E′ is the smallest p-adic subfield of E such
that the image of ρ in GL2(E) may be conjugated into GL2(E

′). Then there is an isomorphism

R ≃ R̂(ρ) ⊗E′ E (see [20], Prop 9.5).

For each prime v of K not dividing p, and choice of inertia subgroup Iv ⊂ Dv ⊂ Gal(K̄/K)
denote by

Iv,ρ ⊂ Iv

the kernel of the restriction of ρ to Iv. Thus if v is a prime unramified for ρ and not in S, we have
that Iv,ρ = Iv is also in the kernel of the universal representation ρuniv.

Definition 2.10. Say that a deformation of ρ to a complete local ring A with residue field E,
ρA : GK,S −→ GL2(A), has restricted ramification at a prime v of K if Iv,ρ is in the kernel of
ρA.

Let RΣ denote the maximal quotient ring of R(S) with the property that the representation

ρΣ : GK,S −→ GL2(RΣ)

induced from ρuniv via the natural projection has the property that it has restricted ramification
at all (ramified) primes v 6 |p of K that are not in Σ. Visibly, ρ is such a representation, and thus
RΣ 6= 0. Let XΣ = Spec(RΣ). We will be particularly interested in TanmX det

Σ , the Zariski tangent
space of XΣ at the maximal ideal m (corresponding to ρ).

It is often convenient to also fix the determinant of the representation. Let X det
Σ ⊂ XΣ denote the

closed subscheme cut out by the extra requirement that the kernel (in GK,S) of the determinant of
any A-valued point of X det

Σ is equal to the kernel of the determinant of ρ; we view this subscheme as
the universal nearly ordinary deformation space of ρ : GK,S → GL2(E) with restricted ramification
outside p and Σ, and with fixed determinant. If Σ = ∅ then we say that we are in a minimally
ramified situation.

Let C denote the category of Artinian E-algebras, and consider the functor Dρ,Σ : C → Sets
that associates to an Artinian E-algebra A with residue field E the set Dρ,Σ(A) of all deformations
of the Galois representation ρ to A that are nearly ordinary and of restricted ramification at primes
not dividing p and outside Σ.

If we impose the extra condition that the deformation have fixed determinant, we obtain a
sub-functor that we denote Ddet

ρ,Σ:

A 7−→ Ddet
Σ (A) ⊂ DΣ(A).

Proposition 2.11. The scheme X det
Σ (pro-)represents the functor Ddet

Σ : there is a functorial cor-
respondence X det

Σ (A) = Ddet
Σ (A).

Proof. This follows in a straightforward way from the definitions, given the discussion above (com-
pare §30 of [27], or [10]).

Let A = E[ǫ] = E⊕ǫ ·E be the (Artinian local) E-algebra of dual numbers, where ǫ2 = 0. There
is a natural way of supplying the sets Ddet

Σ (A) ⊂ DΣ(A) with E-vector space structures (consult
loc. cit. for this) and we have the following natural isomorphisms.
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Proposition 2.12. We have identifications of E-vector spaces

TanmX det
Σ ≃ Ddet

Σ (A) ≃ H1
Σ(K,W ).

Suppose, moreover, that for all v 6 |p, the action of the inertia group Iv on W factors through a finite
quotient group. Then H1

Σ(K,W ) is independent of Σ.

Proof. The first identification above is standard. See, for example, §30 of [27], or [10]. The second
identification follows from a computation, the format of which is standard; it follows from expressing
of AutE[ǫ](V ⊕ ǫ ·V ) ≈ GL2(E[ǫ]) as a semi-direct product of AutE(V ) by EndE(V ) = W ⊕E, and
then noting that a lifting ρA of the homomorphism ρ to A provides us, in the usual manner, with
a continuous 1-cocycle c(ρA) on GK with values in W ⊕ E, and if the determinant is constant the
projection of c(ρA) to the second factor vanishes. The underlying cohomology class, h(ρA), of c(ρA)
determines and is determined by the deformation class of the homomorphism ρA. The assignment
ρA 7→ h(ρA) induces a natural embedding

Ddet
Σ (A) ⊂ H1(K,W ) ⊂ H1(K,W ) ⊕H1(K,E) = H1(K,EndE(V )).

If h ∈ H1(K,W ) and v is a place, denote its restriction to Dv by hv ∈ H1(Dv ,Wv).

Sublemma 1. The subspace Ddet
Σ (A) ⊂ H1(K,W ) consists of the set of cohomology classes h ∈

H1(K,W ) such that for each place v, hv lies in L′v ⊂ H1(Dv ,Wv) where

• if v | p then L′v = Lv,
• if v is in Σ, then L′v = H1(Dv,Wv), and

• if v is none of the above, then L′v = image
{
H1(Dv/Iv,ρ,Wv)

}
⊂ H1(Dv ,Wv).

Proof. We must show that in any of the cases listed L′v is the subspace that cuts out the ramification
conditions at v required for a deformation to lie in Ddet

Σ (A).

• Suppose v | p. A deformation of ρ that is nearly ordinary at v can be represented by a
homomorphism ρA that when restricted to Iv preserves the line LA,v = Lv⊕ǫLv ⊂ VA = V⊕ǫV .
It is then evident that the associated cocycle c(ρA), when restricted to Iv, takes its values in
W 0
v ,and so h(ρA)v ∈ Lv. Thus L′v ⊂ Lv. The opposite inclusion is equally straightforward.

• For v in Σ we have L′v = H1(Dv ,Wv) = Lv.
• If v is none of the above, the requirement that the homomorphism ρA have restricted rami-

fication at v is that its restriction to Iv induces a homomorphism from Dv/Iv,ρ to GL2(E[ǫ])
and thus that the associated deformation is identified with an element of H1(Dv ,Wv) in the
image of H1(Dv/Iv,ρ,Wv).

Returning now to the proof of our proposition, we must show that L′v = Lv for v 6 |p and v /∈ Σ.
We have

Lv = image
{
H1(Dv/Iv ,W

Iv
v )
}
⊂ L′v = image

{
H1(Dv/Iv,ρ,Wv)

}
⊂ H1(Dv ,Wv).

But by Lemma 2.7, Lv = H1(Dv ,Wv); thus all the groups displayed in the line above are equal.

If the representation ρ restricted to Iv for v not dividing p factors through a finite quotient
group, then independence of Σ follows from Corollary 2.9.
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2.3 Infinitesimal Hodge-Tate weights

Recall that p is completely split in K, and therefore, Dv = Gal(Qp/Qp). By local class field theory,

the Artin map gives us a homomorphism Z∗p →֒ Q∗p →֒ Dab
v , the latter group being the maximal

abelian quotient of Dv. For v|p, we have that Lv ≃ H1(Dv ,W
0
v ) by Lemma 2.4. Consider the

one-dimensional E-vector space E := Hom(Z∗p, E), and form the E-linear functional πv : Lv → E
given by composition

Lv ≃ H1(Dv,W
0
v )

ǫ−→H1(Dv, E) = Hom(Dab
v , E) → Hom(Z∗p, E) = E .

(in the above discussion, Hom always means continuous homomorphisms).

Definition 2.13. Let c ∈ H1
Σ(K,W ). For v|p, the infinitesimal Hodge-Tate weight of c at v

is the image of c under the composition

ωv : H1
Σ(K,W ) - Lv

πv
- E

Putting the ωv’s together, we get the mapping of infinitesimal Selmer to infinitesimal weight
space,

ω :=
⊕

v|p

ωv : H1
Σ(K,W ) →

⊕

v|p

E = {
⊕

v|p

Q} ⊗Q E .

A vector w in this latter vector space {⊕v|pQ} ⊗Q E will be called rational if w is expressible
as r ⊗ e for r ∈ {⊕v|pQ} and e ∈ E .

2.4 Motivations

One of the motivating questions investigated in this article is the following: under what conditions
does the image of ω contain non-zero rational vectors?

If K is a totally real field and ρ is potentially semistable and odd at all real places of K, then
one expects that ρ is modular. If ρ is modular, and K is totally real, the ordinary Hida families
associated to ρ produce many deformations in which the Hodge-Tate weights vary rationally with
respect to one another. We conjecture that in a strong sense the converse is almost true. Namely,
that any deformation c ∈ H1

Σ(K,W ) with ω(c) rational only occurs if c has arisen from the Hida
family of some odd representation over a totally real field, the only exception being when c arises
by induction from a family of representations over a CM field, or — in a final exceptional case that
only conjecturally occurs when ρ is an Artin representation — when ρ arises by base change from
some even representation.

We will be paying special attention in this article to Artin representations ρ; that is, to repre-
sentations with finite image in GL2(E). The results we obtain are, for the most part, conditional
in that they depend on a certain (“natural,” it seems to us) extension of the classical conjecture of
Leopoldt.

Definition 2.14. The representation ρ admits infinitesimally classical deformations if there exists
a non-zero class c ∈ H1

Σ(K,W ) with rational infinitesimal Hodge-Tate weights.
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Remark: If ρ is an Artin representation then by Corollary 2.9 there is an isomorphismH1
Σ(K,W ) =

H1
∅ (K,W ), so it suffices to consider the case Σ = ∅. If ρ is classical with distinct Hodge-Tate

weights, then one also expects that all infinitesimal deformations of ρ are minimally ramified, and
hence that H1

Σ(K,W ) = H1
∅ (K,W ). This expectation arises from the automorphic setting, where

an intersection of two Hida families in regular weight would contradict the semi-simplicity of the
Hecke action.

3 The Leopoldt conjecture

3.1 Preliminaries

In this section we will let p be a prime number and E/Qp a field extension, but some of what we
say will have an analog if we take p to be ∞, i.e., if we consider our field E to be an extension field
of R.

Let M/Q be a finite Galois extension with Galois group G of order n. Denote by O∗M group of
units in the ring of integers of M , and let

UGlobal := O∗M ⊗Z E

be the E-vector space obtained by tensor product with E. By the Dirichlet unit theorem, UGlobal

is of dimension either n− 1 or n
2 − 1, depending upon whether M is totally real or totally complex.

We will think of UGlobal as a (left) E[G]-module induced by the natural action of G. In the sequel,
our modules over non-commutative rings will be understood to be left modules unless we explicitly
say otherwise (and, on occasion, we will say otherwise).

For v a place of M dividing p, let Mv denote the completion of M at v, and let O∗Mv
⊂ M∗v be

the group of units in the ring of integers of the discrete valued field Mv. View

Ô∗Mv
:= lim

←
O∗Mv

/(O∗Mv
)p

n
,

the p-adic completion of O∗Mv
, as Zp-module, and form

Uv := Ô∗Mv
⊗Zp E,

which we think of as Dv-representation space, where Dv ⊂ G is the decomposition group at v.
We have that Uv is a free E[Dv ]-module of rank one. The group G acts transitively on the set of

places v|p and, correspondingly, conjugation by G is a transitive action on the set of decomposition
groups {Dv}v|p. Also, if g ∈ G and v|p, the automorphism g : M → M induces an isomorphism
also denoted g : Uv ∼= Ugv.

Definition 3.1. ULocal :=
∏
v|p Uv.

We view ULocal in the natural way as E[G]-module, the action of an element g ∈ G sending the
vector (. . . , xv, . . . ) in

∏
v|p Uv to (. . . , yv, . . . ) where ygv = gxv for v|p.

Fixing a place w|p and putting D = Dw, we have natural identifications

IndGDUw = E[G] ⊗E[D] Uw ∼=
∏

v|p

Uv = ULocal
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by the homomorphism induced from the rule g ⊗ x 7→ (. . . , xv, . . . ) ∈ ∏v|p Uv, where, for g ∈ G
and x ∈ Uw, we have that xv (the v-th entry of the image) is 0 if v 6= gw and is gx if v = gw. The
E[G]-module ULocal is free of rank one.

Now let us consider “fields of definition” of the structure inherent to the E[G]-module ULocal.
Let F ⊂ E be a subfield (and we will be interested in the cases where F is a field of algebraic
numbers).

If we choose a generator u ∈ Uw of the E[D]-module Uw, then setting Uw,F := F [D] · u ⊂ Uw
we see that Uw,F is a free F [D]-module of rank one such that Uw,F ⊗F E ≃ Uw. Refer to such a
sub-F [D]-module of Uw as an F -structure on Uw.

Given any such F -structure on Uw we have a canonical right F [D]-module structure on Uw,F
as well. Namely, if

x = a · u ∈ Uw,F

for a ∈ F [D], and if b ∈ F [D], the right-action of b on x is given by x · b := abu. This extends
by base change to give a right action of E[D] on Uw. Given an F -structure on Uw, we get a
corresponding F -structure on ULocal = E[G] ⊗E[D] Uw by setting

ULocal,F := F [G] ⊗F [D] Uw,F

which we view, then, as a (left) F [G]-module and a right F [D]-module.
These F -structures will be called preferred F -structures on ULocal although, in fact, we will

consider no other ones, and we identify ULocal with ULocal,F ⊗F E, viewing it as a (left) E[G]-
module and a right E[D]-module. The ambiguity in the choice of F -structure then boils down to
which (F [D])∗-coset of generator of E[D]-module Uw we have chosen.

Suppose, then, we have such a preferred F -structure given on ULocal. By an F -rational, right
E[D]-submodule V ⊂ ULocal we mean a right E[D]-submodule of ULocal for which there exists a
right F [D]-submodule VF ⊂ ULocal,F such that V = VF ⊗F E. (For a systematic treatment of these
issues, see the Appendix: section A.)

For any v|p, the natural injection M →֒Mv induces a homomorphism of E[Dv ]-modules

UGlobal
ιv−→Uv

and the product of these,

ι = ιp =
∏

v|p

ιv : UGlobal −→
∏

v|p

Uv = ULocal

is naturally a homomorphism of E[G]-modules. We can also think of ι as the natural E[G]-
homomorphism

ι : UGlobal → IndGDUw

induced from the E[D]-homomorphism ιw : UGlobal → Uw.
The classical p-adic Leopoldt conjecture is equivalent to the statement that ι is injective for p

any prime. This has been proven when M/Q is an abelian Galois extension [4].

Remark: In the situation where p = ∞, we have a somewhat analogous homomorphism

ι∞ : UGlobal = O∗M ⊗ R −→
∏

v infinite

R
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given by λ(u) = the vector (. . . , λv(u), . . . ) ∈
∏

v|∞

R with λv(u) = log |u|v for v real, and given by

λv(u) = 2 log |u|v for v complex, which has been known (for over a century) to be injective.

3.2 The Strong Leopoldt Conjecture

Assume the classical Leopoldt Conjecture. The stronger version of Leopoldt’s Conjecture that we
shall formulate has to do with the manner in which the E[G]-submodule

ι(UGlobal) ⊂ ULocal

is skew to the F -structures we have considered on ULocal.

Definition 3.2 (Strong Leopoldt Condition for E/F ). Let us say that M/Q satisfies the Strong
Leopoldt Condition for E/F if the map ι is injective, and furthermore for any preferred F -
structure on ULocal, and every F -rational right E[D]-submodule Z ⊂ ULocal, and every E[G]-
submodule Y ⊂ ULocal such that Y is isomorphic to UGlobal as E[G]-module, we have the inequality
of dimensions

dim(ι(UGlobal) ∩ Z) ≤ dim(Y ∩ Z).

For ease of reference, let us refer to the E[G]-submodules Y ⊂ ULocal that appear in this
definition as the competitors (i.e., to UGlobal) and the F -rational right E[D]-submodules Z ⊂
ULocal as the tests. So the Strong Leopoldt Condition for E/F is satisfied if, so to speak, UGlobal

“wins every test with every competitor,” or at least manages a draw.

Conjecture 3.3 (Strong Leopoldt). Let E/Qp be any algebraic extension field, and F ⊂ E any
subfield where F/Q is algebraic. Let M/Q be any finite Galois extension. Then M/Q satisfies the
Strong Leopoldt Condition for E/F .

Remarks:

1. This conjecture is visibly a combination of the classical Leopoldt Conjecture and, as it seems
to us, a fairly natural (genericity) hypothesis: the conjecture predicts that the E-vector space
generated by global units — as it sits in the E-vector space of p-adic local units — is as
generic as its module structure allows, relative to the preferred F -structures on the bi-module
ULocal of p-adic local units. This genericity condition is discussed in a general context in the
Appendix (compare definition A.8).

2. Note that the Z[G]-module O∗M , or its torsion-free quotient, the lattice of global units, does
not play a role in this Strong Leopoldt Condition, a condition that only concerns itself with
the tensor product of this unit lattice with the large field E.

3. Choosing model F -representations Vη of G, for η running through the distinct irreducible
F -representations of G, we have a canonical decomposition of the bi-module ULocal,F as

ULocal,F =
⊕

η

Vη ⊗ V #
η

where for each η, V #
η := HomF [G](Vη, ULocal,F ) is viewed as a right F [D]-module. Put Vη,E :=

Vη ⊗F E, and similarly V #
η,E := V #

η ⊗F E. Assuming the classical Leopoldt conjecture we may
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identify UGlobal with its image under ιp in ULocal and write the image of UGlobal in ULocal as a
direct sum

UGlobal =
⊕

η

Vη ⊗ V #
η,Global ⊂

⊕

η

Vη ⊗ V #
η,E ,

the “placement” of UGlobal in ULocal being determined by giving the vector subspaces

V #
η,Global ⊂ V #

η,E

for each η. The Strong Leopoldt Conjecture, then, requires the E[D]-submodule V #
η,Global to

be generically positioned (in the sense described above) with respect to the F [D]-structure of

V #
η,E . In the special case of Galois extensions M/Q where the classical Leopoldt conjecture

holds and, for each η, we have that either V #
η,Global = 0 or V #

η,Global = V #
η (i.e., where UGlobal

consists of a direct sum of isotypic components of the E[G]-representation ULocal) the Strong
Leopoldt Condition (trivially) holds because — in this case — there are no competitors Y (in
the sense we described above) other than UGlobal itself.

Corollary 3.4. If M/Q is an abelian extension, the Strong Leopoldt Conjecture holds.

Proof. The classical Leopoldt conjecture holds for abelian extensions of Q, and UGlobal consists of
a direct sum of isotypic components of the E[G]-representation ULocal.

Corollary 3.5. If M/Q is a totally real Galois extension for which the classical Leopoldt conjecture
holds, the Strong Leopoldt Conjecture holds.

Proof. Since M is totally real, Leopoldt’s conjecture is equivalent to the statement that there is an
isomorphism ULocal/UGlobal ≃ E as G-modules. Equivalently, UGlobal consists of a direct sum of all
the non-trivial isotypic components of ULocal as an E[G]-representation.

The above are cases, then, where (given the classical conjecture) the Strong Leopoldt Conjecture
holds vacuously.

3.3 The Strong Leopoldt Conjecture and the p-adic Schanuel conjecture

To get a sense of the nature of the Strong Leopoldt conjecture in a relatively simple situation, but
a more interesting one than treated in Corollaries 3.4 and 3.5, let us suppose that:

• the decomposition group D is trivial,

• the classical Leopoldt conjecture holds, and

• There is an irreducible G-representation η, and a nonzero vector v# ∈ V #
η,E such that the

E[G]-sub-representation UGlobal ⊂ ULocal is a direct sum

UGlobal = I
⊕

{Vη,E ⊗E v
#} ⊂ ULocal

where I is an E[G]-representation that is a direct sum of some isotypic components in ULocal.
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(To make it interesting, of course, we would want that this irreducible representation η to be of
dimension > 1. We shall consider some explicit examples when this occurs in subsequent sections.)
In the above situation the only possible competitors Y are of the form

Y = I
⊕

{Vη,E ⊗E y
#} ⊂ ULocal

for some nonzero vector y# ∈ V #
η,E . One easily sees that — in this situation — to test whether or

not the Strong Leopoldt Conjecture holds, it suffices to consider only test vector spaces Z contained
in Vη ⊗ V #

η . Explicitly, the Strong Leopoldt Conjecture will hold if and only if

dim
(
{Vη,E ⊗E v

#} ∩ ZE
)

≤ dim
(
{Vη,E ⊗E y

#} ∩ ZE
)

for all F -vector subspaces Z ⊂ Vη ⊗ V #
η . Let d := dimF (V #

η ) and choose an F -basis for V #
η ,

identifying V #
η with F d, and (tensoring with E) V #

η,E with Ed. After this identification we may

view the vector v# as a d-tuple of elements of E

v# := (e1, e2, . . . , ed).

Without loss of generality we may assume that ed = 1.

Theorem 3.6. In the situation described above,

1. If the Strong Leopoldt Condition for E/F holds, then the elements e1, e2, . . . , ed = 1 ∈ E are
linearly independent over F .

2. If the transcendence degree of the field F (e1, e2, . . . , ed−1) ⊂ E is d−1, then the Strong Leopoldt
Condition for E/F holds in this situation.

Proof. We begin with part one. If e1, e2, . . . , ed ∈ E satisfies a nontrivial F -linear relation explicitly
given by λ(e1, e2, . . . , ed) = 0, let V #

o ⊂ V #
η be the kernel of λ; so v# ∈ V #

o . Define the F -vector
test subspace

Z := Vη ⊗F V
#
o ⊂ Vη ⊗F V

#
η ,

and choose as “competitor” the E[G]-sub-representation

Y := Vη,E ⊗E y
# ⊂ Vη,E ⊗E V

#
η,E .

where y# ∈ V #
η,E is any vector such that λ(y#) 6= 0. Then

1 = dim({Vη,E ⊗E v
#} ∩ ZE) > dim(Y ∩ ZE) = 0.

This proves part one.

Suppose now that the transcendence degree of the field F (e1, e2, . . . , ed−1) ⊂ E is d− 1. Form
the polynomial ring R := F [X1,X2, . . . ,Xd−1], and consider the R-modules Vη,R := Vη ⊗F R,

V #
η,R := V #

η ⊗F R = Rd, and ZR = Z ⊗F R ⊂ Vη,R ⊗R V
#
η,R. Now consider the element X# :=

(X1,X2, . . . ,Xd−1, 1) ∈ Rd = V #
η,R and form the R-submodule

{Vη,R ⊗R X
#}
⋂
ZR ⊂ Vη,R ⊗R V

#
η,R.
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By sending the independent variables (X1,X2, . . . ,Xd−1) to (e1, e2, . . . , ed−1) we get an injective
F -algebra homomorphism from R to E identifying the base change to E of the R-module {Vη,R⊗R

X#}⋂ZR with the E-vector space {Vη,E ⊗E v
#} ∩ ZE . For any y# = (c1, c2, . . . , cd−1, 1) ∈ Ed,

by sending the independent variables (X1,X2, . . . ,Xd−1) to (c1, c2, . . . , cd−1) we get an F -algebra
homomorphism from R to E identifying the base change to E of the R-module {Vη,R⊗RX

#}⋂ZR
with the E-vector space

Y ∩ ZE = {Vη,E ⊗E y
#} ∩ ZE.

An appeal to the principle of upper-semi-continuity then guarantees that

dim({Vη,E ⊗E v
#} ∩ ZE) ≤ dim({Vη,E ⊗E y

#} ∩ ZE)

concluding the proof of our theorem.

The Schanuel Conjecture is an (as yet unproved) elegant statement regarding the transcenden-
tality of the exponential function evaluated on algebraic numbers (or of the logarithm, depending
upon the way it is formulated; we will give both versions below). Its proof would generalize sub-
stantially the famous Gelfond-Schneider Theorem that establishes the transcendentality of αβ for
algebraic numbers α and β (other than the evidently inappropriate cases α = 0, 1 or β rational).
There is a p-adic analog to the Schanuel Conjecture, currently unproved, and a p-adic analog to
the Gelfond-Schneider Theorem established by Kurt Mahler.

Here, then, are the full-strength conjectures in two, equivalent, formats.

Conjecture 3.7 (Schanuel — exponential formulation). Given any n complex numbers z1, . . . , zn
which are linearly independent over Q, the extension field Q(z1, . . . , zn, exp(z1), . . . , exp(zn)) has
transcendence degree at least n over Q.

Conjecture 3.8 (Schanuel — logarithmic formulation). Given any n nonzero complex numbers
z1, . . . , zn whose logs (for any choice of the multi-valued logarithm) are linearly independent over
the rational numbers Q, then the extension field Q(log z1, . . . , log zn, z1, . . . , zn) has transcendence
degree at least n over Q.

A somewhat weaker formulation of this conjecture is as follows:

Conjecture 3.9 (Weak Schanuel — logarithmic formulation). Given any n algebraic numbers
α1, . . . , αn whose logs are linearly independent over the rational numbers Q, then the extension field
Q(logα1, . . . , log αn) has transcendence degree n over Q.

We are interested in the p-adic version of the above conjecture, namely:

Conjecture 3.10 (Weak Schanuel — p-adic logarithmic formulation). Let α1, . . . , αn be n
nonzero algebraic numbers contained in a finite extension field E of Qp. Let logp : E∗ → E be
the p-adic logarithm normalized so that logp(p) = 0. If logp α1, . . . , logp αn are linearly independent
over the rational numbers Q, then the extension field Q(log α1, . . . , log αn) ⊂ E has transcendence
degree n over Q.

Theorem 3.11. If M/Q satisfies the hypotheses of the beginning of this subsection, then the
classical Leopoldt Conjecture plus the weak p-adic Schanuel Conjecture implies the Strong Leopoldt
Conjecture.
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Proof. This follows directly from part 2 of Theorem 3.6.

In the next two subsections we examine cases of the above set-up.

3.4 The Strong Leopoldt Condition for complex S3-extensions of Q

Consider the case whereM/Q is Galois with G = S3, the symmetric group on three letters. Suppose
that p splits completely in M , so the decomposition group D is trivial, and M is totally complex.
Let E be an algebraic closure of Qp, and F ⊂ E an algebraic extension of Q contained in E.

Theorem 3.12. The Strong Leopoldt Condition is true in this situation.

We begin our discussion assuming the hypotheses and notation of the opening paragraph of this
subsection. We have a canonical isomorphism of F [G]-modules

ULocal,F ≃ F ⊕ F ⊕ Vη ⊗F V
#
η ,

where the action of G on the various summands is as follows: the action on the first summand is
trivial, the action on the second is via the sign representation, the action on the third is via action
on the first tensor factor, i.e., g · (x ⊗ x#) = (gx) ⊗ x# for g ∈ G, x ∈ Vη and x# ∈ V #

η ), where
Vη is the irreducible representation of G = S3 on a two-dimensional vector space over F . The
E[G]-module UGlobal is isomorphic to Vη,E := Vη ⊗F E.

The homomorphism ιp : UGlobal → ULocal is injective (i.e., the classical Leopoldt Conjecture
is — in fact, trivially — true) since the G-representation UGlobal is irreducible and ιp doesn’t
vanish identically. Moreover, the image of ιp is necessarily contained in the third summand of the
decomposition displayed above; i.e., we may view ιp as being an injection of E[G]-modules

ιp : UGlobal → Vη,E ⊗E V
#
η,E = (Vη ⊗F V

#
η ) ⊗F E ⊂ ULocal,

identifying UGlobal with the E[G]-sub-representation Vη⊗F v
# ⊂ Vη,E⊗E V

#
η,E for a nonzero vector

v# ∈ V #
η,E . In particular, we are in exactly the situation discussed in subsection 3.3.

Choose an F -basis {v#
1 , v

#
2 } of V #

η and write v# = a1v
#
1 +a2v

#
2 for specific elements a1, a2 ∈ E

we see that the subset of E ∪ {∞} consisting in the set of images of µ := a1/a2 under all linear
fractional transformations with coefficients in F (call this the subset of F -slopes of UGlobal) is an
invariant of our situation.

Lemma 3.13. In the situation described above:

1. If the Strong Leopold condition holds for E/F , then the set of F -slopes of λ is not contained
in F .

2. If the set of F -slopes of λ is not contained in any quadratic extension of F , then the Strong
Leopold condition holds for E/F .

Proof. If the set of F -slopes of UGlobal is contained in F , then the image of UGlobal in ULocal is itself
the base change to E of an F [G]-sub-representation in the preferred F -structure of ULocal which is
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an F -vector subspace (relative to the preferred F -structure) of ULocal, and taking this F [G]-sub-
representation itself as test object Z — and Y ⊂ ULocal as any irreducible two-dimensional E[G]
sub-representation different from UGlobal — give the dimension inequality

dim(UGlobal ∩ Z) > dim(Y ∩ Z)

that contradicts the Strong Leopoldt Condition. This proves part one.

Suppose now, that the set of F -slopes of λ is not contained in in any quadratic extension of F .
As discussed in Remark 3 of the previous subsection, the E[G]-representation subspaces Y ⊂ ULocal

that are isomorphic to UGlobal (as E[G]-representations) are of the form Vη,E⊗Ey
# for some nonzero

vector y# ∈ V #
η,E . Let Z ⊂ Vη ⊗F V

#
η be a test F -rational vector space, and let ZE = Z⊗F E. The

three cases that are relevant to us are when dim(ZE) = 1, 2, 3. One checks that (since the set of
F -slopes of UGlobal is not contained in F ) Vη,E ⊗E v

# does not contain an F -rational line, nor is
annihilated by a nontrivial F -rational linear form. Therefore we need only treat the case where ZE
is of dimension two. Now an inequality of dimensions of the form dim(Y ∩ZE) < dim(UGlobal∩ZE)

can only happen if dim(Y ∩ ZE) = 0 and dim(UGlobal ∩ ZE) = 1, i.e., if Y + ZE = (Vη,E ⊗E V
#
η,E)

while UGlobal + ZE is a proper subspace of (Vη,E ⊗F V
#
η,E).

One can now make this explicit in terms of 4 × 4 matrices as follows. We can choose an
F -bases {v1, v2} of the vector space Vη and {v#

1 , v
#
2 } of the vector space V #

η so that we may

write v# = v#
1 +µv#

2 and y# = v#
1 + νv#

2 where by hypothesis µ is not contained in any quadratic

extension of F (and we know nothing about ν). We have a basis {vi,j := vi⊗v#
j }i,j for Vη,E⊗E V

#
η,E

and in terms of this basis:

• UGlobal is generated by v1,1 + µv1,2 and v2,1 + µv2,2,

• any competitor Y is generated by v1,1 + νv1,2 and v2,1 + νv2,2,

• any test Z is generated by
∑

i,j ai,jvi,j and
∑

i,j bi,jvi,j for ai,j, bi,j ∈ F .

We leave it to the reader to check (a) that if µ is not contained in any quadratic extension field
of F the rank of the matrix




1 µ 0 0
0 0 1 µ
a1,1 a1,2 a2,1 a2,2

b1,1 b1,2 b2,1 b2,2




is greater than or equal to the rank of the matrix




1 ν 0 0
0 0 1 ν
a1,1 a1,2 a2,1 a2,2

b1,1 b1,2 b2,1 b2,2




for any ν, and (b) that this concludes the proof of our lemma.

25



3.5 Proof of Theorem 3.12

Given Lemma 3.13 it clearly suffices to show that the slope µ defined in the previous subsection is
transcendental. Here, more concretely, is how to see this invariant µ. If K1,K2,K3 ⊂ M are the
three conjugate subfields of order three, let ǫ1, ǫ2, ǫ3 be fundamental units of these subfields (ǫi > 1
in the unique real embedding Ki →֒ R) and note that ǫ1ǫ2ǫ3 = 1, and that the group G acts as a
full group of permutations of the set {ǫ1, ǫ2, ǫ3}.

Fix a place w of M over p and let Ow = Zp denote the ring of integers in the w-adic completion
of M . Let ǫ1,w, ǫ2,w, ǫ3,w ∈ O∗w = Z∗p denote the images of the units ǫ1, ǫ2, ǫ3. Let logp : Z∗p → Qp

denote the classical p-adic logarithm. The F -slope of UGlobal in ULocal is, up to F -linear fractional
transformation, equal to

µ = logp(ǫ1,w)/ logp(ǫ2,w).

The transcendence of logp(ǫ1,w)/ logp(ǫ2,w) follows from Mahler’s p-adic version of the Gelfond-
Schneider theorem ([25], Hauptsatz, p.275). Mahler proved that for any two algebraic numbers
α, β in Qp, either logp(α)/ logp(β) is rational or transcendental. Since ǫ1 and ǫ2 are linearly
independent in the torsion-free quotient of O∗M , the ratio logp(α)/ logp(β) is not rational, and
hence is transcendental.

Remark: The Archimedean analog of the above transcendence statement follows from the classical
result of Gelfond-Schneider. Specifically, embed M in C (in one of the three possible ways). For
i 6= j let log(ǫi)/ log(ǫj) refer to the ratios of any of the values of the natural logarithms of ǫi and
of ǫj ; these ratios are transcendental. A formally similar question concerning p-adic transcendence
in the arithmetic of elliptic curves is — to our knowledge — currently unknown. Namely, let
M/Q be an S3-extension, σ, τ ∈ S3 denoting the elements of order 2 and 3 respectively. Let
v be a place of M of degree one dividing a prime number p. Now let A be an elliptic curve
over Q with Mordell-Weil group over M denoted A(M) and suppose that the S3 representation
space A(M) ⊗ Qp is the two-dimensional irreducible representation of S3. We have the natural
homomorphism x 7→ xv of A(M)⊗Qp onto the one-dimensional Qp-vector space A(Mv)⊗Qp. Let
α ∈ A(M)/torsion ⊂ A(M) ⊗ Qp be a nontrivial element fixed by σ and let β := τ(α). Neither of
the elements αv, βv ∈ A(M) ⊗ Qp vanish. We can therefore take the ratio αv/βv ∈ Qp, this ratio
being independent of the initial choice of α (subject to the conditions we imposed). Is this ratio
αv/βv a transcendental p-adic number?

3.6 The Strong Leopoldt Condition for complex A4-extensions of Q

One gets a slightly different slant on some features of the Strong Leopoldt Condition if one considers
the case where M/Q is Galois with G = A4, the alternating group on four letters. Suppose,
again, that p splits completely in M , so the decomposition group D is trivial, and suppose that
M is totally complex. Let E be an algebraic closure of Qp, and F ⊂ E an algebraic extension
of Q contained in E. Given a preferred F -structure, the E[G]-module ULocal then admits an
isomorphism ULocal ≃ F [G] ⊗F E, and any change of preferred F -structure amounts to a scalar
shift — multiplication by a nonzero element of E. We have a canonical isomorphism of F [G]-
modules

ULocal,F ≃ F ⊕ F ⊕ F ⊕ Vη ⊗F V
#
η ,
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where the action of G on the first three summands is via the three one-dimensional representations
of A4, while the fourth summand, Vη ⊗F V

#
η , is the isotypic component of the (unique) three-

dimensional representation Vη; so V #
η is again of dimension 3. Put, as usual, Vη,E := Vη ⊗F E.

The E[G]-module UGlobal is isomorphic to E ⊕ E ⊕ Vη,E where the action of G on the first two
summands is via the two nontrivial one-dimensional characters. Here too, the homomorphism ιp :
UGlobal → ULocal is injective (i.e., the classical Leopoldt Conjecture is true since theG-representation
space UGlobal contains only representations with multiplicity one). We thus have an injection
ιp : UGlobal → ULocal identifying UGlobal with the direct sum

UGlobal = I
⊕

{Vη,E ⊗E v
#} ⊂ ULocal,

with v# ∈ V #
η,E as discussed in subsection 3.3.

Corollary 3.14. Let M/Q be as in this subsection. The weak p-adic Schanuel Conjecture implies
the Strong Leopoldt Conjecture for M/Q relative to E/F .

Concretely, here is what is involved. Let K be any non-totally real extension of Q of degree 4
whose Galois closure M/Q is an A4-field extension. Then for this field we have r1 = 0 and r2 = 2,
so the rank of the group of units is 1. Let u be any unit in K that is not a root of unity. Since
u ∈ K ⊂ M is fixed by an element of order three in Gal(M/Q), it has precisely four conjugates
u = u1, u2, u3, u4 ∈ M (with u1u2u3u4 = 1). Let v be a place of M of degree one, and let p be
the rational prime that v divides. By means of the embedding M ⊂ Mv = Qp we view those four
conjugates as elements of Q∗p and consider the four p-adic numbers

logp(u1), logp(u2), logp(u3), logp(u4) ∈ Qp.

The sum of these four numbers is 0, and the weak p-adic Schanuel Conjecture applied to the
numbers logp(u1), logp(u2), logp(u3) implies the Strong Leopoldt Condition by Theorem 3.11.

Remark. It would be interesting to work out the relationship between the weak p-adic
Schanuel Conjecture and our Strong Leopoldt Conjecture, especially in some of the other situations
where the Classical Leopoldt Conjecture has been proven. Specifically, consider the cases where
M/Q is a (totally) complex Galois extension with Galois group G such that for every irreducible
character χ of G we have the inequality

(χ(1) + χ(c))(χ(1) + χ(c) − 2) < 4χ(1).

Then (cf. Corollary 2 of section 1.2 of [23]) the Classical Leopoldt Conjecture holds for the number
fieldM . This inequality is satisfied, for example, for certain S4-extensions, and GL2(F3)-extensions,
of Q. See also Theorem 7 of [34] and conjectures formulated by Damien Roy in [35]. We are thankful
to Michel Waldschmidt and Damien Roy for very helpful correspondence regarding these issues.

4 Descending Group Representations

Let E be an algebraically closed field of characteristic zero. If V is a finite dimensional vector
space over E, we will denote by PV the associated projective space over E. Denote by GL(V ) the
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group AutE(V ) of E-linear automorphisms of V , and by PGL(V ) the group AutE(PV ) of linear
projective automorphisms of PV over E.

Let A be a group. The automorphism group Aut(A) of A acts on the set of homomorphisms of
A to any group by the standard rule: ι ◦ φ(a) := φ · ι−1(a).

4.1 Projective Representations

We start this section by considering projective representations of A on E-vector spaces; more
precisely: equivalence classes Φ of homomorphisms

φ : A→ PGL(V )

for V a finite dimensional E-vector space, where equivalence means up to conjugation by an element
in PGL(V ). Note that the representation Φ need not necessarily lift to a (linear) representation of
A on V .

The action of the automorphism group Aut(A) on projective representations of A factors
through the quotient Out(A) = Aut(A)/Inn(A), the group of outer automorphisms of A.

Definition 4.1. If Φ is a projective representation of A, let AutΦ(A) ⊆ Aut(A) denote the subgroup
of automorphisms of A that preserve Φ. Let OutΦ(A) ⊆ Out(A) denote the image of AutΦ(A).

Lemma 4.2. Let φ : A → PGL(V ) be a homomorphism for which the associated projective repre-
sentation Φ is irreducible. Then there is a unique homomorphism φ̃ : AutΦ(A) → PGL(V ) such
that the composition

A→ Inn(A) → AutΦ(A)
eφ−→PGL(V ).

is equal to φ.

Proof. If α ∈ AutΦ(A), there is a unique intertwining element φ̃(α) ∈ PGL(V ) such that α ◦ φ =
φ̃(α) · φ · φ̃(α)−1. Uniqueness comes from Schur’s lemma, given that Φ is an irreducible projective
representation. One checks that φ̃ is a homomorphism. If a ∈ A then φ(a) ∈ PGL(V ) is “a” (hence
“the”) intertwiner for the automorphism given by conjugation by a, and hence φ̃ extends φ.

Note that if Φ is an irreducible projective representation of A on PV then the center of A acts
trivially on PV by Schur’s lemma.

4.2 Linear Representations

In this section we consider some of the analogs of the results and constructions in section 4.1
for linear representations. By linear representations (over E) we mean equivalence classes Ψ of
homomorphisms

ψ : A→ GL(V ).

The action of Aut(A) and Out(A) on linear representations of A is compatible with the operation
that associates to any linear representation Ψ its corresponding projective representation Φ.
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Definition 4.3. If Ψ is a linear representation of A, let AutΨ(A) ⊆ Aut(A) denote the subgroup of
automorphisms of A that preserve the associated linear representation Ψ. Let OutΨ(A) ⊆ Out(A)
denote the image of AutΨ(A).

Given a group B and a homomorphism φ : B → PGL(V ), the pullback of φ with respect to the
exact sequence

0 → E× → GL(V ) → PGL(V ) → 0

yields a central extension of B by E×, and therefore a “factor system,” and, in particular, a
well-defined class λ(φ) ∈ H2(B,E×) whose vanishing is equivalent to the existence of a linear
representation lifting the representation φ. If A ⊆ B is a normal subgroup such that the homomor-
phism φ restricted to A lifts to a homomorphism ψ : A→ GL(V ), then λ(φ) arises from a class in
H2(B/A,E×).

Lemma 4.4. Let A be a normal subgroup of B, and let Ψ be an irreducible linear representation
of A. Suppose that the natural homomorphism B → Aut(A) induced from conjugation has the
property that its image lies in AutΨ(A). Then if the quotient group B/A is finite cyclic, the linear
representation Ψ of A on V extends to a representation Ψ̃ of B on V unique up to a character of
B/A.

Proof. Let Φ denote the irreducible projective representation associated to Ψ, and let φ : A →
PGL(V ) be a homomorphism in the class of Φ. There is a natural inclusion of groups AutΨ(A) ⊆
AutΦ(A). Thus, by Lemma 4.2, the map φ factors as the composition

A→ Inn(A) → AutΦ(A)
eφ−→PGL(V ).

Composition of B → AutΨ(A) ⊆ AutΦ(A) with φ defines a map φ̃ : B → PGL(V ). By Lemma 4.2
φ̃ extends φ. Suppose that B/A is finite cyclic of order n. Let σ ∈ B project to a generator of
B/A. We begin by defining ψ̃(σ) ∈ GL(V ) to be a lifting of φ̃(σ) ∈ PGL(V ) with the property
that ψ̃(σ)n = ψ(σn). Such a choice is possible because E is algebraically closed. Moreover, such an
equation is clearly necessary if ψ̃ is to extend ψ; there are precisely n such choices, each differing
by n-th roots of unity. Each element of B can be written uniquely in the form σix for 0 ≤ i < n
and x ∈ A, and we define

ψ̃(σix) = ψ̃(σ)iψ(x),

as we are forced to do if we wish ψ̃ to be a homomorphism extending ψ. We first observe that the
identity above holds for all i by induction, since

ψ̃(σi+nx) = ψ̃(σiσnx) = ψ̃(σ)iψ(σnx) = ψ̃(σ)iψ(σn)ψ(x) = ψ̃(σ)i+nψ(x).

Sublemma 2. There is an equality ψ(σ−1xσ) = ψ̃(σ)−1ψ(x)ψ̃(σ).

Proof. By assumption, conjugation of A by σ acts as an element of AutΨ(A), and thus the homo-
morphisms ψ and ψσ (i.e., ψ conjugated by σ) are related by an intertwiner in PGL(V ) unique
up to scalar multiple. The same argument applied to the projectivization shows that φ and φσ

(i.e., φ conjugated by σ) are related by a unique intertwiner, which is the projectivization of the
corresponding linear one. Yet by construction ψ̃(σ) is the corresponding intertwiner, and thus the
equality ψ(σ−1xσ) = ψ̃(σ)−1ψ(x)ψ̃(σ) holds for any lift ψ̃(σ) of φ̃(σ).
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To show that ψ̃ is a homomorphism we are required to show that ψ̃(σpx ·σqy) = ψ̃(σpx)ψ̃(σqy).
Now

ψ̃(σpx · σqy) = ψ̃(σp+q(σ−qxσq)y) = ψ̃(σ)p+qψ(σ−qxσq)ψ(y).

Applying Sublemma 2 q-times we may write this as

ψ̃(σ)p+qψ̃(σ)−qψ(x)ψ̃(σ)qψ(y) = ψ̃(σ)pψ(x)ψ̃(σ)qψ(y) = ψ̃(σpx)ψ̃(σqy),

which was to be shown. To conclude the proof of Proposition 4.4 we note that tensoring the homo-
morphism ψ̃ with the n distinct characters of B/A provides n distinct homomorphisms extending
ψ; these must be all of them by the discussion above.

Let V be a two-dimensional E-vector space, Γ a finite group, and φ : Γ →֒ PGL(V ) an
injective homomorphism such that the projective representation Φ that φ determines is irre-
ducible (and visibly: faithful). Then Γ is isomorphic to one of the groups in the collection
S = {Dn, n odd, A4, S4, A5}. Note that all these groups have trivial center.

If W = Hom′(V, V ) denotes the hyperplane in Hom(V, V ) consisting of endomorphisms of V of
trace zero, then φ induces a linear faithful action of Γ on W .

Definition 4.5. Let X ⊆ W be the unique vector subspace stabilized by the above action of Γ on
which Γ acts irreducibly and faithfully. Explicitly,

1. If Γ ≃ A4, S4, or A5, then W = X.

2. If Γ ≃ Dn, n odd, then W = X ⊕ ǫ, where ǫ stands for the one-dimensional Γ representation
given by the quadratic character of Γ ≃ Dn.

Denote by Ψ the (irreducible, faithful, linear) representation of Γ on X.

With V a two-dimensional vector space as above, let us be given G a finite group, H a normal
subgroup of G equipped with an irreducible projective representation Φ′ of H on PV . Let Ker ⊂ H
be the kernel of this projection representation Φ′, so that Φ′ factors through a faithful representation,
Φ of Γ := H/Ker on PV . Therefore Γ and Φ are among the groups and representations classified
in the discussion above; moreover, we have a corresponding linear representation Ψ of Γ on X, as
described. Denote by Ψ′ the linear representation of H obtained by composing Ψ with the surjective
homomorphism H → Γ.

Let N(Ker) be the normalizer of Ker in G, so that we have the sequence of subgroups

{1} ⊂ Ker ⊂ H ⊂ N(Ker) ⊂ G.

Conjugation on H induces a map
N(Ker) → Aut(Γ).

Definition 4.6. Let NΦ ⊆ N(Ker) ⊆ G be the pullback of AutΦ(Γ) and let NΨ ⊆ N(Ker) ⊆ G be
the pullback of AutΨ(Γ) under the above displayed homomorphism.

Lemma 4.7. We have: NΦ = NΨ.

Proof. It suffices to show that OutΦ(Γ) = OutΨ(Γ) for Γ ∈ S. We do this on a case by case basis.
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1. Γ = A4, Out(A4) = Z/2Z. There is a unique projective representation of A4 of dimension 2
and a unique linear representation of dimension 3, and thus OutΦ(Γ) = OutΨ(Γ) = Z/2Z.

2. Γ = S4, Out(S4) = 1. In this case one trivially has OutΦ(Γ) = OutΨ(Γ) = 1.

3. Γ = A5, Out(A5) = Z/2Z. There are two inequivalent projective representations of A5

of dimension 2 which are permuted by the outer automorphism group. Correspondingly, the
outer automorphism group permutes the two 3-dimensional linear representations of A5. Thus
OutΦ(Γ) = OutΨ(Γ) = 1.

4. Γ = Dn, Out(Dn) = Out(Cn)/±1 = (Z/nZ)×/±1. The outer automorphism group acts freely
transitively on the set of 2-dimensional representations of Dn, and thus neither Φ nor X are
preserved by any outer automorphisms. Hence OutΦ(Γ) = OutΨ(Γ) = 1.

In light of this lemma, we denote NΦ (and correspondingly NΨ) by N .

Remark: In section 4.3, we study inductions of the (linear) representation X to G; in particular,
the decomposition of IndGHX into irreducibles with respect to N = NΨ. The utility of Lemma 4.7
is that from these calculations we are able to make conclusions about projective liftings of the
representation V to N = NΦ, for example, Lemma 5.3.

We note the following consequence of Lemma 4.7.

Lemma 4.8. The projective representation Φ′ of H lifts to a projective representation of N . The
linear representation Ψ′ of H lifts to a linear representation of N .

Proof. Since the corresponding morphismsN → AutΦ(Γ) and N → AutΨ(Γ) map H to Inn(Γ) = Γ,
it suffices to show that the representation Φ and Ψ considered as representations of Γ lift to AutΦ(Γ)
and AutΨ(Γ), respectively. The claim for Φ follows from Lemma 4.2, and the claim for Ψ follows
from Lemma 4.4, and the fact that OutΦ(Γ) has order one or two for all Γ and is thus cyclic.

Remark: Note that the action on N factors through Inn(Γ) = Γ in all cases with the possible
exception of Γ = A4, when the action of N may factor through S4 or A4, depending whether the
map N(Ker) → Out(Γ) is surjective or trivial.

Remark: It should be noted that the proof of Lemma 4.7 is not a formal consequence of any general
relation between irreducible projective representations and the linear representations corresponding
to their adjoints. In particular, NΦ 6= NΨ for a general n-dimensional projective representation Φ
and its corresponding linear adjoint representation Ψ of dimension n2−1, even if the latter represen-
tation is irreducible. For example, the group Γ = A6 admits four inequivalent faithful irreducible
projective representations of dimension 3, which as a set are acted upon freely transitively by
Out(A6) = Z/2Z⊕Z/2Z. Thus, if PV is any 3-dimensional irreducible projective representation of
A6, then OutΦ(A6) = 1. On the other hand, A6 has only two inequivalent irreducible 8-dimensional
representations. Since one of them is the linear representation Ψ of A6 on Hom′(PV,PV ), there
exists at least one outer automorphism of A6 which preserves Ψ, and hence OutΨ(A6) = Z/2Z.
In particular, there exists an 8-dimensional representation of A6.2 lifting Ψ which does not arise
from the adjoint of a three dimensional projective representation. By A6.2 we mean the extension
corresponding to an “exotic” automorphism of A6 rather than S6 (S6 admits no eight dimensional
irreducible representations).
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4.3 Representations Induced from Normal Subgroups

Let Γ ∈ S, and let X be the representation space of definition 4.5 and, as in the previous section,
we let Ψ denote the (E-linear, irreducible, faithful) representation of Γ on X. Let G be a finite
group, and H a normal subgroup of G equipped with a surjective homomorphism to Γ. View the
representation space X as a representation space for H via this surjective homomorphism, and —
as in the previous section — denote by Ψ′ the ensuing representation of H on X. For a given
g ∈ G, let Xg := gX denote the vector space whose vectors are written {gx |x ∈ X} and such
that the natural mapping X → gX (x 7→ gx) is an isomorphism of E-vector spaces. We define a
representation “Ψg” of H on Xg by composing the Ψ-action of H on X with the automorphism of
H given by conjugation by g. Specifically, for h ∈ H and gx an element of Xg the action is given
by the rule: h⋆gx := gx′ where x′ := (g−1hg) · x ∈ X for x ∈ X and h ∈ H. In the special case
when g = 1, the space Xg is identified with X.

Let R ⊂ G be a representative system for left cosets of H in G and let g ∈ G. We have an
isomorphism of E[G]-modules:

IndGHXg = E[G] ⊗E[H] Xg
≃−→

⊕

γ∈R

γXg

where the action of G on the right-hand side is given by the evident formula. In particular, we
have:

IndGHX
≃−→

⊕

γ∈R

γX

where, again, the action of G is given by the evident formula; the action of H — in contrast — has
the feature of preserving the direct sum decomposition on the right-hand side of the display above,
the representation of H on the summand Xg being Ψg as described above.

Lemma 4.9. Let V ⊆ IndGHX be an irreducible sub-representation, and let g be any element of G.
We have natural isomorphisms of E-vector spaces

HomH(V,Xg)
≃−→HomG(V, IndGHXg)

≃−→HomG(V, IndGHX) 6= 0.

Proof. The first isomorphism comes from Frobenius reciprocity; the second is induced from the
inverse to the natural E-vector space isomorphism X ≃ Xg that intertwines the H representation
Ψ on X to Ψg on Xg.

Remark: Comparing the isomorphisms above for different elements g, g′ ∈ G gives us canonical
isomorphisms of E-vector spaces

HomH(V,Xg)
≃−→HomG(V, IndGHXg)

≃−→HomH(V,Xg′)
≃−→HomG(V, IndGHXg′).

Recall the group N that fits into the sequence

{1} ⊂ Ker ⊂ H ⊂ N ⊂ G

as discussed in the previous subsection.
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Lemma 4.10. 1. Let U ⊆ IndNHX be an irreducible representation of N . Then IndGNU is an
irreducible representation of G.

2. Let V ⊆ IndGHX be an irreducible representation of G. Then there is an irreducible represen-
tation U ⊆ IndNHX of N and an isomorphism

V
≃−→IndGNU

of G-representations. (I.e., all irreducible representations in IndGHX “come from” irreducible
sub-representations of N acting on IndNHX.)

Proof. By definition, IndNHX restricted to H is isomorphic to
⊕

g∈R(N/H)Xg ≃ X [N :H] where
R(N/H) ⊂ N is a representative system of H-cosets. Thus dim(U) = dim(X) · dim HomH(X,U).
There is at least one irreducible representation V contained in IndGNU such that ResNV contains a
copy of U . By Lemma 4.9 it follows that

dim HomH(V,Xg) = dim HomH(V,X) ≥ dim HomH(U,X)

for all g, and thus as the number of distinct representations Xg is equal to G/N ,

dim(V ) ≥ [G : N ] dim(U) = dim(IndGNU),

from which it follows that V = IndGNU is irreducible. On the other hand, if V ⊆ IndGHX is
irreducible, then U ⊆ V |N for some irreducible N -representation U , and then HomG(V, IndGNU) is
non-zero and V = IndGNU .

4.4 Elements of order two

As in the previous subsection, let G be a finite group, H ⊂ G a normal subgroup equipped with
a homomorphism onto Γ with kernel denoted Ker and let Ker ⊂ H ⊂ N ⊂ G be as described
previously; we also have the faithful irreducible projective representation Φ of Γ on V , and the
corresponding linear representation Ψ of Γ on X. By an involution in a group we mean an element
of order two.

Definition 4.11. An involution c ∈ N ⊂ G will be called even if c lies in the kernel of the map
N −→ Aut(Γ).

Let C ⊂ G be the conjugacy class of an involution in G; thus if c ∈ C, C = {gcg−1 | g ∈ G}.

Lemma 4.12. Suppose that:

1. No c ∈ C is even.

2. There exists at least one c ∈ C such that c /∈ N .

Then if V ⊆ IndGHX is an irreducible representation then:

1. If Γ = Dn, dim(V |c = 1) = dim(V |c = −1) = 1
2 dim(V ).

2. If Γ ∈ {A4, S4, A5}, dim(V |c = −1) < 2
3 dim(V ).
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Proof. Note that dim(V |c = −1) does not depend on the choice of c ∈ C, and so we assume that
c /∈ N . Since H is normal in G, H has index two in 〈H, c〉. Let U be an irreducible constituent
of Res〈H,c〉V . The representation ResHU is a product of conjugates Xg of X for some collection of
elements g ∈ G (not necessarily distinct). By Frobenius reciprocity it follows that U injects into

Ind
〈H,c〉
H Xg for some g. If Ind

〈H,c〉
H Xg is irreducible, then

dim(U |c = 1) = dim(U |c = −1),

and we are done. If Ind
〈H,c〉
H Xg is reducible, then it decomposes as a direct sum of two representations

each of dimension dim(X) ∈ {2, 3}. The relations dim(U |c = −1) = 1
2 dim(U) if dim(X) = 2 or

dim(U |c = −1) ≤ 2
3 dim(U) if dim(X) = 3 are then equivalent to the condition that c does not act

as +1 or −1 on U . Now

U = ResH(U) ⊂ ResHInd
〈H,c〉
H Xg = Xg ⊕ cXg = Xg ⊕Xcg.

Since U is clearly neitherXg nor cXg (as they are not preserved by c) it follows that there must be an
isomorphism of H representations Xg ≃ Xcg, or equivalently, an isomorphism of H representations
X ≃ Xg−1cg. It follows that g−1cg ∈ N . If, in addition, c acts centrally on U , then the irreducible
〈H, c〉 subrepresentations of Xg ⊕ cXg are given explicitly by the diagonal and anti-diagonal sub-
spaces. The corresponding isomorphism X → Xg−1cg is therefore the identity. It follows that the
image of g−1cg in Aut(Γ) is trivial, and hence g−1cg is even, a contradiction.

To prove the inequality in the case when dim(X) = 3, it suffices to show that there exists at least

one representation U ⊆ Res〈H,c〉V with U = Ind
〈H,c〉
H Xg, since then dim(U |c = −1) = 1

2 dim(U) <
2
3 dim(U). For this, note that there is at least one U such that X ⊆ ResHU . Yet if Ind

〈H,c〉
H X is

reducible, then by arguing as above we deduce that c ∈ N . By assumption c /∈ N and we are
done.

5 Artin Representations

Fix a Galois extension K/Q, an algebraically closed extension E/Qp, and an irreducible represen-
tation

ρ : GK → GL2(E)

with finite image. Let Proj(ρ) denote the associated two dimensional projective representation, and
ad0(ρ) the associated three dimensional linear representation. Let L denote the fixed field of the
kernel of Proj(ρ), which is also the fixed field of the kernel of ad0(ρ). By a well known classification,
the image of Proj(ρ) belongs to the set S := {A4, S4, A5,Dn, n ≥ 3, odd}. We make the following
assumptions about the fields K and L.

1. p is totally split in K, and L/K is unramified at all primes above p.

2. If v|p, the eigenvalues αv, βv of ρ(Frobv) are distinct (ρ is v-distinguished).

Fix once and for all an ordering of the pair αv, βv , and let Lv = αvE.

Definition 5.1. Say that the representation ρ descends to K+ ⊆ K if and only if there exists a
Galois representation ̺ : GK+ → GL2(E) such that ̺|GK

= ρ ⊗ χ where χ is a character of K.
Similarly, say Proj(ρ) descends to K+ if it is the restriction of some two dimensional projective
representation of GK+ .
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Remark: The image of ̺ can be strictly larger than the image of ρ, as can be seen by taking ̺ to
be a GQ-representation with projective image S4 and taking K to be the corresponding quadratic
subfield.

The goal of this section is to give the proof of the main theorem:

Theorem 5.2. Suppose that ρ admits infinitesimally classical deformations of minimal level. As-
sume the strong Leopoldt conjecture. Then one of the following holds:

1. There exists a character χ such that χ ⊗ ρ descends to an odd representation over a totally
real field.

2. The projective image of ρ is dihedral. The determinant character descends to a totally real
field H+ ⊆ K with corresponding fixed field H such that

(i) H/H+ is a CM extension.

(ii) At least one prime above p in H+ splits in H.

3. The representation χ⊗ ρ descends to a field containing at least one real place at which χ⊗ ρ
is even.

5.1 Notation

This notation will be used for the remainder of the paper. Recall that L is the fixed field of the
kernel of Proj(ρ). Let M be the Galois closure of L, and let G = Gal(M/Q). Let H = Gal(M/K).
The group H is normal in G by construction. Let D be the decomposition group at some fixed
prime v dividing p. The representation Proj(ρ) gives rise to a projective representation Φ of H,
that factors through a group Γ ∈ S. Recall that N = NΦ is the group defined as in Lemma 4.7.
Let K+ be the fixed field of N , so that

Lemma 5.3. Proj(ρ) descends to K+.

5.2 Lifting projective representations

Since the deformation theory of ρ only depends on Proj(ρ), we turn our attention to projective
representations. Recall the following theorem of Tate.

Theorem 5.4 (Tate). Let K be a number field and E an algebraically closed field. Any continuous
homomorphism GK → PGLn(E) lifts to a continuous homomorphism GK → GLn(E).

Proof. Tate’s result will follow if we show that H2(GK , E
∗) vanishes (here the action of GK on E∗

is trivial). Since E is algebraically closed, the multiplicative group E∗ is isomorphic to an extension
of a uniquely divisible group by a group isomorphic to Q/Z, so H2(GK , E

∗) = H2(GK ,Q/Z) =
H3(GK ,Z). But the latter group vanishes. For this, see page 77, Cor. 4.17 in [29], where it is
shown that Hr(GK ,Z) vanishes for all number fields K and all odd values of r.

Lemma 5.5. The representation χ⊗ ρ descends to K+ for some character χ.

Proof. By Lemma 5.3, the representation Proj(ρ) can be descended to a representation:

Proj(ρ)+ : GK+ → PGL2(E),

then by Theorem 5.4, the representation Proj(ρ)+ lifts to a linear representation ̺+ of GK+ .
Since any two lifts of a projective representation are equivalent up to a character, it follows that
̺ := ̺+|GK

= ρ⊗ χ, and the result follows.
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5.3 Complex conjugation in G

Let C be the conjugacy class of complex conjugation elements of G.

Proposition 5.6. One of the following conditions hold:

1. Every c ∈ C is not even,

2. There exists at least one c ∈ C such that c /∈ N ,

3. The projective representation Proj(ρ) descends to a representation over a field containing at
least one real place which is even,

4. The projective representation Proj(ρ) descends to an odd representation over a totally real
field.

Proof. Suppose that every c ∈ C lies in N . Then the fixed field K+ of N is totally real, and Proj(ρ)
descends to K+ (and is either odd or even at each place). If c is even, then consider the descended
representation ̺ = χ⊗ρ at the corresponding real place. Since c acts trivially by conjugation on Γ,
it follows that c acts centrally on this representation, and thus via ±1 (by Schur’s lemma). Hence,
possibly after a twist, ̺ is even at this place.

5.4 Selmer Groups of Artin Representations

Recall (from section 3) the following notation:

• the E[G]-module formed from global units of M : UGlobal := O∗M ⊗Z E;

• the E[Dv]-module formed from local units of Mv for places v dividing p: Uv := Ô∗Mv
⊗Zp E;

• and the natural homomorphism

ι = ιp =
∏

v|p

ιv : UGlobal −→
∏

v|p

Uv = ⊕v|pUv = ULocal,

which the classical Leopoldt conjecture asserts is injective.

Assume the classical Leopoldt conjecture, and form the exact sequence

0 → UGlobal
ιp−→ ULocal → ΓM → 0.

The E-vector space ΓM can be identified, via Class Field Theory, with the tensor product of the
Galois group of the maximal Zp-power extension of M over Zp with E.

Let F ⊂ E be fields as in subsection 3.1, and let ΛF := F [G] and Λ := ΛF ⊗F E. Make the iden-
tification of left-Λ-modules Λ ≃ ULocal (compatible with preferred F -structures; see subsection 3.1).
Consequently, given the classical Leopoldt conjecture, UGlobal will be identified with some left ideal
IGlobal ⊂ Λ, and ΓM above will be identified with the quotient Λ/IGlobal. After these identifications,
and setting I := IGlobal, the exact sequence displayed above may be (cryptically) written:

0 → I → Λ → Λ/I → 0.

Recall (from subsection 2.1 that W := Hom′(V, V ) ⊂ Hom(V, V ) denotes the GK -stable hyper-
plane in Hom(V, V ) consisting of endomorphisms of V of trace zero. By the inflation-restriction
sequence there is an isomorphism

H1(K,W ) ≃ H1(M,W )H = H1(M,Hom′(V, V ))H .
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Let H1
Σ,(p)(K,W ) denote the Selmer group without any local conditions at p. Since we may consider

minimal deformations Σ = ∅ (see Corollary 2.9, and the remarks following Definition 2.14), the
group H1

Σ,(p)(K,W ) is therefore isomorphic to

HomE(ΓM ,Hom′(V, V ))H ≃ HomE(Λ/I,Hom′(V, V ))H ,

the right-hand displayed module coming from the identification made above. The away from p
Selmer group H1

Σ,(p)(K,W ) fits into an exact sequence

0 → H1
Σ,(p)(K,W ) → HomE(ULocal,Hom′(V, V ))H → HomE(UGlobal,Hom′(V, V ))H ,

which — after our identifications — can be written

0 → HomE(Λ/I,Hom′(V, V ))H → HomE(Λ,Hom′(V, V ))H → HomE(I,Hom′(V, V ))H .

We have a canonical identification

HomE(ULocal,Hom′(V, V )) = HomE(⊕v|pUv,Hom′(V, V )) =
∏

v|p

HomE(Uv,Hom′(V, V )).

For each v|p we have the natural homomorphism Hom′(V, V ) → Hom(Lv, V/Lv).
Recall that W 0

v := Ker(Hom′(V, V ) → Hom(Lv, V/Lv)), and that we will be using these map-
pings to cut out the ordinary piece of the Selmer modules. Recall, as well, the local Selmer
conditions Lv ⊆ H1(Dv ,W ) defined in subsection 2.1,

Lemma 5.7. Let γ ∈ H1
Σ,(p)(K,W ). Then γ ∈ Lv for v|p if and only if the corresponding morphism

φ ∈ HomH(Λ,Hom′(V, V )) lies in the kernel of the composite map

HomH(Λ,W ) ≃ HomH(ULocal,W ) - Hom(Uv ,W )

Hom(Uv ,W/W 0
v )

?-

Denote the intersection in HomH(Λ,W ) of these kernels for all v by Hom0
H(Λ,W ).

Proof. This is simply a matter of tracing the definition of Lv.

Lemma 5.8. The group Hom0
H(Λ,W ) is the subset of homomorphisms φ such that φ([σ]) ∈W 0

σ(v)
for all σ ∈ G.

By Frobenius reciprocity we may re-write the Selmer group H1
Σ,(p)(K,W ) as

HomG(Λ/I, IndGHW ).

Recall that we have a chosen place v of M above p, and we have also chosen a representative system
R(G/H) ⊂ G of left H-cosets in G.
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Lemma 5.9. After the identification we have made, we have that

H1
Σ(K,W ) = HomG(Λ/I, IndGHW )

⋂
Hom0

G(Λ, IndGHW ),

where the adornment 0 in the second homomorphism group indicates morphisms φ : Λ → IndGHW
such that

φ([1]) ∈
⊕

σ∈R(G/H)

W 0
σ(v)

Definition 5.10. Let Y = IndGHW and Y 0 =
⊕

σ∈R(G/H) W
0
σ .

Corollary 5.11. In the notation of section A.4, we have a canonical isomorphism

H1
Σ(K,W ) ≃ HomG(Λ/I, Y ;Y 0).

If γ ∈ H1
Σ(K,W ), then the infinitesimal Hodge-Tate weights are given as follows. Let φ denote

the corresponding element of HomG(Λ, Y ), so φ([1]) ∈ Y 0. Recall there is a canonical homomor-
phism W 0

v
ǫ→ EndE(Lv) = E. The composite map

π : H1
Σ,(p)(K,W ) → Y 0 →

⊕

σ∈R(G/H)

E,

is exactly the map of Definition 2.13.

Definition 5.12. Let Y 00 denote the kernel of the map Y 0 →⊕
σ∈R(G/H) E.

The spaces Y 0 and Y 00 are, by construction, left rational D-submodules of Y . To orient the
reader, choosing an appropriate local basis everywhere, the spaces Y 0 and Y 00 can be thought
of as |G/H| copies of the upper triangular trace zero matrices and upper nilpotent matrices
respectively. The Bloch–Kato Selmer module (usually denoted H1

Σ,f(K,W )) is identified with

HomG(Λ/I, Y ;Y 00).

5.5 Involutions respecting irreducible subspaces

Now that we have identified the various Selmer groups of interest to us as vector spaces of the form
HomG(Λ/I, Y ;Y 0) and HomG(Λ/I, Y ;Y 00), our next goal is to prove our main theorem by making
use of the Strong Leopoldt Conjecture which allows us to compare the dimensions of these spaces
with the dimensions of spaces of homomorphisms HomG(Λ/J, Y ;Z), where J is a left E[G]-ideal
such that we have an isomorphism of left E[G]-modules J ≃ I and Z is an appropriate left rational
D-submodule (test object) related to Y 0 and Y 00. (Note that the appropriate test objects are left
modules, as the genericity hypothesis will be applied in the dual context of Lemma A.14.) To do
this recall by Lemma A.15 we need to construct certain subspaces Y ′i for each Vi-isotypic component
Yi of Y . Since the irreducible representations V ⊆ Y are not apparent from the representation of
Y as IndGHW , we construct the appropriate spaces Y ′i by choosing involutions on certain subspaces
of Y which we show stabilize each irreducible representation V ⊆ Y . Recall that X ⊆ W is the
unique irreducible representation in W on which Γ acts faithfully; it equals W unless Γ = Dn when
X has dimension two. We may write

IndGHX = IndGN IndNHX =
⊕

g∈R(G/N)

gIndNHX
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where R(G/N) ⊂ G is a representative system for the cosets of N in G. Since N/H is not
necessarily normal in G/H, the vector space gIndNHX is not a representation of N , but rather of
gNg−1. Explicitly we have an isomorphism

gIndNHX ≃ IndgNg
−1

H Xg.

Recall by Lemma 4.10 that if V ⊆ IndGHX is irreducible, then V = IndGNU for some irreducible
U ⊆ IndNHX. Thus

V = IndGHU =
⊕

g∈R(G/N)

Ug, Ug ⊆ IndgNg
−1

H Xg.

Here Ug is an irreducible gNg−1 submodule of IndgNg
−1

H Xg. From this we deduce the following:

Lemma 5.13. To construct an involution ι on IndGHX preserving the irreducible G representations

it suffices to construct a collection of involutions ιg on IndgNg
−1

H Xg for each g ∈ R(G/N) which

preserve the irreducible gNg−1 representations inside IndgNg
−1

H Xg.

Proof. Let ι =
⊕
ιg. Then ιg preserves each Ug because by definition Ug is a irreducible gNg−1

submodule of IndgNg
−1

H Xg. Thus the map ι preserves their direct sum, which is IndGNU . By
Lemma 4.10 the module IndGNU is irreducible, and moreover all irreducibles are of this form.

5.6 Construction of involutions respecting irreducible subspaces

Let R(N/H) be a representative system of left cosets of H in N . By definition of the group N
there is an isomorphism

IndgNg
−1

H Xg =
⊕

n∈R(N/H)

g · n ·X, ResHIndgNg
−1

H Xg ≃ (gX)[N :H].

To construct ιg we begin by constructing an involution on gX for any g. We do this by more
generally constructing an involution on gW for any g that preserves the decomposition gW =
gX ⊕ gǫ when Γ = Dn.

Let v be the place above p “corresponding to” g in R(G/N); i.e., if D = 〈φ〉 is the decomposition
group corresponding to our fixed choice of place above p then the decomposition group Dv is
isomorphic to gDg−1 = 〈gφg−1〉. Let Lv ⊆Wv denote the specialDv-invariant line. By construction
of induced representations, the action of H on Wv ⊆ Y is conjugated by g, and thus Lv ⊆ Y is
φ-invariant. Thus for the rest of this subsection we drop the subscript v from Lv and from the
sequence of subspaces W 00

v ⊂ W 0
v ⊂ Wv. Recall that these spaces fit into the following exact
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diagram:
0 - W 00 ===== Hom(V/L,L)

0 - W 0
?

∩

- W
?

∩

- Hom(L, V/L) - 0

0 - Hom(L,L)

?
?

- Hom(L, V )

?
?

- Hom(L, V/L)

wwwwwwwww
- 0

.

There is a canonical identification Hom(L,L) = E.

Lemma 5.14. Let ψ be any non-trivial element of order two in Γ such that the commutator
[ψ, φ] 6= 0. Then

Wψ=−1 ∩W 00 = 0.

Moreover, dim(Wψ=−1) = 2. If Γ = Dn, then

1. dim(Xψ=−1) = 1, dim(ǫψ=−1) = 1.

2. dim(Wψ=−1 ∩W 0) = 1, and the projection map Wψ=−1 ∩W 0 → ǫ is an isomorphism.

3. Suppose that φ has order two. In the diagram:

Wψ=−1 ∩W 0

Hom(L,L) = E .......................................
ηψ

-

�

ǫ

-

the down arrows induced from the natural surjections W 0 → Hom(L,L) and W → ǫ are
isomorphisms, and there is a corresponding non-zero map ηψ : E → ǫ making the diagram
commute. If ψ, ξ are two elements of Γ of order two distinct from φ and from each other,
then ηψ 6= ηξ.

Proof. Let ψ be any element of order two. If Wψ=−1 ∩W 00 6= 0, then in particular ψ preserves
W 00 = Hom(V/L,L). Yet ψW 00 = Hom(V/ψL,ψL), which can equal W 00 if and only if ψL = L.
Yet φL = L, and thus [ψ, φ] acts trivially on L. In particular (lifting φ, ψ to GL(V )), [ψ, φ] is
an element of finite order of determinant one with a fixed line L, which is therefore unipotent and
hence trivial since [ψ, φ] has finite order.

Now let us assume that Γ = Dn. If ψ is any element of order two, then ǫψ=−1 = ǫ has dimension
one, and thus Xψ=−1 also has dimension one. The identity dim(Wψ=−1 ∩W 0) = 1 is automatic by
the first part of the lemma and for dimension reasons. If φ has odd order, then ǫ = W φ=1 ⊆ W 0

and ǫ ⊆ Wψ=−1, and so Wψ=−1 ∩W 0 = ǫ, and in particular the projection onto ǫ is non-trivial.
Thus, from now on, we assume that φ has order two.
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Sublemma 3. The maps W 0 → Hom(L,L) = E and W 0 → ǫ are D-module homomorphisms with
distinct kernels, and together identify W 0 with E ⊕ ǫ.

Proof. By construction the maps are D-module homomorphisms. Since E is a φ = 1 eigenspace
and ǫ is a φ = −1 eigenspace, the result is immediate.

Consider the composite maps W 0 ∩Wψ=−1 → Hom(L,L) = E and W 0 ∩Wψ=−1 → ǫ.

Sublemma 4. These maps are isomorphisms of vector spaces.

Proof. The kernel of the first map is contained inside the kernel of the map W 0 → Hom(L,L),
which is W 00. Since W 00 ∩Wψ=−1 = 0, the first map is injective, and hence an isomorphism by
dimension counting.

The projection W 0 → ǫ is a map of D-modules, and by Sublemma 3 the kernel is D-stable
(equivalently: φ-stable). Thus the kernel of W 0 ∩ Wψ=−1 → ǫ is both φ and ψ stable. If it is
non-zero, it must be a line which lands completely within X, since X is the kernel of the projection
W → ǫ. Yet [φ,ψ] would fix this line and at the same time be a determinant one matrix with finite
order, a contradiction. Thus the second map is injective, and hence an isomorphism.

This lemma concludes part (2), since we have shown that W 0 ∩Wψ=−1 → ǫ is surjective. It
remains to prove part (3). The existence of ηψ is guaranteed by Sublemma 4. We note that the
identificationW 0 = E⊕ǫ implies thatW 0∩Wψ=−1 ⊂W 0 is exactly the graph of the homomorphism
ηψ. Now two homomorphisms ηψ and ηξ are equal if and only if their graphs are the same. Suppose
that

W 0 ∩Wψ=−1 = W 0 ∩W ξ=−1.

If the projection of these spaces to X were zero, then W 0 ∩Wψ=−1 would lie in ǫ, and then (since
W 0 = E⊕ǫ) their projection to E would be zero, a contradiction. Thus the projection to X defines
a line that is preserved by ψ and by ξ. Once more we arrive at a contradiction unless ψ and ξ
commute. Yet any pair of elements in Dn (n odd) of order two do not commute, and thus we are
done.

Thus, for each g ∈ G, we have constructed an involution on Wg by some element ψ ∈ Γ. For a
fixed element g make a choice of ψ, and then lift ψ to an element h ∈ H. By definition, if n ∈ N
then g · n ·W ≃ Wg. Thus the action of h and φ on g · n ·W is the same as that on fgW , and in

particular, the conclusions of Lemma 5.14 apply to all the constituents of ResH IndgNg
−1

H Wg.

Definition 5.15. Define the involution ιg on IndgNg
−1

H Wg to be map obtained from multiplication
by h.

By Lemma 5.13 we have constructed at least one involution ι on IndGHX by compiling the ιg’s
for g ∈ R(G/N).

If Γ = Dn, note that Γn always has at least three distinct non-commuting elements of order two,
and they all act as −1 on ǫ, and so extend to involutions ιg on IndGHW preserving G-irreducible
representations.

Fix such an involution ι : IndGHX → IndGHX.
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Definition 5.16. Let Y ′ := Y ι=−1 = (IndGHW )ι=−1.

Lemma 5.17. Let V, V ′ ⊂ Y = IndGHW be two irreducible E[G]-submodules. Then any isomor-
phism of E[G]-modules V → V ′ induces an isomorphism of vector spaces Y ′∩V ≃ Y ′∩V ′. Moreover,
Y ′ is generated by elements lying in the intersections Y ′ ∩ V for all irreducible E[G]-submodules
V ⊂ Y .

Proof. If Γ = Dn and V ⊆ IndGHǫ, the result is trivial because then Y ′∩V = V and Y ′∩V ′ = V ′. Any
irreducible V ⊆ IndGHX is of the form IndGNU for some irreducible N -representation U ⊆ IndNHX.
Thus any isomorphism of E[G]-modules V → V ′ arises from an isomorphism of E[N ]-modules
U → U ′. Yet Y ′ ∩ U = U ι=−1 is canonically defined in terms of the abstract N -structure of U
and thus is preserved under isomorphism. Finally, since ι preserves each irreducible representation
V inside Y (by Lemma 5.13, and the subsequent construction), it follows that any element of
Y ′ = Y ι=−1 can be decomposed as a sum of ι = −1 eigenvectors of irreducible representations
V ⊂ Y , and hence into elements lying in the subspaces Y ′ ∩ V .

Note that as an H representation, W is either irreducible or the sum of two distinct irreducibles,
and hence cyclic. Thus Y = IndGHW is cyclic as a G-module, and hence admits an injection Y → Λ
compatible with rational structures. It follows from Lemma 5.17 and Lemma A.15 that Y ′ is of
the form HomG(Λ/J, Y ) for some ideal J ⊂ Λ. Thus, in the language of section A.4, we may write

Corollary 5.18. There is a decomposition Y ′ =
⊕

Si ⊗ Ti
∗ ⊂ Y =

⊕
Vi ⊗ Ti

∗ ⊂ Λ, where, for

each i, Si ⊂ Vi is an E–subspace, and Ti
∗ ⊆ Vi

∗ is a rational E–subspace.

5.7 The dimensions of the subspaces Si

Lemma 5.19. Let Ug ⊆ IndgNg
−1

H Xg be an irreducible gNg−1-sub-representation. Then

1. If Γ ∈ {A4, S4, A5}, then

dim(U ι=−1
g ) =

2

3
· dim(Ug).

2. If Γ = Dn, then

dim(U ι=−1
g ) =

1

2
· dim(Ug).

If V ⊆ IndGHX is an irreducible G-representation, then

1. If Γ ∈ {A4, S4, A5}, then

dim(V ι=−1) =
2

3
· dim(V ).

2. If Γ = Dn, then

dim(V ι=−1) =
1

2
· dim(V ).

Finally, Y ′ ∩ Y 00 = 0, where Y 00 is as in Definition 5.12.
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Proof. The representation Ug|H is equal to a number of copies of Xg, upon which ιg is acting
by construction by our chosen element of order two ψ. Thus the result follows directly from
Lemma 5.14, in particular the claim that dim(Wψ=−1) = 2 and dim(Xψ=−1) = 1 when Γ = Dn.
For V the result follows in the same way by restricting to each Ug. Note that for two distinct
g, g′ ∈ G/H the modules gW , g′W may be isomorphic but the ordering of the eigenvalues α, β
may be reversed, (i.e., Lv may depend on g ∈ G/H rather than g ∈ G/N). However, the proof
of Lemma 5.14 only uses the fact that φLv = Lv, and so is symmetric with respect to the two
possible choices of special lines. Finally, the fact that Y ′ ∩ Y 00 = 0 also follows from Lemma 5.14,
in particular the claim that Wψ=−1 ∩W 00 = 0.

In terms of the decomposition of Y ′ in Corollary 5.18, we may read off information concerning
the dimension of the spaces Si from Lemma 5.19.

Corollary 5.20. In the decomposition

Y ′ =
⊕

Si ⊗ Ti
∗ ⊆ Y =

⊕
Vi ⊗ Ti

∗ ⊆ Λ

of Corollary 5.18 (with rational E-subspaces Ti
∗ ⊆ Vi

∗) we have that Si ⊆ Vi is a subspace such
that:

1. If Γ ∈ {A4, S4, A5}, then dim(Si) = 2
3 dim(Vi).

2. If Γ = Dn and Vi ⊆ IndGHX, then dim(Si) = 1
2 dim(Vi).

3. If Γ = Dn and Vi ⊆ IndGHǫ, then dim(Si) = dim(Vi).

6 Infinitesimally Classical Deformations of Artin Representations

Recall that we are working with a Galois extension K/Q, an algebraically closed extension E/Qp,
and an irreducible representation

ρ : GK → GL2(E)

with finite image. Recall that ρ admits an infinitesimally classical deformation if and only if
there is a rational vector λ in E[K:Q] = Y 0/Y 00 that lies in the image of a non-zero element in
H1

Σ(K, ad0(ρ)) = H1
Σ(K,W ) under π.

The subspace Y 00 ⊂ Y is rational, and by construction is a leftD-submodule of Y . Furthermore,
the same is true, by construction, of Y 00(λ) := π−1(λE) (which is indeed a D-module since the
action of D on Y 0/Y 00 is trivial). If ρ admits such an infinitesimally classical deformation λ, we
get the following inequality, which we record for future purposes as a lemma:

Lemma 6.1. If ρ admits an infinitesimally classical deformation corresponding to λ, then

HomG(Λ/I, Y ;Y 00(λ)) 6= 0

where Y 00(λ) is a rational D-submodule of Y .

We shall prove the main theorem (Theorem 5.2) by contradiction. Specifically, we will assume
the following
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Hypothesis 1. The Artin representation ρ admits an infinitesimally classical deformation λ and
yet there is no character χ such that χ⊗ρ descends to either to an odd representation over a totally
real field or to a field containing at least one real place at which χ ⊗ ρ is even. If the projective
image of ρ is dihedral, assume further that the determinant character does not descends to a totally
real field H+ ⊆ K with corresponding fixed field H such that

(i) H/H+ is a CM extension.

(ii) At least one prime above p in H+ splits in H.

and end with a contradiction to this hypothesis.

6.1 Construction of the subspace Y ′(λ) ⊂ Y ′

We shall set about constructing a space Y ′(λ) by removing selected vectors from Y ′ = Y ι=−1. If
λ = 0 then we let Y ′(λ) = Y ′, and all the proofs below continue to go through (alternatively,
one may note that in this case Lemma 6.1 is true with any choice of λ). Henceforth we assume
that λ 6= 0. Since Y ′ ∩ Y 00 = 0, the intersection Y ′ ∩ Y 00(λ) is at most one dimensional. Since
dim(Y ι=−1) + dim(Y 00) = dim(Y ), this dimension is exactly one. Let vλ denote a a non-trivial
vector in this intersection. The vector vλ projects to a non-trivial isotypic component corresponding
to some representation Vi, which we fix once and for all, and denote by Vλ. If Γ = Dn, we make
the additional hypothesis that Vλ ⊆ IndGHǫ. That this is possible is the content of Lemma 5.14
part two, since the projection of vλ to W 0

v must land outside W 00
v for at least one v, and the

map W 0
v ∩Wψ=−1

v → ǫ is an isomorphism. Let πVλ
denote a projection map Y → Vλ such that

πVλ
(vλ) 6= 0.

Definition 6.2. We define Si(λ) ⊂ Vi and thus Y ′(λ) as follows:

1. If Vi 6= Vλ, then Si(λ) := Si.

2. If Vi = Vλ, then Si(λ) := a hyperplane in Si that does not contain πVλ
(vλ).

Definition 6.3.
Y ′(λ) =

⊕
Si(λ) ⊗ Ti

∗ ⊆ Y ′ =
⊕

Si ⊗ Ti
∗ ⊆ Λ

The earlier discussion gave us that Y ′ ∩Y 00(λ) is one-dimensional and generated by vλ and the
construction of Y ′(λ) above guarantees that vλ /∈ Y ′(λ); thus Y ′(λ) ∩ Y 00(λ) = 0.

Proposition 6.4. Assume Hypothesis 1. Then dim(Si(λ)) ≥ dim(Vi|c = −1).

Proposition 6.5. The Strong Leopoldt Conjecture is in contradiction with Hypothesis 1.

Theorem 5.2 follows from Propositions 6.4 and 6.5. We prove Propositions 6.4 and 6.5 in
sections 6.2 and 6.4 respectively.

6.2 Proof of Proposition 6.4

By Hypothesis 1, ρ does not descend as in the main theorem, and hence if C is the conjugacy class
of complex conjugation in G, then every c ∈ C is not even, and there exists at least one c ∈ C such
that c /∈ N .

In particular, the results of Lemma 4.12 apply.
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Proposition 6.6. Suppose that Γ ∈ {A4, S4, A5}, then

dim(Si(λ)) ≥ dim(Si) − 1 =
2

3
dim(Vi) − 1 ≥ dim(Vi|c = −1).

Proof. The last inequality follows from Lemma 4.12.

Now let us consider the dihedral case. Suppose that Γ = Dn. If Vi ⊆ IndGHX, then Vi 6= Vλ,
and thus

dim(Si(λ)) = dim(Si) =
1

2
dim(Vi) = dim(Vi|c = −1),

after applying Lemma 4.12. Thus it suffices to consider the case when Vi ⊆ IndGHǫ.

Remarks:

1. If Vi ⊆ IndGHǫ and Vi 6= Vλ, then dim(Si(λ)) = dim(Si) = dim(Vi) ≥ dim(Vi|c = −1), which
suffices,

2. If Vi = Vλ, then dim(Si(λ)) = dim(Si) − 1 = dim(Vλ) − 1, which is ≥ dim(Vλ|c = −1) if and
only if c does not act centrally as −1 on Vλ.

From these calculations we have proven Proposition 6.4, except in the case where Γ = Dn and Vλ
has the property that c acts centrally as −1 on Vλ. The next lemma implies that under certain
conditions we may choose Vλ so that c does not act centrally, completing the proof of the main
theorem in these cases. For the remainder of the section we show that all other situations lead to
case two of the main theorem, which completes the proof.

We postpone the proof of the following lemma to the next section.

Lemma 6.7. Suppose that the action of φ on Wg is through an element of order two for all g, and
that G admits at least one complex conjugation c /∈ N . Then there exists a choice of involution ι
such that the projection π(IndGHǫ, vλ) of vλ to IndGHǫ is not a −1 eigenvector for all conjugates c.

Since we are assuming there exists a c ∈ G such that c /∈ N , if φ acts through an element of
order two for all g ∈ G/N we may choose a Vλ on which some conjugate of c does not act as −1.
Yet then dim(Vλ|c = −1) ≤ dim(Vλ) − 1 and we are done. Hence it remains in the final cases to
establish a suitable descent.

Lemma 6.8. Suppose that there exists at least one g such that φ acts on Wg through an element
of odd order. Then ǫ descends to a quadratic character of a totally real subfield H+ of K such that
the fixed field H of the kernel is a CM field, and such that at least one prime above p in H+ splits
in H.

Proof. Let F be the fixed field of ǫ. Let F̃ be the Galois closure of F . The group Gal(F̃ /K) is an
elementary abelian 2-group. The fixed fields of the conjugate representations ǫK,g are the conjugate
fields F g.

Let Vλ be an irreducible constituent of IndGHǫ on which c acts by −1. As in the proof of
Lemma 4.9, the representation ResHVλ contains every conjugate of ǫ. Thus Gal(F̃ /K) acts faith-
fully on Vλ. The action of G on Vλ factors through a quotient in which c is central and non-trivial.
Thus the fixed field is a Galois CM field E with corresponding Galois totally real subfield E+. The
faithful action of Gal(F̃ /K) implies that E.K = F̃ . Let H+ be E+ ∩K. We break the remainder
of the proof into two cases depending on whether E ∩K = H+ or not.

45



1. Suppose that K ∩ E = H+. Then we have the following diagram of fields:

K K.E+ F̃ = K.E

H+ = K ∩ E E+ E

.

It follows that there exists a canonical isomorphism Gal(F̃ /K) ≃ Gal(E/H+), and in particu-
lar the field F descends to a quadratic extension H/H+. Every extension between E and H+

is either totally complex or totally real, and is totally real if and only if it is contained in E+.
If H were contained in E+, then F would be contained in K.E+, which is Galois over Q since
both K and E+ are. Yet the Galois closure of F is F̃ , and thus H/H+ is a CM extension.
Suppose that all the primes above p in H+ are inert in H. Then since p is completely split
in K/H+ it follows that all primes above p in K are inert in F . The same argument applies
mutatis mutandis to all the conjugates of F . Yet this contradicts the fact that φ acts with
odd order on Wg for some g.

2. Suppose that E ∩ K has degree two over H+ = E+ ∩ K. Then necessarily it defines a CM
extension. We have the following diagram of fields:

K F̃ = K.E

K ∩ E E

H+ = K ∩ E+ E+

.

It follows that there exists a canonical isomorphism Gal(F̃ /K) ≃ Gal(E+/H+), and thus the
field F descends to a totally real quadratic extension H++ of H+. Since H++/H+ is totally
real and K∩E/H+ is CM, the compositum (K∩E).H++ contains a third quadratic extension
H/H+, which must be CM. Moreover by construction we see that K.H = F . ThusH descends
F . Arguing as in case one we deduce that at least one prime above H+ splits in H.

6.3 Varying the involution

It remains to prove Lemma 6.7 which, for the convenience of the reader, we restate here.

Lemma 6.9. Suppose that the action of φ on Wg is through an element of order two for all g, and
that G admits at least one complex conjugation c /∈ N . Then there exists a choice of involution ι
such that the projection π(IndGHǫ, vλ) of vλ to IndGHǫ is not a −1 eigenvector for all conjugates c.
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Proof. Recall that the definition of ι involved for each g ∈ G/N a choice of element ψ ∈ Γ of order
two distinct from (and therefore not commuting with) φ. Consider any such choice. There is an
isomorphism of vector spaces

Π(ι) :
⊕

G/H

E → IndGHǫ

defined as follows. The space Y 0 projects onto both spaces via the maps:

Y 0 → Y 0/Y 00 =
⊕

G/H

E, Y 0 ⊆ Y → IndGHǫ

respectively (the surjection of the second map follows from Lemma 5.14 part two). These maps
identify Y 0 with the direct product of these spaces (exactly as in Sublemma 3 of Lemma 5.14).
Now we define Π(ι) by taking Y ′ ∩ Y 0 = Y ι=−1 ∩ Y 0 ⊆ Y 0 to be the graph of Π(ι). Explicitly the
map Π(ι) decomposes into a direct product of the maps ηψ of Lemma 5.14 for each g ∈ G/H. On
the other hand, by construction, to compute Π(ι)(λ) one lifts it to Y 0, intersects with Y ′ and then
projects down to IndGH , and thus the image of λ is exactly wλ := π(IndGHǫ, vλ).

Let γ ∈ G/H be an element such that the γ-component of wλ 6= 0. Suppose we vary the choice
of element ξ of order two in the construction of ι for the g ∈ G/N corresponding to γ. Then we
obtain a new vector v′λ and a new projection

w′λ := π(IndGHǫ, v
′
λ) = Π(ι′)(λ).

By Lemma 5.14, Π(ι) differs from Π(ι′) only for those g of the form γn for n ∈ N , and does differ
for those g (since ηψ 6= ηξ). Thus the only non-zero components of (wλ−w′λ) ∈ IndGHǫ are contained
in g ∈ G/H of the form g = γn with n ∈ N , and (wλ − w′λ) does have a non-zero component at
g. If wλ and w′λ both generate representations on which c acts by −1, then they are both −1
eigenvectors for gcg−1 for any g, and in particular for γcγ−1. Yet then γcγ−1(wλ−w′λ) = (w′λ−wλ)
has a non-zero component at (γcγ−1)γ = γc, and hence c ∈ N . This is a contradiction, and thus
at least one of wλ or w′λ generates a representation Vλ on which c does not act centrally by −1.

6.4 Proof of Proposition 6.5

To summarize, in Definition 6.3, we have constructed (under our hypotheses) a subspace Y ′(λ) ⊂ Λ
with the following properties:

1. Y ′(λ) admits a decomposition Y ′(λ) =
⊕

Si(λ) ⊗ Ti
∗ ⊆ Y ′ =

⊕
Si ⊗ Ti

∗ ⊆ Λ,

2. dim(Si(λ)) ≥ dim(Vi|c = −1).

We prove that this contradicts the Strong Leopoldt Conjecture. After shrinking the spaces Si(λ),
if necessary, we may assume that dim(Si(λ)) = dim(Vi|c = −1). Because Y ′(λ) admits a direct
sum decomposition as above, from the discussion preceding Lemma A.15, we infer the existence of
a G-submodule N ⊂ Λ such that

HomG(Λ/N, Y ) = Y ′(λ).

Furthermore, from the final claim of Lemma A.15, we may deduce the possible structures of N as
an abstract G-module from the dimension formula dim(HomG(N,Vi)) = dim(Vi) − dim(Si(λ)) =
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dim(Vi|c = 1). Assuming the classical conjecture of Leopoldt, one has a decomposition

I = IGlobal ≃
⊕

Irr(G)6=E

V
dim(Vi|c=1)
i

of G-modules, where the sum runs over all non-trivial irreducible representations of G (see, for
example, [22, Ch IX, §4]). It follows that we may assume that I ≃ N as G-modules. Hence, by
Lemma A.14,

dim(HomG(Λ/I, Y ;Z)) ≤ dim(HomG(Λ/N, Y ;Z)) := Y ′(λ) ∩ Z

for any D-rational subspace Z of Y . Applying this lemma to Z = Y 00(λ), we deduce, using
Lemma 6.1, that

1 ≤ dim(HomG(Λ/I, Y ;Y 00(λ))) ≤ Y ′(λ) ∩ Y 00(λ) = 0,

which is a contradiction.

7 Ordinary families with non-parallel weights

7.1 A result in the spirit of Ramakrishna

Let p be prime, and let K/Q be an imaginary quadratic field in which p splits. Let F be a finite
field of characteristic p, and let χ denote the cyclotomic character. Let ρ : Gal(K/K) → GL2(F)
denote an absolutely irreducible continuous Galois representation, and suppose, moreover, that
ρ is ordinary at the primes dividing p. The global Euler characteristic formula implies that the
universal nearly ordinary deformation ring of ρ with fixed determinant has dimension ≥ 1. By
allowing extra primes of ramification, one may construct infinitely many one parameter nearly
ordinary deformations of ρ. Our conjecture (1.3) predicts that these families contain infinitely
many automorphic Galois representations if and only if they are CM or arise from base change.
Since many families are not of this form (for example, if ρ is neither Galois invariant nor induced
from a quadratic character of a CM field, then no such family is of that form), one expects to find
many such one-parameter families with few automorphic points. In this section we prove that for
many ρ, there exist nearly ordinary families deforming ρ with only finitely many specializations ρx
with equal Hodge-Tate weights. Since all cuspidal automorphic forms for GL(2)/K of cohomological
type have parallel weight, only finitely many specializations of ρ can therefore possibly be the
(conjectural) Galois representation attached to such an automorphic form (for a more explicated
version of what we are “conjecturing” about these forms, see section 8.1).

Let χ denote the cyclotomic character. If Σ denotes a (possibly infinite) set of places of K, let
GΣ denote the Galois group of the maximal extension of K unramified outside Σ.

Theorem 7.1. Let ρ : Gal(K/K) → GL2(F) be a continuous (absolutely irreducible) Galois rep-
resentation, and assume the following:

1. The image of ρ contains SL2(F), and p ≥ 5.

2. If v|p, then ρ is nearly ordinary at v, and takes the shape: ρ|Iv =

(
ψ ∗
0 1

)
, where ψ 6= 1, χ−1,

and ∗ is très ramifiée (see [37]) if ψ = χ.
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3. If v ∤ p and ρ is ramified at v, then H2(Gv, ad
0(ρ)) = 0.

Then there exists a Galois representation: ρ : Gal(K/K) → GL2(W (F)[[T ]]) lifting ρ such that:

1. The image of ρ contains SL2(W (F)[[T ]]).

2. ρ is unramified outside some finite set of primes Σ. If v ∈ Σ and v ∤ p, then ρ|Dv is potentially
semistable; if v|p then ρ|Dv is nearly ordinary.

3. Only finitely many specializations of ρ have parallel weight.

Proof. The proof of this theorem relies on techniques developed by Ramakrishna [32, 33]. Hypothe-
ses 3 is almost certainly superfluous. For reasons of space, and to avoid repetition, we make no
attempt in this section to be independent of [32]. In particular, we feel free to refer to [32] for key
arguments, and try to keep our notation as consistent with [32] as possible.

If M is a finite Galois module over K, recall that M∗ denotes the Cartier dual of M . Let M
be of order a power of p, let V be a finite set of primes of K including all primes dividing p and ∞
as well as all primes with respect to which M is ramified. Let S denote the minimal such V , i.e.,
the set of primes dividing p, ∞ and ramified primes for M . For i = 1, 2 let

X
i
V (M) := ker

{
H i(GV ,M) →

∏

v/∈V

H i(Gv ,M)

}
.

The group X
1
V (M) is dual to X

2
V (M∗).

Recall the global Euler characteristic formula:

#H0(GV ,M)#H2(GV ,M)

#H1(GV ,M)
=

∏
v|∞#H0(Gv ,M)

#M [K:Q]
,

where the product runs over all infinite places of K.
Let S be as above, and put r = dim X

1
S(ad0(ρ)∗).

Lemma 7.2. dimH1(GS , ad
0(ρ)) = r + 3.

Proof. Our assumptions on ρ|Iv together with assumption 3 imply that H2(Gv , ad
0(ρ)) = 0 for all

v ∈ S. Thus H2(GS , ad
0(ρ)) ≃ X

2
S(ad0(ρ)), and hence

dimH2(GS , ad
0(ρ)) = dim X

1
S(ad0(ρ)∗) = r.

Since K is an imaginary quadratic field, there is exactly one place at infinity. Since (by the
isomorphism above) dimH2(GS , ad

0(ρ)) = r, the Global Euler characteristic Formula for M :=
ad0(ρ) gives that

dimH1(GS , ad
0(ρ)) = r + dimH0(GS , ad

0(ρ)) + 2 · dim(ad0(ρ)) − dim(H0(G∞, ad
0(ρ))) = r + 3,

where we use the absolute irreducibility of ρ and the fact that G∞ is trivial.

If v|p, then H2(Gv, ad
0(ρ)) = 0, by assumption 3. The local Euler characteristic formula implies

that
#H1(Gv, ad

0(ρ)) = #H2(Gv, ad
0(ρ)) · #H0(Gv , ad

0(ρ)) · #ad0(ρ),
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and thus dimH1(Gv , ad
0(ρ)) = 3 (by assumption 2). Let Nv ⊂ H1(Gv , ad

0(ρ)) for v|p denote the
2-dimensional subspace corresponding to nearly ordinary deformations of ρ. Note that our Nv is
different than Ramakrishna’s, where it is defined as the 1-dimensional subspace of H1(Gv , ad

0(ρ))
corresponding to ordinary deformations. Over Q, the difference between ordinary and nearly
ordinary deformations is slight, and amounts to fixing the determinant and replacing representations
over W (F)[[T ]] by representations over W (F). However, over K, this flexibility will be crucial. If
we insist on an unramified quotient locally (at each v|p) and also fix the determinant, the relevant
ordinary deformation ring will have expected relative dimension −1 over W (F), and so we would not
expect to find characteristic zero lifts in general. If v ∤ p and v ∈ S, we take Nv = H1(Gv , ad

0(ρ)),
as in [32] p.144 (Recall that H2(Gv, ad

0(ρ)) = 0, by assumption).

We shall consider primes q /∈ S such that up to twist ρ|Gq
=

(
χ 0
0 1

)
, and N(q) 6≡ ±1 mod p.

For these primes dimH2(Gv , ad
0(ρ)) = 1, and Nv ⊂ H1(Gv, ad

0(ρ)) is the codimension one sub-
space corresponding to deformations of the form:

ρ|Gq
=

(
χ ∗
0 1

)
.

We call such primes auxiliary primes for ρ.

Let {f1, . . . , fr+3} denote a basis for H1(GS , ad
0(ρ)). We recall from [32] p.138 the definition

of some extensions of K. Let K denote the compositum K(ad0(ρ)) ·K(µp). Then K ⊂ K ⊂ K(ρ̄).
If fi ∈ H1(GS , ad

0(ρ)), let Li/K denote the extension with Li the fixed field of the kernel of the
morphism φ(fi) : Gal(K/K) → ad0(ρ), where φ is the composition:

φ : H1(GS , ad
0(ρ)) → H1(Gal(K/K), ad0(ρ)) = Hom(Gal(K/K), ad0(ρ)).

We have avoided issues arising from fields of definition (of concern to Ramakrishna in [32], p. 140)
since, by assumption one, the image of ρ contains SL2(F). Let L denote the compositum of all the
Li, and we have a natural isomorphism

Gal(L/K) ≃
r+3∏

i=1

Gal(Li/K)

(cf. [32], p.141).

We recall the construction of some elements in Gal(L/K) from [32] p.141–142. Let c ∈
Gal(K/K) denote an element possessing a lift c̃ ∈ Gal(K(ρ)/K) such that ρ(c̃) has distinct eigen-
values with ratio t 6≡ ±1 mod p and whose projection to Gal(K(µp)/K) is t. Since the image ρ(c̃)
is defined up to twist, the ratio of its eigenvalues is independent of the lift c̃; i.e., is dependent only
on c. Let

αi ∈ Gal(L/K) ≃
r+3∏

j=1

Gal(Lj/K)

denote the (unique up to scalar) element which, when expressed as an r+3-tuple in
∏r+3
j=1 Gal(Lj/K)

has all entries trivial except for the i-th at which its entry is given by a nonzero element αi ∈
Gal(Li/K) on which a lifting of c to Gal(Li/K) acts trivially by conjugation. (cf. [32] Fact 12).
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Let Ti denote the Cebotarev class of primes in K corresponding to the element αi⋊ c ∈ Gal(L/K).
We have implicitly used the assumption that p ≥ 5 to deduce that Gal(L/K) is a semidirect product
of Gal(K/K) by Gal(L/K). Using the element c constructed above, the fact that p ≥ 5, and that
(when p = 5) the image of ρ contains SL2(F), one may establish the following (cf. [32], Fact 16,
p.143):

Lemma 7.3. There is a set Q = {q1, . . . , qr} of auxiliary primes qi /∈ S such that:

1. qi is unramified in K(ρ), and is an auxiliary prime for ρ.

2. X
1
S∪Q(ad0(ρ)∗) = 0 and X

2
S∪Q(ad0(ρ)) = 0.

3. fi|Gqj = 0 for i 6= j, 1 ≤ i ≤ r + 3 and 1 ≤ j ≤ r.

4. fj|Gqj /∈ Nqj for 1 ≤ j ≤ r.

5. The inflation map H1(GS , ad
0(ρ)) → H1(GS∪Q, ad

0(ρ)) is an isomorphism.

Proof. See [32], p.143, and [33], p.556. Note that (in our context) the parameter s is assumed to
be zero. Of use in verifying that the same argument works in our context (in particular [32], p.143,
the last paragraph of the proof) is the following identity:

dimH0(G∞, ad
0(ρ)) = 3 = dimH1(GS , ad

0(ρ)) − r.

Let us consider the map:

Φ : H1(GS , ad
0(ρ)) →

∏

v∈S

H1(Gv , ad
0(ρ))/Nv =

∏

v|p

H1(Gv, ad
0(ρ))/Nv.

Let d denote the dimension of ker(Φ). Since the source has dimension r + 3 and the target has
dimension 2, it follows that d ≥ r + 1. Let {f1, . . . , fd} denote a basis of this kernel, and augment
this to a basis {f1, . . . , fr+3} of H1(GS , ad

0(ρ)). As in [32], p.145, applying Lemma 7.3 to this
ordering of fi, we may assume that for 1 ≤ i ≤ r the element fi restricts to zero in H1(Gv , ad

0(ρ))
for all v ∈ S ∪Q except qi, for which fi|Gqi /∈ Nqi . We now consider the elements {fr+1, . . . , fd}.
Here we note one important difference from Ramakrishna [32]; since d ≥ r+1 this set is necessarily
non-empty.

Lemma 7.4. For i = r + 1, . . . , d the restriction map:

θ : H1(GS∪Q∪Ti , ad
0(ρ)) →

∏

v∈S

H1(Gv , ad
0(ρ))

is surjective. For i = r + 1, . . . d− 1 there exist primes ℘i ∈ Ti such that the map:

H1(GS∪Q∪{℘r+1,...,℘d−1}, ad
0(ρ)) →

∏

v∈S

H1(Gv , ad
0(ρ))/Nv

is surjective.
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Proof. The first part of this Lemma is [32], Proposition 10, p.146, and the same proof applies. The
second part follows exactly as in [32], Lemma 14, p.147, except that only d − r − 1 primes are
required. Explicitly, the target has dimension two, and the image of H1(GS , ad

0(ρ)) has dimension
r + 3 − d, and 2 − (r + 3 − d) = d− r − 1.

Remark: The reason why the numerology differs from that in Ramakrishna is that we are not
fixing the determinant. Note, however, that imposing a determinant condition would impose two
separate conditions at each v|p.

Let T denote the set of primes {℘r+1, . . . , ℘d−1}. That is, T is a finite set consisting of a single
prime in Ti for i = r + 1, . . . , d − 1. Combining the above results and constructions we arrive at
the following:

Lemma 7.5. The map

H1(GS∪Q∪T , ad
0(ρ)) →

⊕

v∈S∪Q∪T

H1(Gv , ad
0(ρ))/Nv

is surjective, and the kernel is one dimensional.

Proof. The source has dimension r + 3 + (d − r − 1) = d + 2, and the target has dimension
2 + (d − 1) = d + 1. The argument proceeds as in [32], Lemma 16, p.149, except now one has no
control over the image of the cocycle fd, and one may only conclude that the kernel is at most one
dimensional. By a dimension count this implies the lemma.

Thus we arrive at the following situation. Let Σ = S ∪ Q ∪ T . Then X
2
Σ(ad0(ρ)) = 0 by

Tate-Poitou duality (cf. [32], p.151) and the fact (Lemma 7.3) that X
1
S∪Q(ad0(ρ)∗) = 0. Thus

the map:

H2(GΣ, ad
0(ρ)) →

∏

v∈Σ

H2(Gv , ad
0(ρ))

is an isomorphism. In other words, all obstructions to deformation problems are local. On the
other hand, we have a surjection

H1(GΣ, ad
0(ρ)) →

∏

v∈Σ

H1(Gv, ad
0(ρ))/Nv

with one dimensional kernel (the source has dimension d+ 2 and the target has dimension d+ 1).
Ramakrishna’s construction identifies the local deformation rings (with respect to the subspaces
Nv) as power series rings, and thus smooth quotients of the unrestricted local deformation rings.
Thus by the remark above there are no obstructions to lifting representations which are locally in
Nv, and thus by the dimension calculation above one has the following:

Lemma 7.6. Let RΣ denote the universal deformation ring of ρ subject to the following constraints:

1. The determinant of ρ is some given lift of det(ρ) to W (F).

2. ρ is nearly ordinary at v|p.
3. ρ is minimally ramified at v|S for v ∤ p.

4. ρ|Gq takes the shape

(
χ ∗
0 1

)
for auxiliary primes q ∈ Σ \ S.
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Then RΣ ≃W (F)[[T ]], and the image of the corresponding universal deformation

ρunivΣ : Gal(K/K) → GL2(W (F)[[T ]])

contains SL2(W (F)[[T ]]).

This representation satisfies all the conditions required by Theorem 7.1 except (possibly) the
claim about specializations with parallel weight. To resolve this, we shall construct one more
auxiliary prime ℘. Let fd ∈ H1(GΣ, ad

0(ρ)) denote a nontrivial element in the kernel of the
reduction map

H1(GΣ, ad
0(ρ)) →

∏

v∈Σ

H1(Gv , ad
0(ρ))/Nv .

Then the restriction of fd lands in ∏

v|Σ

Nv.

We may detect the infinitesimal Hodge-Tate weights (or at least their reduction modulo p) by the
analog of the characteristic zero construction in section 2. In particular, the infinitesimal Hodge-
Tate weights are obtained by taking the image of fd under the projection:

ω :
∏

v|Σ

Nv →
∏

v|p

Nv →
∏

v|p

F.

A priori, three possible cases can occur:

1. The image of fd in F ⊕ F is zero2.

2. The image of fd in F ⊕ F is non-zero but diagonal, i.e., a multiple of (1, 1).

3. The image of fd in F ⊕ F is non-zero but not diagonal, i.e., not a multiple of (1, 1).

If the family ρunivΣ has parallel weight, then the infinitesimal Hodge-Tate weights at any specializa-
tion will be (a multiple of) (1, 1), and thus we will be in case 2. If the family ρunivΣ has constant
weight, then we shall be in case 1, and if the family has non-constant but non-parallel weight, case
3 occurs. Thus we may assume we are in the first two cases. To reduce to the third case, we in-
troduce a final auxiliary prime ℘d. By construction, {f1, . . . , fd−1, fd+1, fd+2} maps isomorphically

onto
⊕

v|Σ

H1(Gv , ad
0(ρ))/Nv . We choose a splitting

⊕

v|Σ

H1(Gv, ad
0(ρ)) =



⊕

v|Σ

H1(Gv , ad
0(ρ))/Nv


⊕



⊕

v|Σ

Nv




such that the first factor is generated by f1, . . . , fd−1, fd+1, fd+2. Recall that Ti denotes the primes
not in S ∪Q whose Frobenius element is in the conjugacy class αi ⋊ c ∈ Gal(L/K).

2This case presumably never occurs, since it implies that the existence of a positive dimensional family of Global
representations with constant Hodge-Tate weights.
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Lemma 7.7. The restriction map

H1(GΣ∪Td
, ad0(ρ)) →

(
⊕

v∈Σ

H1(Gv, ad
0(ρ))

)

is surjective.

Proof. The proof is very similar to Ramakrishna’s proof of Proposition 10, p.146. This proof is, in
effect, a calculation using Poitou-Tate duality. Exactly as in [32], p.146, we consider the restriction
maps θ̃ and ϑ̃ (this notation defined exactly as in loc. cit.). It then suffices to prove that the

annihilator of
(
P 1
Td

(ad0(ρ)) + Image(θ̃)
)

is trivial. For this, it suffices to show that the set {ϑ̃(x)}
for x ∈ H1(GΣ∪Td

, ad0(ρ)∗) such that x|Gv = 0 for all v ∈ Td is trivial. Ramakrishna’s argument
assumes that x|Gv = 0 for all v ∈ Q ∪ Td, although he never uses that x|Gv = 0 for v ∈ Q. Thus θ
surjects onto

P 1
Σ∪Td

(ad0(ρ))

P 1
Td

(ad0(ρ))
=
⊕

v|Σ

H1(Gv , ad
0(ρ)).

We remark that the same argument proves surjectivity of the reduction map with Σ replaced by
Σ ∪ T̃ , for any finite subset T̃ ⊂ Td, although we do not use this fact.

Returning to our argument, we conclude from Lemma 7.7 that the map

H1(GΣ∪Td
, ad0(ρ)) →

⊕

v|Σ

H1(Gv , ad
0(ρ)) →

⊕

v|Σ

Nv
ω→
⊕

v|p

F

is surjective, where this projection map is obtained from the splitting above (constructed from the
cocycles {f1, . . . , fd−1, fd+1, fd+2}). Thus there exists a auxiliary prime ℘d such that the image of
the new cocycle fd+3 inH1(GΣ∪{℘d}, ad

0(ρ)) projects to a non-diagonal subspace. Let Σ′ = Σ∪{℘d}.
Exactly as previously, the map

H1(GΣ′ , ad0(ρ)) →
⊕

v∈Σ′

H1(Gv , ad
0(ρ))/Nv

is surjective, with a one dimensional kernel. The kernel of the projection to the smaller space⊕
v∈ΣH

1(Gv , ad
0(ρ))/Nv is two dimensional, and contains fd. If fd+3 denotes the new cocycle in

this kernel, then by construction the projection of fd+3 to F ⊕ F is not diagonal, since adjusting
fd+3 by elements of {f1, . . . , fd−1, fd+1, fd+2} does not change this projection. Since fd|G℘d

6∈ N℘d
,

it follows that the kernel of the projection to
⊕

v∈Σ′ H1(Gv , ad
0(ρ))/Nv is generated by fd+3−α ·fd

for some α, and thus the projection of this element to F ⊕ F is also not diagonal. This completes
the proof.

7.2 Examples

Corollary 7.8. Suppose that ρ satisfies the conditions of Theorem 7.1. Then there exists a set
of primes Σ such that the if RΣ is the universal nearly ordinary deformation ring of ρ unramified
outside Σ then Spec(RΣ) contains a one dimensional component with only finitely many represen-
tations of parallel weight.
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For example, one source of such ρ is the mod p representations associated to ∆ =
∞∑

n=1

τ(n)qn

whenever p ∤ τ(p) and 11 ≤ p 6= 23, 691.

8 Complements

8.1 Galois representations associated to Automorphic Forms

Let K/Q be an imaginary quadratic field, and let π denote an automorphic representation of
cohomological type for GL2(AK). It is expected, and known in many cases, that associated to
π there exists a compatible family of λ-adic representations {ρλ} such that for v ∤ N(λ), the
representation ρλ|Dv corresponds (via the local Langlands correspondence) to πv. One may further
conjecture a compatibility between ρλ|Dv and πv for v|N(λ), in the sense of Fontaine’s theory.
The weakest form of such a conjecture is to ask that the representation ρ|Dv be Hodge-Tate of
the weights “predicted” (by the general Langlands conjectures) from the weight of π. If π is
cuspidal, then a result of Harder ([12], §III, p.59–75) implies that π has parallel weight, and thus
the expected Hodge-Tate weights of ρλ at v|N(λ) are of the form [0, k − 1], for some k ∈ Z
that does not depend on v. For the cases in which the existence of the Galois representation
has already been established (by Taylor et.al. [13, 39]), one obtains this weaker compatibility
automatically by construction, as we now explain. The Galois representations associated to π are
constructed from limits of representations arising from Siegel modular forms. Since Sen-Hodge-Tate
weights are analytic functions of deformation space [36], it suffices to determine the Hodge-Tate
weights attached to Galois representations of Siegel modular forms in classical weight (a, b), and
in particular to show that the Hodge-Tate weights of such forms are [0, a − 1, b − 2, a + b − 3].
This can be proven by a comparison between étale cohomology and de Rham cohomology on Siegel
threefolds (see, for example, [30]). When we talk in this paper of classical automorphic (Galois)
representations associated to automorphic forms over K, we refer to the (possibly conjectural)
Galois representations satisfying the usual local Langlands compatibilities at primes v ∤ N(λ), and
the compatibility at v | N(λ) between the automorphic weight of π and the Hodge-Tate weights of
ρλ|Dv . Thus, by fiat, all such representations have Hodge-Tate weights [0, k− 1] for v|N(λ) and for
some k ∈ Z independent of v.

8.2 Even two-dimensional Galois representations over Q

Let V be a two-dimensional vector space over E and let ρ : Gal(Q/Q) → AutE(V ) be an even
continuous (irreducible) nearly ordinary Artin representation. Let K/Q be an imaginary quadratic
field in which p splits. Restrict ρ to GK and give it a nearly ordinary structure compatible with the
action of Gal(K/Q). Equivalently, if v, v̄ are the places above p, with decomposition groups Dv

and Dv̄ chosen so that they are conjugate to one another in GQ (i.e., Dv̄ = γDvγ
−1 where γ is some

element in GQ), the chosen lines Lv, Lv̄ ⊂ V are related to each other by the formula Lv̄ = γLv.
The representation ρ|K admits infinitesimally classical deformations, with infinitesimal Hodge-

Tate weights lying in the anti-diagonal subspace of infinitesimal weight space (Definition 2.13)

{(e,−e) | e ∈ E} ⊂ E ⊕ E = {
⊕

v|p

Q} ⊗Q E .
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To prove this, note that H1(K, ad0(ρ)) decomposes as H1(Q, ad0(ρ))⊕H1(Q, ad0(ρ)⊗χ), where
χ is the quadratic character associated to K. The first cohomology group records nearly ordinary
deformations of ρ over Q, while the second measures nearly ordinary deformations over K in the
“anticyclotomic” direction. The fixed field of the kernel of ad0(ρ) is totally real, for the following
reason. Either complex conjugation acts as +1 in the representation ρ (in which case the kernel of
ρ itself is totally real) or else it acts as the scalar −1 in the representation ρ and therefore acts as
the identity in ad0(ρ). The Euler characteristic formula then implies that

dim(H1(Q, ad0(ρ))) ≥ 0, dim(H1(Q, ad0(ρ) ⊗ χ)) ≥ 1,

with equality in either case following from the Leopoldt conjecture.
If ρ|K lies in a one-parameter (or many-parameter, for that matter) family ofGK -representations

in which the classical automorphic representations (i.e., those Galois representations corresponding
conjecturally, as in section 8.1, to classical automorphic form for GL(2)/K) are Zariski-dense, then
the infinitesimal Hodge-Tate weights of this representation would be diagonal, i.e., would lie in the
diagonal subspace

{(e, e) | e ∈ E} ⊂ E ⊕ E = {
⊕

v|p

Q} ⊗Q E .

Thus if we assume the Leopoldt conjecture (specifically, for the compositum of K and the fixed
field of ρ), we deduce the following:

Theorem 8.1. Let ρ : Gal(Q/Q) → GL2(E) be an even continuous (irreducible) nearly ordinary
Artin representation. Let K/Q be an imaginary quadratic field in which p splits. Assume the
Leopoldt conjecture for the fixed field of ρ|K . Then the representation ρ|K does not deform to a
one-parameter family of nearly ordinary Galois representations arising from classical automorphic
forms over K.

Note that the proof [5] of the Artin conjecture for certain odd representations of Gal(Q/Q)
requires the following idea: one places the representation in question into a one parameter family
of Galois representations in which the representations associated to classical ordinary modular
forms are Zariski dense. The above theorem shows that even the first step in such a program for
even representations (extending the base field such that ρ admits deformations to other classical
automorphic forms) does not näıvely work.

Suppose that H+ is a Galois extension in which p completely splits, and H/H+ is a CM
extension in which at least one prime above p in H+ splits in H. Then there exist algebraic Hecke
characters η of A×H such that the Galois representations associated to their automorphic inductions
on GL2(AH+) are nearly ordinary and interpolate to form families of possibly lower dimension
than the dimension of the (ambient) universal deformation space of nearly ordinary representations.
The Hodge-Tate weights of these families are constant at the places corresponding to primes v | p
of H+ that are inert in the extension H/H+ — this is a manifestation of Lemma 6.7.

An example where the CM locus is non-trivial but strictly smaller than the nearly ordinary
locus can easily be constructed: take a non-Galois extension of a real quadratic field H+ such that
p splits in H+ and exactly one prime above p splits in H.

In both the “CM” and “Base Change” cases there exist classical families giving rise to the
infinitesimally classical deformations.
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In the “even” case of Theorem 1.2, the field K+ ⊂ K to which ρ ⊗ χ descends does not need
to be totally real. Let K+/Q be a degree three field with signature (1, 1) in which p is completely
split, and let K be its Galois closure. Let L/K+ be an A4 extension that is even at the real place,
and such that Gal(M/Q) = (A4)

3 ⋉ S3, where M is the Galois closure of L. Suppose that the
decomposition group at some place v|p is generated by the element (u, u, u), where u ∈ A4 has
order three. Let ρ be the representation ρ : Gal(K/K) → GL2(E) associated to L/K. Then ρ
admits an infinitesimally classical deformation.

8.3 Artin representations of Gal(Q/Q) of dimension n

The methods of the previous section can also be applied to Artin representations:

ρ : GQ → GLn(E)

when n > 2. For such a representation V , let ad0(ρ) : GQ → GLn2−1(E) denote the corresponding

adjoint representation. Let G := Im(ad0(ρ)) ⊂ GLn2−1(E) and G̃ = Im(ρ) ⊂ GLn(E); the group G̃
is a central extension of G. We assume that ρ is unramified at p, so the image of the decomposition
group D at p is cyclic; we also assume that D acts with distinct eigenvalues on V , and write (having
chosen once and for all an ordering)

V =

n⊕

i=1

Li,

where Li are D-invariant lines of V . Consider deformations which are nearly ordinary at p. Let
W = Hom′(V, V ) denote the hyperplane in Hom(V, V ) consisting of endomorphisms of V of trace
zero. The analog of the vector space W 0 ⊂ W is Ker(W → ⊕

i<j Hom(Li, Lj)), which, after a
suitable choice of basis, may be identified with upper triangular matrices of trace zero. There is
a canonical map ǫ : W 0 → ⊕

Hom(Li, Li) = En, whose image is the hyperplane H :
∑
xi = 0.

Let HQ denote a model of the hyperplane H over Q. The map ǫ induces, via the local class field
theory, a map on infinitesimal deformations:

ω : H1
Σ(Q, ad0(ρ)) → H1(D,H) = Hom(Dab,H) → Hom(Q∗p,H) = HQ ⊗Q E ,

where, as in section 2.3, E = Hom(Z∗p, E). The definition of infinitesimal Hodge-Tate weights
proceeds as in section 2.3.

Lemma 8.2. If W = ad0(V ) is irreducible, then assuming the strong Leopoldt conjecture, ρ admits
no infinitesimally classical deformations.

Sketch. It suffices to construct a suitable space Y ′ of W which is “maximally skew” to the ordinary
subspace, but still decomposes well with respect to the decomposition of W as a G = Gal(K/Q)-
representation, where K is the fixed field of ad0(ρ). Yet, by assumption, W is irreducible, and so
this is no condition at all. For example, let ι denote the involution of W such that ιHom(Li, Lj) =
Hom(Lj , Li). Then one may take Y ′ = W ι=−1.

Note that if ρ (equivalently, V ) is self-dual and n ≥ 3, then W = ad0(V ) is never irreducible,
since ad(V ) = V ⊗V ∗ ≃ V ⊗V decomposes into ∧2V and Sym2(V ), both of which have dimension
> 1 if n ≥ 3. The following is well known [9].
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Lemma 8.3. Let ρ : GQ → GL3(E) be an absolutely irreducible Artin representation. Then the
projective image of ρ is one of the following groups.

1. The simple alternating groups A5 or A6.

2. The simple linear group PSL2(F7) = PSL3(F2) of order 168.

3. The “Hessian group” H216 of order 216.

4. The normal subgroup H72 of H216 of order 72.

5. The normal subgroup H36 of H72 of order 36.

6. An imprimitive subgroup; i.e., the semidirect product of (Z/3Z) and S3 or A3, or a subgroup
of this group.

Lemma 8.4. If G lies in the list above, and ρ denotes a three dimensional representation of a
central extension G̃ of G with underlying vector space V , then ad0(V ) is irreducible except for the
following cases:

1. ρ is the symmetric square up to twist of a two dimensional representation.

2. G is imprimitive.

3. G = H36, in which case ad0(ρ) = M ⊕M∗ where dim(M) = 4.

From this we may deduce the following:

Theorem 8.5. Assume the strong Leopoldt conjecture. Suppose that ρ : GQ → GL3(E) is con-
tinuous, nearly ordinary, and has absolutely irreducible finite image. Suppose moreover that ρ is
unramified at p, that ρ is p-distinguished, and that the projective image of ρ is a primitive subgroup
of PGL3(E). Then if ρ admits infinitesimally classical deformations, then ρ is, up to twist, the
symmetric square of a two dimensional representation.

Proof. This follows from Lemma 8.2, and Lemmas 8.3 and 8.4, unless G = H36. If G = H36, one
may proceed on a case by case analysis — each case corresponding to conjugacy class of Frobp in
G — and explicitly construct a suitable space Y ′ as in Lemma 8.2 that respects the decomposition
W = M ⊕M∗ of W into the two 4-dimensional representations of G.

In general, as n becomes large, there are many groups which admit irreducible n-dimensional
representations which are not self dual up to twist, and yet their corresponding adjoint repre-
sentations (minus the identity) of dimension n2 − 1 are not irreducible. Thus to prove a general
result for n-dimensional representations would require an analog of our arguments for 2-dimensional
representations over general fields3.

3Of course, Lemma 8.2 may be applied to various sporadic examples when n > 3, for example, if V is either of
the 11-dimensional representations of the Mathieu group M12 (which does occur as a Galois group over Q — see
[26]), then ad0(V ) is the irreducible representation of M12 of dimension 120. Thus we may apply Lemma 8.2 for 11-
dimensional representations ρ with fixed field K/Q of ρ satisfying the following: Gal(K/Q) ≃ M12, K/Q unramified
at p, Gal(K/Q) = M12, and Frobp has order 11.
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8.4 Deformations of Characters: GL(1)/K

In this section we explain why the analog of our conjectures for characters (equivalently, automor-
phic forms for GL(1)/K) can be deduced from a simple application of class field theory. Namely,

suppose that ρ : Gal(K/K) → E∗ is the trivial representation, or indeed, any finite character.
Suppose that K is Galois and that G := Gal(K/Q). Then the universal deformation ring R of
ρ unramified away from p (and with no local condition at primes dividing p) may be described
explicitly in terms of class field theory. In particular, the tangent space to R at ρ is equal to
HomE(ΓK , E), where ΓK is the maximal Zp-extension of K unramified outside p. Identifying
ΓK ⊗ E as the quotient of ULocal ≃ Λ by (the image I of) UGlobal as in section 5.4, we may write
this as

HomE(Λ/I,E) = HomG(Λ/I, IndG〈1〉E) = HomG(Λ/I,Λ) = [I]Λ.

All one dimensional representations admit a trivial infinitesimal deformation arising from twisting
via the cyclotomic character. The following result is the analog of Theorem 1.2

Lemma 8.6. Assume that p splits completely in K, and suppose that K is Galois with Galois group
G. If the trivial representation admits an infinitesimal deformation over Q which is not cyclotomic,
then this deformation descends to a subfield H which is a CM field.

Sketch. The rational infinitesimal weights correspond to the natural identification of Λ with ΛQ⊗E.
The existence of a rational infinitesimal deformation corresponds exactly to an inclusion η ∈ [I]Λ,
where the vector space ηE is a rational subspace of Λ — equivalently, where η ∈ ΛQ = Q[G] (up
to scalar). Without loss of generality we assume that η ∈ Z[G]. If η =

∑
g∈G g is the norm, then η

does annihilate I (on the left and right) and so lies in the annihilator group [I]Λ — such a choice
corresponds to the cyclotomic deformation. Thus we assume that η is not a multiple of NK/Q, and
in particular is not G-invariant. If we assume the strong Leopoldt conjecture, then as in section 6.4,
there is an isomorphism of (right) G-modules:

[I]Λ ≃ E ⊕
⊕

Irr(G)6=E

V
dim(Vi|c=−1)
i ,

where the second product runs over all non-trivial irreducibles of G. If there was an equality
dim(Vi|c = −1) = dim(Vi) for some (any) representation Vi, the action of G on Vi would factor
(faithfully) through Gal(Hi/Q) for some CM field Hi. Since, by assumption, η /∈ E, the strong
Leopoldt conjecture implies (as in the argument of section 6.4) that dim(Vi|c = −1) = dim(Vi) for
all representations Vi in which η projects non-trivially. It follows that η is divisible by NK/H (for
some CM field H with is the compositum of the relevant CM fields Hi) and that the infinitesimal
deformation descends to H. Thus the conclusion of the lemma follows from the strong Leopoldt
conjecture. To prove the lemma without this assumption, we use the following result.

Sublemma 5. If η ∈ Z[G] annihilates I, then it annihilates the global unit group UGlobal.

Proof. If the map UGlobal → I is injective (the Leopoldt conjecture) the result is obvious. Yet, in
any circumstance, this map is G-equivariant, and thus the image of (UGlobal)η is Iη. Since the map
from the group of units ⊗Q (that is, the image of the map UGlobal,Q → I ⊂ ULocal) is injective, we
deduce that Iη = 0 if and only if (UGlobal)η = 0.
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Since UGlobal,Q ⊗ C ≃
⊕

Irr(G)6=E

V
dim(Vi|c=1)
i , we see that if an element η ∈ Z[G] other than the

norm annihilates UGlobal, then dim(Vi|c = 1) = 0 for some collection Vi. As above, we may deduce
from this that the deformation descends to a CM field H.

This result could presumably be strengthened to include infinitesimal deformations over some
number field F rather than Q. For this we would have needed to show that UGlobal was not
annihilated by an element of F [G], which would have required an appeal to Baker’s results on
linear forms in logarithms, as in Brumer’s proof of Leopoldt’s conjecture.

In the case of one dimensional representations there is no difficultly in establishing, by class field
theory, an R = T theorem. The analog of Lemma 8.6 for automorphic representations (namely,
that automorphic representations are not dense in Spec(T) for general K) follows from the fact
that, up to finite characters, the only non-trivial algebraic Hecke characters arise from CM fields
H. Indeed, an analysis of the infinity type shows that this question exactly reduces to determining
the annihilator of UGlobal,Q in Z[G].

8.5 Automorphic Forms for GL(2)/K

The goal of this subsection will be to sketch a proof of Theorem 1.1.

The group GL(2)/K is associated to a PEL Shimura variety if and only if K is totally real.
We assume that K/Q is an imaginary quadratic field in which p splits completely. Since we shall
ultimately take K = Q(

√
−2), we also assume that the class group of K is trivial. Let O be the

localization of the ring of integers OK of K at some prime above p. Let ΓK be the torsion free part
of O×, and let Λ = O[[ΓK ]] be the Iwasawa algebra, which is abstractly isomorphic to O[[T1, T2]].
Hida (page 29 of [15]) constructs a finitely generated Λ-module H := H1

ord(Y (Φ), C)∗. The right
hand side of this equation is in the notation of loc. cit.; Y (Φ) is, in effect, the arithmetic quotient
of the symmetric space for GL2 over K of an appropriate level, and the standard Hecke operators
act on this cohomology group. Following Hida, let T be the subring of endomorphisms of End(H)
generated by Hecke operators. Then T is finitely generated over Λ. Hida shows in Theorem 5.2
of [15] that the support of H is some equidimensional space of codimension one in Spec(Λ).

Recall that by a “classical point” of Spec(T) we mean a Cp-valued point corresponding to a
homomorphism η : T → Cp for which there exists a classical automorphic eigenform (cf. subsec-
tion 8.1) whose Hecke eigenvalues are given by the Cp-character η.

Let K = Q(
√
−2), and let N = 3 − 2

√
−2. For the rest of this subsection we let T denote the

nearly ordinary 3-adic Hida algebra of tame level N.
The affine scheme Spec(T ⊗ Q) is nonempty and contains at least one classical point, i.e.,

the point corresponding to the classical automorphic form f of weight (2, 2) of level Γ0(7 +
√
−2)

that is discussed in the following lemma, a proof of which will be given in the next subsection
(Lemma 8.10).

Lemma 8.7. Let K = Q(
√
−2), let N = (3 − 2

√
−2), and let p = (1 +

√
−2). There exists a

unique cuspidal eigenform f of weight (2, 2) and level Γ0(Np) = Γ0(7 +
√
−2) which is ordinary at

p and p. There does not exist any cuspidal eigenform (ordinary or otherwise) of level Γ0(N) and
weight (4, 4).
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As mentioned above, Hida has shown that the nonempty affine scheme Spec(T) is of pure
relative dimension one over Spec(Zp).

Theorem 8.8. The scheme Spec(T) has only finitely many classical points.

Remarks:

1. This answers in the negative a question raised in Richard Taylor’s thesis ([38], Remark, p.124).

2. We expect, but have not proven, that the automorphic form f referred to in Lemma 8.7
corresponds to the elliptic curve

E : y2 +
√
−2xy + y = x3 + (

√
−2 − 1)x2 −

√
−2x

over Q(
√
−2), which can be found in Cremona’s tables [6, Table 3.3.3]. Presumably one could

prove the association between f and E using the methods of [39].

3. We also expect that there is a two-dimensional Galois representation over T whose Frobenius-
traces are equal to corresponding Hecke operators T (this correspondence being meant in
the usual sense) but we have not constructed such a representation. If there were such a
Galois representation, one effect of the above theorem is to show that none of the Galois
representations over Cp obtained by specializing it to Cp via homomorphisms T → Cp is
“limit-automorphic;” i.e., is the limit of a sequence of distinct classical modular Galois repre-
sentations. This is in contrast to what is expected (and is often known) to be true over Q,
where every ordinary two-dimensional p-adic Galois representation of integral weight that is
residually modular should be “limit-modular”, in the sense that it should be obtainable as the
limit of a sequence of modular ordinary representations whose weights tend to infinity.

4. In passing, we should note that it does not follow from the construction of Taylor et. al. [13, 39]
that the Galois representation associated to an ordinary cuspidal modular form over K is
ordinary in the Galois sense. However, in many cases this is known by a theorem of Urban [40].

5. A result analogous to Theorem 8.8 is established in [2] for ordinary families on GL(3)/Q. In
this setting, however, one does not have Hida’s purity result on the dimension of Spec(T), and
can only deduce the existence of a component of Spec(T) with finitely many classical points
— a priori this component could have dimension zero. (See, however, work in progress of Ash
and Stevens in which this result is established, essentially following Hida’s methods.) One of
the main motivations of this paper was to understand the examples of [2] from the perspective
of Galois representations.

To prove Theorem 8.8, note that if Spec(T) contained infinitely many classical points, then
since T is finitely generated over Λ it would follow that the support of T would include every
classical parallel weight of Spec(Λ). In particular it would contain a classical point of weight (4, 4).
By Hida’s control theorem [15, Thm 3.2], the specialization of T at a point of weight (4, 4) would
correspond to a classical automorphic form of level Γ0(3− 2

√
−2), which contradicts the statement

of Lemma 8.7.

8.6 Modular Symbols

In order to compute explicit examples of Hida families (or the lack thereof) one needs a method of
computing spaces of modular forms for imaginary quadratic fields. This is equivalent to computing
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group cohomology of congruence subgroups of GL2(OK) with coefficients in some local system.
In the case of weight (2, 2), the local system is trivial, and the problem reduces to a homology
computation on the locally symmetric space G(K)\G(AK )/U = H/Γ, where G = Res(GL(2)/K), U
is the appropriate compact open of GL2(AK) containing the connected component of a maximal
compact subgroup of GL2(R), H is the hyperbolic upper half space, and Γ a finite index congruence
subgroup of GL2(OK) (recall we are assuming that the class number of K is 1). One technique for
doing this is to use modular symbols, and this was carried out by J. Cremona [6] for certain fields
K of small discriminant and class number one. The only higher weight computations previously
carried out are some direct computations of group cohomology in level one and weight (2k, 2) by
C. Priplata [31]; however, as the only automorphic forms of this level (with 2k > 2) are Eisenstein,
the result was torsion. To compute in general weights (k, k) one must work with modular symbols
of higher weight. The generalization of modular symbols to higher weight is completely standard
and is analogous to the case of GL(2)/Q. For our specific computations, we have decided to work

with the field K = Q(
√
−2). We choose this field because it is the simplest field in which 3 splits

completely.

Let V be a two dimensional vector space over K. There is a natural action of GL2(O) on V ,
and choosing a basis we may identify V with degree one homogeneous polynomials in K[x, y]. Let
Sk = Symk(V ) and let Sk denote Sk where the action of GL2(O) is twisted by the automorphism of
Gal(K/Q). Modular forms over K of weight (k, k) can be considered as sections ofH1

cusp(H/Γ,Sk,k),
where Sk,k is the local system associated to the representation Sk−2 ⊗ Sk−2.

The following theorem is essentially due to Cremona4 [6], although one should note that previous
limited computations of these spaces were carried out in [11].

Theorem 8.9. Let K = Q(
√
−2), and let N ⊆ OK be an ideal. Let M be the free K-module on

the formal generators {
[c, P ] | c ∈ P1(O/N), P ∈ Sk,k

}
.

There is an action of GL2(O) on M given by [c, P ].h = [Ph, ch]. Explicitly, if γ =

(
a b
c d

)
, then

P (x, y, x′, y′)γ = P (dx− cy,−bx+ ay, σ(d)x′ − σ(c)y′,−σ(b)x′ + σ(a)y′),

where Gal(K/Q) = 〈σ〉. The action of GL2(O) on P1(O/N) arises from the identification of this
space with coset representatives of Γ0(N) in GL2(O). Let S, T , J and X denote the following
elements of GL2(O):

S =

(
0 −1
1 0

)
, T =

(
1 1
0 1

)
, J =

(
−1 0
0 1

)
, X =

(√
−2 1
1 0

)
,

and let I be the identity. Let Mrel be the subspace of M generated by the subspaces:

(1 + S)M, (1 + (ST ) + (ST )2)M, (I − J)M, (1 +X +X2 +X3)M

for m ∈M . Then M/Mrel ≃ H1(H/Γ0(N),Sk,k).
4There is a discrepancy between our presentation and the presentation given in Cremona [6], because Cremona

works with the groups eΓ0(N) = SL2(O)∩Γ0(N) rather than Γ0(N), which is more natural from an automorphic point

of view. Note that Γ0(N)/eΓ0(N) has order two, and is generated by J . Thus the characteristic zero cohomology of

the orbifold H/Γ0(N) can be recovered from the cohomology of H/eΓ0(N) by taking J-invariants, and the space of
forms we consider is precisely Cremona’s + space.
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The authors would like to thank William Stein and David Pollack, who computed the following
data using the result above on December 15, 2004 and November 21, 2005 respectively; William
Stein writing a program to compute the dimensions of these spaces, and David Pollack writing
an additional routine to compute Hecke operators. The authors take full responsibility for the
correctness of these results. As some independent confirmation of these computations, we note that
part 1 is already known by previous computations of Cremona [6], and in part 3 the dimensions
we compute agree with a known lower bound that is independent of the computation. Finally, for
part two, we list the first few eigenvalues and note that they lie in Q (the space of cusp forms is
one dimensional over Q) and satisfy the (conjectural) Ramanujan bound |ap| ≤ 2N(p)3/2.

Lemma 8.10. Let K = Q(
√
−2), let O = OK , and let N ⊂ O be an ideal such that NK/Q(N) is

squarefree and co-prime to 2. Then:

1. The space of cuspidal modular forms over K of weight (2, 2) and level Γ0(N) is trivial for all
such N with NK/Q(N) ≤ 337 except for N in the following list:

{
7 +

√
−2, 11 + 7

√
−2, 7 + 10

√
−2, 13 + 7

√
−2, 5 + 11

√
−2, 9 + 11

√
−2, 7 + 12

√
−2
}

of norms 51, 219, 249, 267, 323 and 337 respectively.

2. The space of cuspidal modular forms over K of weight (4, 4) and level Γ0(N) is trivial for
all such N with NK/Q(N) ≤ 337 except for N = 5 + 7

√
−2 of norm 123. There is a unique

cuspform g up to normalization of weight (4, 4) and level Γ0(5+7
√
−2). The Hecke eigenvalues

ap for p ∤ N and N(p) ≤ 25 of g are given by the following table:

p
√
−2 1 −

√
−2 3 +

√
−2 3 −

√
−2 3 + 2

√
−2 3 − 2

√
−2 5

ap 0 4 −24 36 −54 −102 −118

⌈2N(p)3/2⌉ 6 11 73 73 141 141 250

3. The space of cuspidal modular forms over K of weight (2k, 2k) and level Γ0(1) is equal to the
space of forms of level one arising from base change from Q for all 2k ≤ 96.

Referring to the above table, note that the congruences ap ≡ 1 + N(p)3 mod 4 for p ∤ 2 and
ap ≡ 1 + N(p)3 mod 3 appear to hold. (Since K is ramified at 2, being Eisenstein at 2 does not
imply ordinariness). It might be interesting to determine the GL2(F5)-representation associated to
g, although it could a priori be quite large.

A Generic Modules

A.1 Left and Right G-Modules

Let G be a finite group, and D ⊂ G a subgroup. For K a field, denote the group ring G with
coefficients in K by ΛK := K[G]. We will view ΛK as a K-algebra, and therefore also as bi-module
over itself. Let F denote a field of characteristic zero over which all irreducible representations
of G over an algebraically closed field are defined, and let E be some extension of F . In our
application, F will be a field algebraic over Q and E a localization of F at some prime above p.
Let Λ := ΛE = E[G] so that we have the natural isomorphism of E-algebras Λ ≃ ΛF ⊗F E. A left
ideal M of Λ is a left Λ-module equipped with an inclusion M →֒ Λ of left Λ-modules, and a right
ideal N of Λ is defined similarly.
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Definition A.1. For any subset M of Λ, let Λ[M ] denote the set of elements of Λ that are anni-
hilated by M on the right; i.e.,

Λ[M ] := {λ ∈ Λ | mλ = 0 for all m ∈M}

and let [M ]Λ denote the set of elements of Λ that are annihilated by M on the left; i.e.,

[M ]Λ := {λ ∈ Λ | λm = 0 for all m ∈M}.

Lemma A.2.

• If M is a right ideal of Λ then Λ[M ] is a left ideal.

• If M is a left ideal then [M ]Λ is a right ideal.

For any left Λ-module W , the set HomG(Λ,W ) inherits the structure of a left Λ-module where
scalar multiplication (λ, φ) 7→ λ · φ for λ ∈ Λ and φ ∈ HomG(Λ,W ) is given by the rule (λ ·
φ)(x) = φ(x · λ). The left Λ-module HomG(Λ,W ) is then identified with W via the map i sending
φ to i(φ) := φ([1]). In particular, taking W = Λ the isomorphism i establishes the canonical
identification φ 7→ φ([1]) of the left Λ-module HomG(Λ,Λ) with Λ. Here, HomG(Λ,Λ) refers to
the set of homomophisms φ : Λ → Λ that preserve the left-Λ-module structure of Λ; explicitly
φ(λ · x) = λ · φ(x) for all λ, x ∈ Λ.

Lemma A.3. Let M be a left ideal of Λ. The isomorphism i induces a commutative diagram

HomG(Λ/M,Λ) - [M ]Λ

HomG(Λ,Λ)
?

- Λ
?

where the vertical homomorphisms are the natural inclusions.

Proof. The homomorphism φ : Λ → Λ lies in HomG(Λ/M,Λ) if and only if φ(m) = 0 or equivalently
if (m · φ)([1]) = 0, or m · i(φ) = 0, for all m ∈M .

Lemma A.4. The mapping
M 7−→ N := [M ]Λ

from left ideals M to right ideals N , and the mapping

N 7−→ M := Λ[N ]

from right ideals N to left ideals M , are two-sided inverses of each other, and are one:one corre-
spondences between the set of left ideals of Λ and the set of right ideals of Λ.
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Proof. Let M be a left ideal and N := [M ]Λ. It follows immediately from the definitions that
M ⊆ Λ[N ], and thus to show that M = Λ[N ] we need only show dim(M) ≥ dim(Λ[N ]). From the
representation theory of finite groups one sees that

dim(M) + dim(HomG(Λ/M,Λ)) = dim(Λ),

and using Lemma A.3 we have

dim(M) + dim([M ]Λ) = dim(Λ).

Similarly, using (only) that N is a right ideal, we have

dim(N) + dim(Λ[N ]) = dim(Λ).

Since N = [M ]Λ the lemma follows.

We have the natural E-linear functional ι : Λ → E that associates to any element
∑

g∈G ag[g] ∈
Λ the coefficient of the identity element, a1 ∈ E; i.e., ι(

∑
g∈G ag[g]) = a1. For any left Λ-module

W , composition with this functional ι induces a homomorphism

HomΛ(W,Λ) ⊂ HomE(W,Λ)
ι−→HomE(W,E) = W∨.

The flanking E-vector spaces, HomΛ(W,Λ) → W∨, both have natural right Λ-module structures
defined as follows. On HomΛ(W,Λ) the right scalar multiplication (φ, λ) 7→ φ · λ is given by the
rule (φ · λ)(x) = φ(λ · x), or equivalently, by letting g ∈ G act on φ : W → Λ by composition with
g−1 : Λ → Λ and extending this action linearly to obtain a right Λ-module structure. We define
the right Λ-structure on W∨ by the corresponding rule: for φ ∈ HomE(W,E) and g ∈ G define φ ·g
by (φ · g)(w) = φ(g · w) for w ∈W .

Consider, as well, the homomorphism W∨ = HomE(W,E)
j−→HomE(W,Λ) that associates to

φ ∈ HomE(W,E) the homomorphism jφ ∈ HomΛ(W,Λ) which, for w ∈W satisfies the formula

jφ(w) =
∑

g∈G

φ(g · w)[g]−1 ∈ Λ.

Lemma A.5. HomΛ(W,Λ)
ι−→W∨ is an isomorphism of right Λ-modules and the homomorphism

j described above is its inverse.

Proof. This is a direct check.

In the special case where we take W to be Λ itself, viewed as Λ-bimodule via left and right
multiplication, the above identifications offer us isomorphisms of bi-modules,

Maps(G,E)
≃−→ HomE(Λ, E)

≃−→ Λ
≃−→ HomG(Λ,Λ),

the composition of the first two of these isomorphisms being given by the rule φ 7→∑
g∈G φ(g) · [g−1]

for φ ∈ Maps(G,E), and the last by the rule λ 7→ {x 7→ λ · x}. This latter isomorphism is indeed
an isomorphism of bi-modules if we impose a left Λ-module structure on HomG(Λ,Λ) in the usual
way—i.e., (λ ·φ)(x) = λ ·φ(x)—and if we give HomG(Λ,Λ) a right Λ-module structure by requiring
(φ · g)(x) = φ(x · g−1) for all g ∈ G and extending linearly.
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A consequence of Lemma A.5 is that for any left ideal M ⊂ Λ we have a natural identification
of right Λ-modules:

(Λ/M)∨
ι≃ HomΛ(Λ/M,Λ) = [M ]Λ.

If V is a left D-module for the subgroup D ⊂ G, then V ∨ := HomE(V,E) inherits the structure
of a right D-module (via the usual formula φ · g(v) = φ(g · v)) and if V is a right D-module then
V ∨ is naturally a left D-module.

A.2 Generic Ideals

The module Λ has a canonical F -rational structure as a Λ-bi-module coming from the identification
Λ = ΛF ⊗F E. Given a left or right ideal M of Λ, one can ask the extent to which M sits
“perpendicularly” inside Λ with respect to this rational structure. If M is maximally skew, then we
shall define M to be generic. More generally, we shall define such a notion relative to the subgroup
D ⊂ G.

Definition A.6. An arbitrary E-vector subspace V ⊆ Λ is called a right rational D-subspace if
there exists a right F [D]-submodule VF ⊆ ΛF such that V = VF ⊗ E. One defines similarly the
notion of left rational D-subspace.

Lemma A.7. If V is a right rational D-subspace, then (Λ/V )∨ = HomE(Λ/V,E) is a left rational
D-subspace.

Proof. It suffices to note that if (Λ/V )∨F := HomF (ΛF /VF , F ) then (Λ/V )∨F is a left D-module with
a natural inclusion into ΛF , and (Λ/V )∨ = (Λ/V )∨F ⊗ E.

Definition A.8. A left ideal M ⊆ Λ is right generic with respect to D if

dim(M ∩ V ) ≤ dim(N ∩ V )

for all right rational D-subspaces V and left ideals N ⊆ Λ such that M ≃ N as G-modules. If
M ⊆ Λ is a right ideal, then M is left generic with respect to D if the same formula holds for all
left rational D-subspaces V and right ideals N ≃M .

Example 1. Let G be an abelian group, and D any subgroup. Then every irreducible representation
of G occurs with multiplicity one inside Λ. In particular, if M and N are any two Λ-submodules
with M ≃ N then M = N , and so all such submodules are generic.

Lemma A.9. The left ideal M is right generic if and only if the right ideal [M ]Λ is left generic.

Proof. For any M ⊆ Λ there is an exact sequence and corresponding dimension formula:

0 →M ∩ V →M ⊕ V → Λ →
(
(Λ/M)∨ ∩ (Λ/V )∨

)∨ → 0,

dim((Λ/M)∨ ∩ (Λ/V )∨) = dim(M ∩ V ) − dim(M) − dim(V ) + dim(Λ).

From this formula (and its dual) it follows that M is generic if and only if (Λ/M)∨ is generic,
since the dimensions of the intersections of (Λ/M)∨ with left rational D-modules can be explicitly
compared to the intersection of M with right rational D-modules. Yet (Λ/M)∨ = [M ]Λ, so we are
done.
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A.3 First properties of generic modules

Genericity is not in general preserved under automorphisms of Λ. On the other hand, we have the
following:

Lemma A.10. Let S : Λ → Λ be an isomorphism of left Λ-modules sending E[D] to itself. Then
S(M) is right generic with respect to D if and only if M is right generic with respect to D.

Proof. Let V be a right rational D-subspace. Then V = V.E[D]. Thus the image of V under S is
V.E[D] = V . Hence S preserves right rational D-subspaces, and the genericity of M follows from
the following obvious formula:

dim(S(M) ∩ V ) = dim(S(M ∩ V )) = dim(M ∩ V ).

We now extend our notion of generic to include certain submodules M ⊆ P , where P is a free
Λ-module of rank one which does not necessarily come with a canonical generator. Let A be an
“abstract” free left E[D]-module of rank one, without a canonical generator. Let P = Λ ⊗D A.
Clearly P is a free left Λ-module of rank one. Moreover, there is a natural class of isomorphisms
from Λ to P given by maps of the form

T : Λ → P, [1] 7→ [1] ⊗ a

for some generator a of A.

Definition A.11. A left module M ⊆ P is right generic with respect to D if for some generator
a ∈ A of the E[D]-module A, the left ideal T−1(M) ⊆ Λ is right generic with respect to D.

Lemma A.12. If M ⊆ P is right generic with respect to D, then T−1(M) ⊆ Λ is right generic
with respect to D for all a generating A.

Proof. Given two such choices of generator a, a′, it suffices to note that the composite: S : T (a′)−1◦
T (a) preserves E[D] and thus preserves generic ideals, by Lemma A.10.

A.4 Relative Homomorphism Groups

Let Y be a left Λ-module, and let Z ⊆ Y be a vector subspace.

Definition A.13. Let HomG(Λ, Y ;Z) denote the G-equivariant homomorphisms φ from Λ to Y
such that φ([1]) ∈ Z. For a left ideal M ⊆ Λ, let HomG(Λ/M,Y ;Z) denote the G-equivariant
homomorphisms φ such that φ([1] mod M) ∈ Z.

Remark: The identification of HomG(Λ, Y ) with Y identifies HomG(Λ, Y ;Z) with Z.

Suppose that Y and Z have compatible rational structures, namely, there exists a left ΛF -module
YF , an F -vector subspace ZF ⊆ YF and isomorphisms Y = YF ⊗F E, Z = ZF ⊗F E compatible
with the inclusion Z ⊆ Y . Then if M is a generic left ideal one may expect the homomorphism
group HomG(Λ/M,Y ;Z) to be ‘as small as possible’. This expectation is borne out by the following
result, which is the main form in which we apply our generic hypothesis.
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Lemma A.14. Let the left ideal M ⊆ Λ be right generic with respect to D. Suppose that Y is a left
Λ-module and Z ⊆ Y a D-module subspace, and that Y and Z admit compatible rational structures.
Suppose furthermore that Y admits a Λ-module injection Y → Λ. Then for all left ideals N ⊆ Λ
with M ≃ N as G-modules,

dim(HomG(Λ/M,Y ;Z)) ≤ dim(HomG(Λ/N, Y ;Z)).

Proof. Choose an injection Y →֒ Λ compatible with rational structures. Such a map makes Z a
rational left D-submodule of Λ. On the other hand one has the following identification:

HomG(Λ/M,Y ;Z)) = HomG(Λ/M,Y ) ∩ HomG(Λ, Y ;Z) = HomG(Λ/M,Λ) ∩ HomG(Λ, Y ;Z).

By Lemma A.3 we may write this as [M ]Λ ∩ Z. By Lemma A.9, [M ]Λ is left generic with respect
to D. Thus, as Z is a left rational D-module,

dim(HomG(Λ/M,Y ;Z)) = dim([M ]Λ ∩ Z) ≤ dim([N ]Λ ∩ Z) = dim(HomG(Λ/N, Y ;Z)),

for any left E[G]-ideal N such that there exists a left E[G]-module isomorphism N ≃M .

In order to apply this lemma, we shall describe exactly what vector subspaces of Y are of
the form HomG(Λ/N, Y ) for some left E[G]-ideal N ⊂ Λ. If Irr(G) denotes the set of irreducible
representations of G, for each i ∈ Irr(G), fix a choice Vi,F of a left F [G]-module that, as G-
representation, corresponds to the irreducible representation i. Let V ∗i,F := HomF (Vi,F , F ). Put
Vi := Vi,F ⊗F E and V ∗i := V ∗i,F ⊗F E ≃ HomE(V ∗i , E).

There is a canonical decomposition

Λ =
⊕

i∈Irr(G)

Vi ⊗ Vi
∗.

All (left) E[G]-modules Y can be written as Y =
⊕

i∈Irr(G)

Vi ⊗ Ti
∗, for some vector space Ti

∗ with

dim(Ti
∗) = dim(Hom(Y, Vi)). Requiring that Y admits an injective E[G]-module homomorphism

into Λ is equivalent to insisting that dim(Ti
∗) ≤ dim(Vi

∗). Any left ideal N contained in E[G] is
then expressible as

N =
⊕

i∈Irr(G)

Vi ⊗ Ti
∗ ⊂

⊕

i∈Irr(G)

Vi ⊗ Vi
∗

where the T ∗i are E-vector subspaces T ∗i ⊂ Vi
∗. Similarly, any right E[G]-module is of the form⊕

i∈Irr(G)

Si ⊗ Vi
∗.

If the left E[G]-module Y has a rational structure, an E[G]-module homomorphism Y → Λ is
compatible with this structure if and only if the corresponding E-linear homomorphism Ti

∗ → Vi
∗

is compatible with the rational structures on these E-vector spaces.
Also, we may express the right E[G]-submodule [N ]Λ ⊂ Λ as

[N ]Λ =
⊕

Si ⊗ Vi
∗.
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Note that the isomorphism class of N as E[G]-module is completely determined by (and determines)
the numbers dim(Si) (for i ∈ Irr(G)). Now consider the natural chain of inclusions of E-vector
spaces

HomG(Λ/N, Y ) ⊂ HomG(Λ, Y ) = Y ⊂ Λ.

Viewing, then, both E-vector spaces [N ]Λ and HomG(Λ/N, Y ) as subspaces of Λ, we have the
formula

HomG(Λ/N, Y ) = Y ∩ [N ]Λ ⊂ Λ

giving us

HomG(Λ/N, Y ) =
(⊕

Vi ⊗ Ti
∗
)
∩
(⊕

Si ⊗ Vi
∗
)

=
⊕

Si ⊗ Ti
∗ ⊆ Λ.

The content of Lemma A.14 is that if N is generic the subspaces Si ⊆ Vi are “maximally skew”
to any rational D-submodule Z of Λ, in the sense that

dim
(
Z ∩

⊕
Si ⊗ Ti

∗
)
≤ dim

(
Z ∩

⊕
S′i ⊗ Ti

∗
)
,

for any S′i ⊆ Vi with dim(Si) = dim(S′i).

If Y ′ ⊆ Y is any E-vector subspace, define its Λ-annihilator in the evident way:

N(Y ′) := {λ ∈ Λ | λ · y′ = 0 for all y′ ∈ Y ′}.

So, N(Y ′) ⊂ Λ is a left ideal. Putting N := N(Y ′) we have the inclusions

Y ′ ⊂ Y ∩ [N ]Λ = HomG(Λ/N, Y )

and the following lemma provides a characterization of which E-vector subspaces Y ′ have the
property that this inclusion is an isomorphism, i.e., it offers us a characterization of the E-vector
subspaces Y ′ that are of the form HomΛ(Λ/N, Y ) = Y ∩ [N ]Λ ⊂ Y , for some left ideal N ⊂ Λ.

Let Yi denote the Vi-isotypic component of Y . If Y ′ ⊆ Y is an E-vector subspace and i ∈ Irr(G),
we denote by Y ′i the intersection of Y ′ with the i-isotypic component of the left E[G]-module Λ,
or equivalently, Y ′i = Y ′ ∩ Yi. Any irreducible sub-E[G]-module in Y =

⊕
j∈Irr(G) Vj ⊗ Tj

∗ that is
isomorphic to Vi is of the form Vi⊗Li for Li ⊂ Tj

∗ for some one-dimensional E-subvector space of
Tj
∗.

Lemma A.15. Let Y ′ ⊆ Y be an E-vector subspace. The following bulleted statements are equiv-
alent.

• For the left ideal N = N(Y ′) ⊂ Λ the inclusion Y ′ ⊆ HomG(Λ/N, Y ) described above is an
isomorphism.

• There are E-vector subspaces Si ⊂ Vi such that the diagram

Y ′ ==== ⊕iSi ⊗ Ti
∗

Y
?

==== ⊕iVi ⊗ Ti
∗

?

is commutative, where the vertical morphisms are the natural inclusions.
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• 1. Y ′ is generated by the subspaces Y ′ ∩V as V ranges over the irreducible E[G]-submodules
V ⊆ Y .

2. If V, V ′ ⊆ Y are two irreducible E[G]-submodules of Y , and Isom(V, V ′) 6= ∅, then any
isomorphism V → V ′ induces an isomorphism Y ′ ∩ V → Y ′ ∩ V ′.

Furthermore, if Y ′ satisfies one, and hence all, of these bullets, then

dim(Si) = dim(HomG(Λ/N, Vi)) = dim(Vi) − dim(HomG(N,Vi))

for any Vi with HomG(Vi, Y ) 6= 0.

Proof. First note that for any choice of E-vector subspaces Si ⊂ Vi (all i) there is a unique left
ideal N ⊂ Λ such that

[N ]Λ =
⊕

i

Si ⊗ V ∗i ⊂
⊕

i

Vi ⊗ V ∗i = Λ

which (by the discussion just prior to the statement of our lemma) establishes the equivalence of
the first two bullets. We now propose to show the equivalence of the last two bullets.

1. Suppose that Y ′ =
⊕

i

Si ⊗ Ti
∗ ⊆ Y .

By Schur’s lemma, any left E[G]-automorphism of Yi = Vi ⊗ Ti
∗ is induced from a bilinear

isomorphism Vi × Ti
∗ → Vi × Ti

∗ that is the identity on the first factor.

Then, as we have noted, any irreducible E[G]-submodule V ⊆ Y is of the form Vi ⊗ Li for
some one dimensional subspace Li ⊂ Ti

∗. Since

Y ′ ∩ (Vi ⊗ Li) = Si ⊗ Li,

such spaces clearly generate Y ′. Thus Y ′ satisfies the conditions of part (1).

For part (2), we may write V = Vi ⊗ Li and V ′ = Vi ⊗ L′i for one dimensional subspaces
Li,L′i ⊂ Ti

∗. Any left E[G]-module isomorphism Vi⊗Li → Vi⊗L′i arises from a bilinear map
Vi × Ti

∗ → Vi × Ti
∗ which is the identity on Vi and sends Li to L′i. All such maps induce

isomorphisms
Si ⊗ Li = Y ′ ∩ (Vi ⊗ Li) ≃−→ Y ′ ∩ (Vi ⊗ L′i) = Si ⊗ L′i.

2. Suppose that Y ′ is a module satisfying conditions (1) and (2). Choose any one dimensional
subspace Li ⊂ Ti

∗, let V = Vi ⊗ Li ⊂ Y , and let

Y ′ ∩ V = Y ′ ∩ (Vi ⊗ Li) =: Si ⊗ Li.

If L′i ⊂ Ti
∗ is any other one dimensional subspace, then there is a left E[G]-isomorphism

Vi ⊗ Ti
∗ → Vi ⊗ Ti

∗ acting as the identity on the first factor and sending V = Vi ⊗ Li to
V ′ := Vi ⊗ L′i. Hence by condition (2) we deduce that Y ′ ∩ V ′ = Y ′ ∩ (Vi ⊗ L′i) ≃ Si ⊗ L′i,
and letting Li range over all one dimensional subspaces of Ti

∗ we conclude that Si⊗Ti∗ ⊂ Y ′i ,
where Y ′i is the Vi-isotypic component of Y ′. To deduce that this is an equality, recall by
condition (1) that Y is generated by subspaces of the form Y ′ ∩ V , and hence Y ′i is generated
by subspaces of the form Y ′ ∩ V with V ≃ Vi. The above argument shows that all such
intersections are all of the form Si ⊗ Li for some Li ⊂ Ti

∗, and hence Si ⊗ Ti
∗ = Y ′i , and we

are done.

70



For the statements regarding dimensions of isotypic components, suppose that HomG(Vi, Y ) 6= 0.
Then Ti

∗ 6= 0, and thus Si is determined uniquely from Si ⊗ Ti
∗. Since Si is identified with the

Vi-isotypic component of [N ]Λ, the dimension formulas follow.
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[10] F. Gouvêa, Deformations of Galois representations, Arithmetic Algebraic Geometry, IAS/Park City
Math. Ser., 9, (Park City, UT, 1999), 233–406, Amer. Math. Soc., Providence, RI (2001).

[11] F. Grunewald, F. Helling, J. Mennicke, SL2 over complex quadratic number fields. I, Algebra i Logika
17 (1978), no. 5, 512–580, 622.

[12] G. Harder, Eisenstein cohomology of arithmetic groups: The case GL2, Invent. Math. 89 (1987), no. 1,
37–118.

[13] M. Harris, D. Soudry. R. Taylor, l-adic representations associated to modular forms over imaginary
quadratic fields, I. Lifting to GSp

4
(Q), Invent. Math. 112 (1993), no. 2, 377–411.

[14] H. Hida, Galois representations into GL2(Zp[[X ]]) attached to ordinary cusp forms, Invent. Math. 85
(1986), no. 3, 545–613.

[15] H. Hida, p-adic ordinary Hecke algebras for GL(2), Ann. Inst. Fourier (Grenoble) 44 (1994), no. 5,
1289–1322.

[16] H. Hida, p-ordinary cohomology groups for SL(2) over number fields, Duke Math. J. 69 (1993), no. 2,
259–314.

[17] H. Hida, On nearly ordinary Hecke algebras for GL(2) over totally real fields, Algebraic Number Theory,
139–169, Adv. Stud. Pure Math., 17, Academic Press, Boston, MA, (1989).

[18] H. Hida, On p-adic Hecke algebras for GL2 over totally real fields, Ann. of Math. (2) 128 (1988), no.
2, 295–384.

[19] H. Hida, p-adic automorphic forms on reductive groups. Automorphic forms. I Astérisque 298 (2005),
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