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Abstract. As traditional commerce moves on-line more business trans-
actions will be mediated by software agents, and the ability of agent-
mediated electronic marketplaces to e�ciently allocate resources will be
highly dependent on the complexity of the decision problems that agents
face; determined in part by the structure of the marketplace, resource
characteristics, and the nature of agents' local problems. We compare
auction performance for agents that have hard local problems, and un-
certain values for goods. Perhaps an agent must solve a hard optimization
problem to value a good, or interact with a busy and expensive human
expert. Although auction design cannot simplify the valuation problem
itself, we show that good auction design can simplify meta-deliberation
{ providing incentives for the \right" agents to deliberate for the \right"
amount of time. Empirical results for a particular cost-bene�t model
of deliberation show that an ascending-price auction will often support
higher revenue and e�ciency than other auction designs. The price pro-
vides agents with useful information about the value that other agents
hold for the good.
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1 Introduction

As traditional commerce moves on-line more business transactions will be me-
diated by software agents, and dynamically negotiated between multiple and
uidly changing partners. The ability of agent-mediated electronic marketplaces
to e�ciently allocate resources will be highly dependent on the complexity of the
decision problems that agents face; determined in part by the structure of the
marketplace, resource characteristics, and the nature of agents' local problems.

While many of the costs that are associated with traditional auctions, such as
the cost of participation (making bids and watching the progress of an auction),
are unimportant in agent-mediated electronic auctions, the cost of valuation re-
mains important [17]. The value of a good is often uncertain, and an accurate
valuation can require that an agent solves a hard optimization problem, or inter-
acts with a busy and expensive human expert. In fact, electronic markets may
make the valuation problem more di�cult, because of mitigating factors such as
decreased aggregation, increased product di�erentiation, and increased dynam-
ics [1, 4, 5]. In this paper we compare auction performance for agents that have
hard local problems, and uncertain values for goods.

Just as careful market design can reduce the complexity of the bidding prob-
lem, for example by providing incentives for agents to reveal their true value for
a good [28], careful market design can also reduce the loss in e�ciency that is
associated with agents that have hard valuation problems. Unlike the bidding
problem, market design can not simplify the valuation problem itself. However
market design can improve the quality of an agent's decisions about when to
reason about the value of a good. A well structured marketplace can provide
information to enable the \right" agents to deliberate for the \right" amount of
time. Roughly, agents with high values should deliberate more than agents with
low values.

For example, consider a bidding agent that participates in an on-line auction
for a ight to Stockholm, initialized by a user with a lower bound v on value.
The user does not know her exact value for the ight, but �nds it relatively
easy to bound her value. Although the agent can absorb the costs of monitoring
the auction and placing bids, the agent cannot easily re�ne the user's value for
the ight. The value of non-standard and short-supply goods is often subjective,
and can depend on many factors that an agent cannot know. However, in an
ascending-price auction the agent can bid up to v, and then prompt the user
for a more accurate value. Compare this to a sealed-bid auction where the user
needs a priori information about the distribution of bids from other agents to
make a good decision about how much time to spend deliberating about her
value for the ight. The ascending-price auction provides dynamic information
on the value of other participants, and can enable the user to avoid deliberation
altogether { for example if the price increases above an upper bound on value.

We compare the performance of three market designs with agents that have
hard valuation problems: a posted-price sequential auction; a second-price sealed-
bid auction; and a �rst-price ascending-price auction [12]. In the posted-price
auction the seller o�ers the good at a �xed price to each agent in turn, and
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does not sell the good if no agent accepts the price. The price is set dynamically
in the ascending- and sealed-bid auctions, and we allow the seller to optimize
the ask price for distributional information about the values of agents in the
posted-price auction.

In Section 2 we introduce a simple model for agents with hard valuation prob-
lems that allows the derivation of optimal expected-case metadeliberation and
bidding strategies for risk-neutral agents in each auction; we describe the opti-
mal strategies in Section 3. Section 4 presents empirical results from simulation,
comparing the e�ciency and revenue in each auction for di�erent numbers of
agents and di�erent levels of local problem complexity. Finally we discuss related
work in auction theory, arti�cial intelligence, and economics, before presenting
our conclusions.

2 The Valuation Problem

In standard auction theory agents either know their value for a good (private
values) or the value is common across all agents but unknown because of miss-
ing information (common-values) [12]. We model an auction with agents that
have private independent values for a good, but uncertainty about the value. We
believe that this model is especially relevant in on-line auctions, where agents
can have hard local problems (e.g. a manufacturing agent that bids for com-
ponents), or goods are non-standard and di�cult to value (e.g. collectibles at
www.ebay.com). We assume that agents have an option to re�ne their value for
a cost. The cost is considered to represent the actual cost of consulting an ex-
pensive expert, or the cost that results from suboptimal or missed bids because
of lost deliberation about the value of goods in other marketplaces.

Conceptually, one can partition the decision problem of a bidding agent into
three sub-problems: metadeliberation, valuation, and bidding. The optimal bid-
ding strategy depends on the auction and an agent's (possibly approximate)
solution to its valuation problem. The optimal metadeliberation strategy follows
from an analysis of an agent's valuation problem and bidding strategy. An agent
bids only when it has decided to perform no more deliberation about the value
of the good.1 Previous models of agent-mediated markets have addressed the
complexity of the bidding problem, that is deciding on an optimal bid given the
value of a good, but largely ignored the valuation and metadeliberation problems
(although see [24, 25]).

1 In an alternative model agents do not explicitly solve the valuation problem, but
select a bidding strategy directly, based on the payo� from past bids [2]. It is often
useful to separate the valuation and bidding phases because: (a) there might be a
separation of skills/information { for example when a software agent bids for a person
that values the good; (b) in a business context, separation can enable a bidding agent
to leverage existing decision analysis tools and models for the valuation problem; (c)
in some markets (for example incentive compatible markets) the bidding problem is
trivial.
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2.1 A Simple Theoretical Model

We propose a simple model for the valuation problem of an agent, that enables
the derivation of optimal metadeliberation and bidding strategies for agents
in each auction. The model matches some of the properties of standard algo-
rithmic techniques for solving hard optimization problems, such as Lagrangian
relaxation, depth-�rst search, and branch-and-bound. Furthermore, the model
supports a mode of interaction between people and software bidding agents that
is provided in some current on-line auctions [17]. We do not expect the valuation
problems and decision procedures of real agents (or real experts) to have char-
acteristics that match the precise assumptions (e.g. distributional assumptions)
of our model. However, we believe that the general results from our analysis will
hold in many real problem domains for agents with hard valuation problems.

Every agent i has an unknown true value vi for a good, and maintains a lower
bound v and upper bound v on its value, see Fig 1 (a). Agent i believes that its
true value is uniformly distributed between its bounds, v � U(v; v). Given this
belief the expected value for the good is v̂ = (v + v)=2. As an agent deliberates
its bounds are re�ned and its belief about the value of the good changes, with
expected value v̂ converging to v over time.

Let � = v � v denote an agent's current uncertainty about the value of
the good. Agents have a deliberation procedure that adjusts the bounds on
value, reducing uncertainty by a multiplicative factor �, where 0 < � < 1.
The new bounds are �� apart, and consistent with the current bounds (but
not necessarily adjusted symmetrically), see v0 and v0 in Fig 1 (a). For a small
� the uncertainty is reduced by a large amount, and we refer to (1 � �) as the
\computational e�ectiveness" of an agent's deliberation procedure. Furthermore,
we model the new expected value v̂0 for the good after deliberation as uniformly
distributed v̂0 � U(v+��=2; v���=2), such that the new bounds are consistent
with the current bounds. After deliberation an agent believes the value of the
good is uniformly distributed between its new bounds. Agents incur a cost C for
each deliberation step, that we assume is constant for all steps, and independent
of the �nal outcome of the auction.

3 The Metadeliberation Problem

The metadeliberation problem is to determine how much deliberation to perform
before placing a bid. The decision is a tradeo� between reducing uncertainty
about the value of the good so that the bid is accurate, and avoiding the cost of
deliberation. An agent's optimal metadeliberation strategy does depend on the
bids that other agents will make, even in incentive compatible auctions (unlike
an agent's optimal bidding strategy).

Given our model of an agent's valuation problem and decision procedure we
derive optimal metadeliberation strategies for agents within the general frame-
work of Russell and Wefald [22]. The key observation is that the value of delib-
eration is derived from the e�ect of deliberation on an agent's bid. Deliberation
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can only be worthwhile when: (1) it changes an agent's bid; (2) the new bid has
greater expected utility than the old bid. For example, an agent should never
deliberate about its value for a good if its current upper bound on value is less
than the ask price, because further deliberation can never cause the agent to ac-
cept the price. Metadeliberation is hard because of uncertainty, about: the e�ect
of placing a bid b in an auction (this can depend on the bids of other agents); the
outcome of further deliberation (otherwise deliberation is unnecessary!), and the
value of goods. We describe normative metadeliberation strategies for agents in
each auction below, but see [19] for derivations. We assume risk-neutral agents,
who receive utility vi � p for purchasing a good at price p.2

3.1 Second-Price Sealed-Bid

In a second-price sealed-bid (Vickrey) auction agents need distributional infor-
mation about the bids from other agents to make good metadeliberation deci-
sions. For example, if an agent does not have any information about the bids
from other agents it cannot know the probability of winning the auction with
a bid b, or its expected surplus if it wins (this depends on the second-highest
bid received). Uninformed agents are left to either follow a worst-case metade-
liberation strategy (don't deliberate), a best-case strategy (that recommends
too much deliberation), or an ad-hoc strategy that makes implicit assumptions
about the bids from other agents. We do not consider the mechanism (for exam-
ple Bayesian learning) with which agents become informed, but provide agents
with approximately correct distributional information about the bids from other
agents.

Informed agents can follow expected-utility maximizing metadeliberation
strategies; agents compare the expected utility of placing an optimal bid after
deliberation with the expected utility of placing an optimal bid before delibera-
tion, given their beliefs about deliberation, the value of the good, and the bids
of other agents. The mapping from expected value v̂ to expected utility for an
agent's optimal bid (b� = v̂) is non-linear, because an agent is more likely to win
the auction with a higher bid. Although an agent's mean expected value v̂0 after
deliberation is equal to an agent's expected value v̂ before deliberation, deliber-
ation can have positive utility because of this non-linear mapping. The number
of deliberation steps that an agent performs depends on the number of agents in
the auction, an agent's current beliefs [v; v], and the computational e�ectiveness
and cost of its deliberation procedure. Agents with large uncertainty and high
expected values tend to deliberate more than other agents.

2 The optimal bidding strategy for a risk-neutral agent with an uncertain value for
the good is \expected-value equivalent" to the optimal bidding strategy for an agent
that knows its value for the good. For example, when o�ered a good at a �xed price
p, an agent with beliefs [v; v] should buy the good for a price p < v̂. Similarly, in a
second-price sealed-bid auction an agent should bid v̂.
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3.2 Posted-Price Sequential

In a posted-price sequential auction an agent that receives an ask-price p for
the good holds an exclusive o�er until it accepts or rejects the price. The only
uncertainty in an agent's metadeliberation problem is due to the agent's own
uncertainty about the value of the good. There is no uncertainty from the actions
of other agents in the auction. Although agents that receive the o�er can make
good metadeliberation decisions, the revenue and e�ciency is often less than for
auctions that set the price dynamically.

The optimal expected-value metadeliberation and bidding strategy for an
agent that faces a �xed price p and has beliefs [v; v] is to deliberate while its
expected value v̂ is close to the ask price, and then accept a price p < v̂, and
reject the price otherwise, see Fig 1 (b). An agent deliberates while its expected
value v̂ is within ��=2 of the price, for a threshold �(�;C;�) that depends on
the computational e�ectiveness (1� �) of its deliberation procedure, its cost C
for deliberation, and its current uncertainty � in value. The threshold decreases
as an agent deliberates, and eventually an agent will not deliberate for any ask
price (when � = 0).
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Fig. 1. (a) Valuation problem. Upper and lower bounds v and v on value before delib-
eration, with uncertainty � = v � v; new bounds after deliberation v0 and v0 are ��
apart and consistent with the initial bounds. Optimal Metadeliberation and Bidding
Strategies: (b) Posted-price auction; (c) Ascending-price auction.

3.3 Ascending-Price

The auctioneer in an ascending-price auction announces an initial ask price, p,
and increases the price a minimum bid increment � whenever a bid is received.
The auction closes when no bids are received, with the good sold to the highest
bidder for the price that it bid. The optimal metadeliberation and bidding strat-
egy in the ascending-price auction is di�erent than in the posted-price auction
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because: (1) the price of the good can increase over time; (2) an agent that bids
for the good at price p cannot be sure that it will win the good. In addition to
choosing to deliberate or bid, it can also be useful for agents to wait because
the price can increase as the result of bids from other agents. Every agent hopes
that another agent will deliberate and place a new bid that increases the price.
Agents are locked into a deliberation \waiting game". If the price increases above
an agent's upper bound v on value the agent can avoid deliberation completely.

Agents can be in one of three states, depending on the relative position of the
ask price with respect to their beliefs [v; v] about the value of the good, see Fig
1 (c). Agents in state s1 always bid, and therefore the ask price in the auction is
always � (the minimum bid increment) above the second-highest lower threshold
on deliberation for all agents (after a bidding war between all agents in state
s1 ). Agents in state s3 leave the auction because the ask price is greater than
their upper thresholds on deliberation, and can only increase. Agents in state
s2 remain active, and are locked into a waiting game. Every active agent will
deliberate to prevent the auction closing, but prefers to wait for another agent to
deliberate. The unique symmetrical Nash equilibrium of the waiting game has all
active agents that are not currently winning the auction play a mixed strategy:
deliberate with probability 1=(Na � 1) when the auction is about to close, for
Na active agents (the active agent that is winning the good will not deliberate
because it is happy for the auction to terminate).3 When there is a single active
agent left the auction terminates, with that agent winning the auction.

4 Empirical Results

We model a simple market for a single good, with agents that have true values
vi for the good drawn from a uniform distribution, such that vi � U(0; 10). We
implement the optimal bidding and metadeliberation strategies for agents in each
auction, and compare the performance of each auction, in terms of e�ciency,
revenue and average utility from participation. Every agent has initial beliefs
v = 0 and v = 10, and a deliberation procedure with computational e�ectiveness
(1��) and cost C. We simulate deliberation to match the agents' simple model.
After assigning a true value for the good to each agent we use a stochastic
procedure to generate new bounds after deliberation such that: (1) the true
value remains between the bounds; (2) the true value is uniformly distributed
between the bounds over all possible stochastic sequences of deliberations.4

E�ciency is computed as the (true) value for the good of the agent that
wins the auction, as a fraction of the maximum value over all agents. Revenue is

3 The agents need to know how many agents remain active to implement the Nash
equilibrium. We could ask the agents to pay a small \participation fee" in each round
of the auction to remain active, so that the auctioneer can report this information
in each round.

4 Actually, this requires that the new expected value for the good in simulation is not
uniformly distributed with respect to the current bounds, but favors more central
values.
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computed as the price paid for the good, as a fraction of the maximum value over
all agents. Finally, the average utility to an agent for participation in the auction
is computed as the surplus (vi � p) to agent i that wins the auction for price p,
minus the total cost of deliberation for all agents, and divided by the number
of agents in the auction. Agents can lose utility from participation because of
assumptions made in deriving metadeliberation strategies, for example about
the bids of other agents and an agent's own deliberation procedure.5 We check
that the utility for participation is positive to validate agent strategies.

We compare the performance of each auction as we vary the number of agents,
N , and the computational e�ectiveness (1��) and cost C of agents' deliberation
procedures. All results are averaged over at least 1000 trials. E�ciency is often
the primary performance measure of mechanism design, but if the auctioneer
is also the seller then revenue can be important. We write M1 � M2 if mecha-
nism M1 dominates M2 in terms of e�ciency and revenue, or M1 � M2 if the
mechanisms have conicting ordering for revenue and e�ciency, or very similar
performance; A denotes the ascending-price auction, S the sealed-bid auction,
and P the posted-price auction.

4.1 Adjusting the Number of Agents

Fig 2 (a) compares the performance of each auction mechanism as the number
of agents is varied between 5 and 100 (log scale). All agents have deliberation
procedures with � = 0:7; C = 0:1. We plot e�ciency (i), revenue (ii), aver-
age computational-cost (iii), and average utility (iv). The bid-increment in the
ascending-price auction is set to enable agents to achieve positive expected utility
from participation in the auction, while maximizing performance.

For N < 10 we have A � S � P , with agents achieving positive expected
utility for participation in all auctions. For 10 < N < 35 it at �rst appears
that S � A, however the agents in the sealed-bid auction now have negative
utility for participation (iv).6 So, discounting the performance of the sealed-bid
auction, for 10 < N < 70 agents we have A � P � S. Finally, for large numbers
of agents, N > 70 we have P � A � S. Therefore, the ascending-price auction
performs best for small to medium numbers of agents (N < 70), and the posted-
price auction performs better than the sealed-bid auction for medium to large
numbers of agents (N > 10), and better than the ascending-price auction for
large numbers of agents (N > 70).

Although the surplus to the winning agent remains approximately constant
in all auctions as the number of agents increases (unlike in regular auctions,

5 Agents that deliberate in the ascending-price auction assume that they will win the
good for current ask price p if they bid. The auction actually remains open and other
agents can bid.

6 This is because there are no homogeneous beliefs that agents can hold about the
distribution of bids from agents that are consistent with the actual distribution of
bids that occurs when agents hold the beliefs. The inaccuracy in agents' models leads
to a loss in utility.
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Fig. 2. (a) Auction performance: `x' sealed-bid; `o' posted-price sequential; `+'
ascending-price. Agents with � = 0:7; C = 0:1. Bid increment in the ascending-price
auction is adjusted to provide agents with positive expected utility from participation.
Averaged over 1000 trials. (b) Performance of ascending-price auction. N = 10 agents,
� = 0:7; C = 0:1.

where it falls), the average utility for participation can only remain positive if
the total computational cost also remains approximately constant (or increases
to no more than the surplus). The only auction that can sustain a �xed but
positive amount of deliberation as the number of agents increases is the posted-
price mechanism, because it isolates agents from the e�ect of more agents by
o�ering the good sequentially to each agent. E�ciency and revenue tend to
decrease as the number of agents increases, again contrary to the performance
markets with agents that have easy valuation problems. Performance decreases
because the surplus from participation is less able to support the amount of
deliberation that is necessary for high e�ciency and revenue with large numbers
of agents.

Fig 2 (b) plots the performance of the ascending-price auction for � = 0:7,
C = 0:1 and N = 10, as the bid-increment � is increased. Small bid increments
support more e�cient allocations and higher revenue, but also lead to more
deliberation and can result in agents receiving negative utility from participation
in the auction. In this example the agents have positive utility for participation
with a bid increment � > 0:25, see Fig 2 (b) iv, and the seller is able to achieve a
revenue that is almost as good as that possible with very small bid increments.

4.2 Adjusting the Complexity of the Valuation Problem

Fig 3 compares the e�ciency (a), and revenue (b), for markets with N = 10
agents as the e�ectiveness (1��) and cost C of deliberation changes. In a single
experiment all agents have the same � and C parameters. Equivalently, we model
agents with the same bounded resources, but easy local problems for large (1��)
and relaxed time-constraints for small costs C.
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Fig. 3. Auction performance for N = 10 agents with di�erent levels of deliberation
e�ectiveness and cost. `+' ascending-price; `x' sealed-bid; `o' posted-price sequential
auctions. Bid increment � = 0:4, 1000 trials. (a) E�ciency; (b) Revenue.

In this market, withN = 10 agents, when agents have small deliberation costs
(C = 0:05) then A � S � P , and A � S � P for C = 0:1. Auctions with dynamic
prices, such as the ascending-price or sealed-bid auctions, perform better than
the posted-price auction for small C. For medium deliberation costs (C = 0:5),
the sealed-bid auction fails and A � P � S. For large deliberation costs (e.g.
C = 1) there is no deliberation in any auction, and auction design does not
matter. E�ciency and revenue increase as deliberation e�ectiveness increases,
and decrease as deliberation cost increases. The ascending-price and sealed-bid
auctions become approximately revenue equivalent for small deliberation costs
and high computational e�ectiveness (c.f. easy local problems), see Fig 3 (b) i,
C = 0:05; 1� � = 0:7.

Finally, consider a market with a mixture of agents; some with hard valua-
tion problems (\inexperienced agents"), and some with easy valuation problems
(\experienced agents"). We assume a fraction f of inexperienced agents; and a
fraction 1 � f of experienced agents that know their value vi for the good. Fig
4 plots results for N = 10, and inexperienced agents with � = 0:3 and C = 0:5.
The ascending-price auction has the best performance, but the sealed-bid auc-
tion often outperforms the posted-price auction, even though the e�ciency and
revenue comes only from experienced agents. For a small to medium fraction
of inexperienced agents, f < 0:4, the sealed-bid and ascending-price auctions
are approximately revenue equivalent, and A � S � P . For a medium to large
fraction of inexperienced agents, 0:4 < f < 0:8, we have A � S � P , and with
many inexperienced agents the sealed-bid auction fails and A � P � S. The
posted-price auction performs badly for heterogeneous markets, e.g. f = 0:6, be-
cause the seller must choose an ask price to target one type of agent. The other
auctions are better able to involve both agent types. Also, we see that when
there are only a few experienced agents they are able to use their informational
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Fig. 4. Performance of the sealed-bid `x', ascending-price `+', and posted-price `o'
auctions as the fraction of inexperienced agents in the system increases. N = 10; � =
0:3; C = 0:5. The results are computed over 2000 trials. Bid increment � = 0:2.

advantage, and achieve high average utility from participation in the auction,
see Fig 4 (iv).

5 Related Work

In Parkes and Ungar [15] we introduce a formal de�nition for bounded-rational
compatible (BRC) auctions, to describe auctions in which agents can bid op-
timally with approximate values. Iterative auctions are a special class of BRC
auctions which can compute optimal allocations with enough agent computation.
Empirical results for a model of agents with limited computation highlight the
importance of BRC auctions in combinatorial allocation problems, with agents
that need bundles of items. Iterative bundle auctions, such as iBundle [16, 18],
that allow agents to perform incremental value computation and adjust their bids
in response to bids from other agents, are particularly important in applications
to hard distributed optimization problems.

There is a growing literature on auctions for e-commerce, see [7] for an intro-
duction. Hard valuation problems are relevant in many online consumer auctions,
for example for collectibles and refurbished electronic goods. This provides an
appealing explanation for why many on-line auctions are ascending-price, while
few on-line auctions are sealed-bid. This explanation seems more probable than
alternative explanations in terms of risk-seeking agents that enjoy risk-taking in
iterative auctions [13].

We believe that this work is the �rst to compare the performance of auctions
with a normative deliberation model for agents with limited or costly compu-
tation. Early work in market-oriented programming [29] assumed that agents
were provided with closed-form solutions to their local valuation problems, so
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minimizing agent valuation work was not important. Problems associated with
limited or costly computation in the auctioneer have received recent attention,
in particular with respect to the generalized Vickrey auction [27]. Interesting
recent work explores methods to introduce approximate solutions but retain
the incentive-compatibility property (such that truth-telling remains optimal
for self-interested agents) [8, 9, 14]. However, these methods still require that
agents compute their values for all possible outcomes, which is often impossible.
Shoham and Tennenholtz [26] consider the communication complexity of auction
mechanisms.

Sandholm [25] proposed Traconet, a decentralized system for dynamic task
reallocation via negotiation between agents, with an application to a transport
scheduling problem in which agents have hard local valuation problems. Safe and
opportunistic strategies are proposed for contracting strategies with approximate
valuations. Sandholm and Lesser [23] introduce decommitment to allow agents
that make early mistakes because of approximate values and uncertainty to back-
track, and increase allocative e�ciency. The technique allows agents to integrate
local deliberation with negotiation between many other agents. The focus is on a
decentralized system, while our work considers techniques for auction systems|
with a centralized auctioneer.

Parunak et al. [20] describe a market-based constraint system for interactive
decision support between cooperative agents. The MarCon system aims to
reduce agents' work; agents can express broad initial preferences and must only
re�ne preferences as necessary to compute a good system-wide solution.

Models of economic search with one-time participation costs have demon-
strated that posted-price sequential auctions can reduce agent uncertainty and
improve performance when agents are uninformed about the bids of other agents
[3, 10]. Rothkopf and Harstad [21] argue that auction design should be consid-
ered in the context of a marketplace, with agents that take active participation
decisions. Although some auction models consider agents with one-time par-
ticipation costs [6, 11], the models cannot distinguish between sealed-bid and
iterative auctions.

6 Conclusions

We have presented the results of an empirical comparison of the performance of
�rst-price ascending, second-price sealed and posted-price sequential auctions,
for a simple model of agents with hard valuation problems. The empirical re-
sults show clear support for the bounded-rational compatible [15] properties of
ascending-price and other iterative auctions, �rst identi�ed by Parkes et al. [17]
as important for on-line auctions. It is interesting that the revenue-equivalence
theorem [12] fails when agents have hard valuation problems and limited or costly
computation.

The ascending-price auction dominates the sealed-bid auction, in terms of
allocative e�ciency and revenue, when there are more than a few agents in
the market (e.g. N > 5). This holds even when agents are uninformed about
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the values of other agents in the ascending-price auction but informed in the
sealed-bid auction. Iterative auctions do more than provide agents with useful
information about the values of other agents, they can also reduce an agent's
uncertainty about the outcome, i.e. about the �nal prices and allocation.

Posted-price auctions are often necessary with many agents (e.g. N > 50)
because they eliminate a bidder's uncertainty about the outcome of the auction.
An agent knows that if it accepts the price of an item it will de�nitely receive
the item, and at that price. This simpli�es an agent's metadeliberation problem.
However, with small numbers of agents posted-price auctions are typically less
e�cient than auctions with dynamic pricing unless the seller is very well informed
about agents' values.

Agents with information about the likely outcome of an auction can deliber-
ate more e�ciently about the values of di�erent outcomes, for example quickly
eliminating from their possibility set all bundles of items that are very expensive.
Iterative auctions provide agents with this information dynamically during the
auction as bids are received. The \right" agents can deliberate for the \right"
amount of time, shifting deliberation away from agents with low values and to-
wards agents with high values, and towards values for bundles that �t into good
global solutions.

Another approach to improve deliberation e�ciency could provide agents
with historical information about clearing prices from previous problem in-
stances, to allow agents to predict likely outcomes even before an auction begins.
This is a useful role for middleware in agent-mediated auctions.
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