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Appears in Proceedings of AAAI-90Models of Plans to Support Communication:An Initial Report�Karen E. LochbaumBarbara J. GroszHarvard UniversityCambridge, MA 02138kel@pandora.harvard.edu Candace L. SidnerDEC Cambridge Research LabCambridge, MA 02139sidner@crl.dec.comAbstractAgents collaborating to achieve a goal bring to theirjoint activity di�erent beliefs about ways in which toachieve the goal and the actions necessary for doing so.Thus, a model of collaboration must provide a way ofrepresenting and distinguishing among agents' beliefsand of stating the ways in which the intentions of dif-ferent agents contribute to achieving their goal. Fur-thermore, in collaborative activity, collaboration oc-curs in the planning process itself. Thus, rather thanmodelling plan recognition, per se, what must be mod-elled is the augmentation of beliefs about the actions ofmultiple agents and their intentions. In this paper, wemodify and expand the SharedPlan model of collabo-rative behavior (Grosz and Sidner, 1990). We presentan algorithm for updating an agent's beliefs about apartial SharedPlan and describe an initial implemen-tation of this algorithm in the domain of network man-agement. IntroductionAgents collaborating to achieve a goal bring to theirjoint activity di�erent beliefs about ways in which toachieve the goal and the actions necessary for doing so.Each agent may have incomplete or incorrect beliefs.In addition, their beliefs about each other's beliefs andcapabilities to act may be incorrect. As a result, col-laborative activity cannot be modelled by simply com-bining the \plans"1 of individual agents. Even whenthe agents' beliefs are the same, a simple combinationis not possible (Grosz and Sidner, 1990). An adequatemodel of collaboration must provide a way of repre-senting and distinguishing among agents' beliefs andof stating the ways in which the intentions of di�erentagents contribute to achieving their goal.In this paper, we modify and expand the SharedPlanmodel of collaborative behavior originally proposed bytwo of the authors (Grosz and Sidner, 1990), present�This research has been supported by a contract from US WEST Advanced Technologies and by a Bellcore Grad-uate Fellowship for Karen Lochbaum.1We have scare quotes around \plan" because it hasbeen given a variety of meanings in the AI literature.

an algorithm for updating an agent's beliefs about apartial SharedPlan, and describe an initial implemen-tation of this algorithm in the domain of network man-agement. This work is being done in the context of aproject to investigate the development of systems thatsupport coordination of graphical and linguistic meansof communication between agents involved in collabo-rative activities [see also (Reiter, 1990; Marks, 1990;Marks and Reiter, 1990; Balkanski et al., 1990)]. Thispaper sets forth an initial framework for modelling par-ticular aspects of collaborative activity and identi�esseveral key problems.The sample dialogue in Figure 1 illustrates collab-oration in the network management domain. In thisdiscourse, the network manager (NM) and the net-work presenter (NP) are working together to determinewhat type of maintenance to perform on a particularswitching node that can no longer handle the amountof tra�c 
owing through it. NM begins by statingthe problem and then proceeds to ask for informationthat would be useful in solving it. NP supplies thatinformation, both verbally and graphically, while alsomaking further suggestions. A goal of our work is toprovide the basis for a computer system to assume therole of NP.(1) NM: It looks like we need to do some maintenanceon node39.(2) What kind of switch is it?(3) NP: It's an XYZ, but it's at full capacity.(4) NM: OK, then let's replace it with an XYZ+.(5) First, we'll have to divert the tra�c to anothernode.(6) Which nodes could be used?(7) NP: [puts up diagram](8) Node41 looks like it could temporarily handlethe extra load.(9) NM: I agree.(10) Let's go ahead and divert the tra�c to node41and do the replacement.Figure 1: Sample discourseMost previous models of plan recognition (Allen andPerrault, 1980; Kautz, 1990; Sidner, 1985) are inade-quate for modelling collaboration because they makeassumptions appropriate for single agent plans, or the



plans of multiple independent agents, but not for theplans of collaborating agents. These assumptions in-clude a data-structure model of plans as well as amaster/slave relationship between all-knowing agents.In particular, these models treat plans as sequencesof steps to be performed; as each step occurs, it is�lled into a particular plan schema. These modelsalso assume that one agent, the speaker, is a control-ling agent, while the other agent, the hearer, is simplya reactive agent, inferring and cooperating with theplan of the speaker. Because the hearer and speakerare assumed to have the same complete and correctknowledge of the domain, the systems do not distin-guish between the speaker's and hearer's beliefs aboutactions.Pollack, in modelling how an inferring agent reasonsabout another agent's invalid plans, di�erentiates eachagent's individual beliefs and intentions regarding ac-tions and the relations among them from other agents'(Pollack, 1986; Pollack, 1990). Her model thus pro-vides a useful base on which to de�ne a model of col-laborative activity. However, she also makes the as-sumptions that the inferring agent has complete andaccurate knowledge of domain actions and that thatagent is recognizing the plans of another. In collab-orative activity, collaboration occurs in the planningprocess itself. Thus, rather than modelling plan recog-nition, per se, what must be modelled is the augmen-tation of beliefs about the actions of multiple agentsand their intentions.In the next section, we present the modi�ed de�ni-tion of SharedPlan and describe two new constructs:recipes and the Contributes relation. We then presentan augmentation algorithm and give examples of itsuse. Finally, we describe future directions of this work.Definition of SharedPlanThe de�nition of SharedPlan follows Pollack's work onsingle agent plans (Pollack, 1986; Pollack, 1990) in tak-ing the notion of \having a plan" to be central andto consist of being in a certain mental state, namely,holding certain beliefs and intentions regarding actsand their executability. This stance di�ers from otherwork in planning which takes a plan to be a data struc-ture encoding a sequence of actions. The mental stateview is crucial to the ability to model plans constructedand carried out collaboratively.SharedPlans are de�ned in terms of act-types andrelations among them. We distinguish types of ac-tions, act-types (or acts), from individual tokens ofthe type (for which we will use the term action). Anact-type is a triple, h
(P1: : :Pn),G,Ti, where the Piare parameters of the activity 
(P1: : :Pn)2, G is theagent who performs the activity, and T the time in-terval over which the activity occurs (Balkanski et al.,2When the parameters of an activity are not at issue,we will simply use the activity name, 
, as an abbreviationfor 
(P1: : :Pn).

1990)3. Act-type relations include generation [CGEN(Pollack, 1986; Pollack, 1990)] and enablement. In ad-dition, complex act-types, for example, ones involvingsequences of acts or simultaneous acts, may be builtfrom simpler ones using act-type constructor functions(Balkanski et al., 1990).Two agents, G1 and G2, are said to have a Shared-Plan during time T1 to accomplish an action of typeA during time T2 if and only if they hold the beliefsand intentions listed below:SharedPlan(G1,G2,A,T1,T2) ()1. MB(G1,G2,EXEC(h�j ,G�j ,T�j i),T1)2. MB(G1,G2,R:recipe-for-A,T1)3. MB(G1,G2,INT(G�j ,h�j,G�j ,T�ji,T1),T1)4. MB(G1,G2,INT(G�j ,h�j,G�j ,T�ji^Contributes(h�j , G�j , T�j i, A), T1), T1)5. INT(G�j ,h�j,G�j ,T�ji,T1)6. INT(G�j , h�j,G�j ,T�ji ^Contributes(h�j , G�j , T�j i, A), T1)In this de�nition, the index j ranges over the act-typesin the recipe R for doing A. For each �j, G�j denotesthe agent who performs the activity, and T�j denotesthe time interval over which the activity is performed.Each T�j is a subinterval of T2 which is the intervalover which A is performed. The predicate MB holds oftwo agents, a proposition, and a time just in case thetwo agents mutually believe the proposition over thetime interval. The predicate INT holds of an agent, anact-type, and a time if the agent intends to performan action of that type during the time interval. EXECholds if the agent is able to perform an action of theappropriate type (Pollack, 1990).This de�nition provides a framework in which to fur-ther evaluate and explore the roles that particular be-liefs and intentions play in collaborative activity. Cur-rently, the de�nition only provides for recipes in whicheach constituent act is performed by one of two agents.However, we are currently investigating act-types per-formed by multiple agents (i.e. G�j is a set of agents)and extensions of the de�nitions of INT and EXEC tomultiple agents.The two most complex portions of the de�nition ofSharedPlans are the recipe-for-A in Clause (2) and theContributes relation in Clauses (4) and (6). Recipeswere not part of the original SharedPlan de�nition(Grosz and Sidner, 1990) and Contributes was onlyinformally de�ned; both of these are discussed in moredetail below.SharedPlans are constructed incrementally. Whenagents G1 and G2 have some partial set of beliefs andintentions from the SharedPlan de�nition (or even sim-ply have a mutual desire to achieve a SharedPlan),but have not yet completed the building of such a3We follow the Prolog convention of specifying variablesusing initial uppercase letters and constants using initiallowercase letters.



plan, they are considered to have a partial SharedPlan,which we will denote by SharedPlan*. Each utteranceof a discourse contributes some information about be-liefs and intentions to this evolving jointly-held plan.As opposed to a SharedPlan*, a SharedPlan for a par-ticular A speci�es all of the beliefs and intentions nec-essary for performing A. It is not necessary, however,for the SharedPlan to be fully speci�ed before any ac-tions may take place. On the contrary, performanceof actions may be interleaved with discussion of thoseand other actions.RecipesFollowing Pollack (Pollack, 1990), we use the termrecipe to refer to what agents know when they knowa way of doing something. Clause (2) of the Shared-Plan de�nition thus states that when agents have aSharedPlan for doing some act, they must hold mu-tual beliefs about the way in which to perform thatact. Recipes are speci�ed at a particular level of detail.Hence, Clause (2) only requires the agents to have mu-tual beliefs about acts speci�ed at the particular levelof detail of the recipe and does not require them to havemutual beliefs about all levels of acts that each agentwill perform. In our earlier work (Grosz and Sidner,1990), we considered only simple recipes; each recipeconsisted of only a single act-type relation. However,for any interesting activity, recipes include many dif-ferent types of relations.Recipes, more formally stated, are aggregations ofact-types and relations among them. Act-types, ratherthan actions, are the main elements in recipes becausethe regularities about which agents can have beliefsmust necessarily be stated in terms of types and nottokens. A recipe for performing a particular act, �4,encodes constraints on constituent acts and their in-terrelationships. Performing all of the constituent actsin the recipe, following any ordering stipulated by theact-type relations, will result in the performance of �.Figure 2 contains two sample recipes from the net-work management domain. Recipe1 indicates that oneway to upgrade a particular switching node, subject toconditions, Crs, is to replace the node by a new nodeof a di�erent type; i.e. CGEN(hreplace switch(N:node,S:switch type),G1,T1i, hupgrade(N:node),G1,T1i,Crs)5. However, before that can be done, the switchtra�c must be diverted to another node. Accordingto Recipe2, a node may be upgraded by adding morecapacity to it; however, there is a generation-enablingcondition on this relation which requires that the nodestill have room for more capacity.4When the speci�c components of an act-type are not atissue, we will abbreviate the triple by using capital Greekletters.5We assume a typed logic in which X:type is used toindicate the type of object that may replace the variableX. For presentation purposes, the types have been omittedfrom Figure 2.

Recipe1 Recipe2hupgrade(N),G1,T1i hupgrade(N),G,Ti" Crs " :(full(N))hreplace switch(N,S),G1,T1i hadd capacity(N),G,Ti*hmove tra�c(N,D),G2,T2i"c indicates generation subject to the condition c* indicates enablementFigure 2: Two network management recipesNote that the act-types in these recipes are speci�edat a fairly high level of detail. For example, althoughthe activity move tra�c is further decomposable intoactivities involving 
ipping speci�c switches, such low-level details are not part of this recipe. They may,of course, be part of a recipe for move tra�c itself.For example, this more detailed level is necessary fora situation in which a new operator is being taughtexactly how to move tra�c around a network.Recipe1 may be used to upgrade any node, butRecipe2 may only be used for types of switches thatallow some additional capacity to be added. This con-dition on applicability of recipes may be modelled byassociating recipes with elements of an act-type lattice(Balkanski et al., 1990). In such a lattice, act-types arepartially ordered according to specialization | morespecialized act-types lie below their abstractions. Forexample, such a lattice might contain the act-typeshupgrade(N:node),G,Ti, hupgrade(N:node type1),G,Ti,and hupgrade(N:node type2),G,Ti, where the secondand third act-types are specializations of the �rst. Theparameter type specialization of node to node type1or node type2 corresponds to the distinction madeby the recipes in Figure 2; switches of node type2allow the addition of extra capacity while switchesof node type1 do not. Thus, Recipe1 is associatedwith the lattice element hupgrade(N:node type1),G,Ti,while both Recipe1 and Recipe2 are associated withhupgrade(N:node type2),G,Ti. The distinction madein the use of these two recipes is not modeled in therecipes themselves, but is a consequence of the associ-ation of recipes with lattice elements.Upon completion of a SharedPlan, the recipe-for-Ain Clause (2) of the de�nition will be of the same formas the recipes in Figure 2. During the constructionof a SharedPlan, however, the agents are establishingmutual beliefs about act-types relevant to performingA. Thus, at any time during this construction, therecipe-for-A of Clause (2) is only partially speci�ed.ContributesAgents' beliefs about recipes may be partial in a num-ber of di�erent ways. Not only might an agent notknow all of the act-types involved in performing A,but he might not know the exact relations that holdbetween the act-types. For example, Jack may be-lieve that to replace his oil �lter, he has to �nd



the drain plug on his oil pan (perhaps because hisfriend Carol, who believes that it's good practice toalways change your oil and �lter together, told himso), but he may not know the speci�c act-type rela-tions that hold between �nding the plug and replac-ing the �lter (e.g. enable(h�nd(P:drain plug),G,T1i,hremove(P:drain plug),G,T2i),...). The Contributesrelation used in Clauses (4) and (6) of the SharedPlande�nition is a general act-type relation intended to cap-ture this level of knowledge. Thus, Jack's beliefs aboutreplacing his �lter, would include an act-type relationof the form, Contributes(h�nd(P:drain plug),G,T1i,hreplace(F:oil �lter),G,T3i).Contributes is de�ned as the transitive closure of theD-Contributes relation where D-Contributes dependsupon the act-type relations and constructors de�nedin (Balkanski et al., 1990) and is de�ned as follows:6D-Contributes (�, �) �1. �(�, �)where � is one of the primitive act-typerelations: generate,enable, facilitate, : : :OR2. � = �(�1;�2; : : : ;�n), such that � = �j forsome j, 1 � j � n, and� is one of the act-type constructor functions:sequence, simult, conjoined, or iteration.That is, D-Contributes holds between act-types � and�, when � stands directly in an act-type relation � to� or when � is a direct component of �.The Contributes relation is used in Clauses (4) and(6) of the SharedPlan de�nition as a modi�er indicat-ing the way in which an act-type is performed. That is,INT(G�j ,h�j,G�j ,T�ji ^ Contributes(h�j,G�j ,T�ji,A),T1) means that G�j intends to do the activity �jas a way of contributing to A (cf. Pollack's act-typeconstructor by (Pollack, 1986; Pollack, 1990)). Sucha construction is meant to capture the notion that �jis only being done as a way to achieve A, and hencefailures related to it constrain replanning (Bratman,1990). SharedPlan AugmentationThe process of augmenting a SharedPlan* comprisesthe adoption of mutual beliefs and intentions related tothe clauses of the SharedPlan de�nition. Such beliefsinclude those about acts in the recipe of the plan, prop-erties of those acts, and intentions to perform them. ASharedPlan* may thus be a�ected by utterances con-taining a variety of information. An individual ut-terance, however, can only convey information aboutthe beliefs or intentions of the speaker of that utter-ance. Thus, the algorithm for updating a SharedPlan*6We assume a theory of mutual belief that allows forbelief of a Contributes relationship without necessitatingexplicit beliefs about all of the supporting D-Contributesrelationships.

includes mechanisms for attributing individual beliefsand intentions and subsequently establishing mutualbeliefs based on those individual attitudes and on thediscourse and SharedPlan contexts in which the utter-ance occurs.The basic algorithm for updating a partial Shared-Plan on the basis of information contained in an ut-terance of a dialogue carried out in support of collab-orative activity is given below. Gi and Gj denote thetwo agents, G1 and G2. Gi denotes the speaker of theutterance and Gj the other participant. The algorithmgiven is for Gj; Gi's di�ers in some details, e.g. Gi al-ready knows his beliefs about recipes whereas Gj mustinfer new ones to attribute to Gi. �Act.Prop is used todenote the proposition (Prop) expressed in the currentutterance, where Act indicates the particular act towhich it refers. To simplify the discussion, we will ig-nore the details of the information about Act that Proprepresents. Utterances (4) through (6) of the dialoguein Figure 1 illustrate the variety of such propositionsthat utterances may contain.SharedPlan Augmentation Algorithm:Assume:Act is an action of type �,Gi designates the agent who communicates�Act.Prop,Gj designates the other agent,SharedPlan*(G1, G2, A, T1, T2).1. As a result of the communication, assertMB(G1,G2,BEL(Gi,�Act.Prop)).2. Search own beliefs for BEL(Gj ,�Act.Prop).3. Ascribe BEL(Gi,Contributes(�,A)).4. Search own beliefs for Contributes(�,A) andwhere possible, more speci�c information as tohow � contributes to A.5. If Steps (2) and (4) are successful, signal assentand MB(G1,G2,Contributes(�,A))7.6. If Step(2) or Step (4) is unsuccessful thenquery Gi or communicate dissent.Each agent brings to the joint activity private be-liefs and intentions. As these private attitudes arecommunicated, they participate in the agents' havinga SharedPlan. Steps (3) and (4) re
ect this behav-ior. Namely, Gj , based upon Gi's utterance, ascribesbeliefs to Gi and then searches his own beliefs with re-spect to Gi's. Taking \having a plan" to mean havinga set of beliefs and intentions about an act is crucialto these steps. The interleaving of the ascription ofprivate plans and of SharedPlans would be much moredi�cult if plans were taken to be data structures.The Contributes relation also plays an importantrole in the ascription process in that it supports par-tiality during the construction of plans. Without thisgeneral relation, plan ascription would have to assertthat some much stronger relationship held, one which7Gj may, of course, suggest alternatives.



would not necessarily be supportable (e.g. if informa-tion relevant to establishing it were unavailable). Fur-thermore, when two agents have di�erent recipes forachieving a goal, and are not initially aware of thesedi�erences, use of the Contributes relation is critical(see the second example below). If the inferring agenthas no beliefs about how an act-type contributes tothe goal, he can choose to accept the belief of a Con-tributes relation on good faith or after checking withthe other agent. In the case that the inferring agenthas beliefs that suggest that there is no relation be-tween the act-type and the goal, he can dissent to theother agent's beliefs about that act-type.Typically, only partial information is available to Gjwhen he is reasoning about Gi's utterances. Thus,an agent can only tentatively ascribe beliefs to otheragents and not logically deduce their being held. Uponsubsequent information, the agent must be able toretract his beliefs. We are currently investigatingthe use of defeasible reasoning and direct argumen-tation for the ascription of belief (Konolige, 1988;Konolige and Pollack, 1989).An ExampleTo illustrate the algorithm, consider its use with re-spect to the dialogue of Figure 1 with NP as the rea-soner in the augmentation algorithm. Using conver-sational default rules (Grosz and Sidner, 1990), fromutterance (1) and NP's lack of dissent, the agents mayinfer SharedPlan*(nm,np,upgrade(node39))8 .Given the context of the SharedPlan, NP must de-cide how utterance (2), which he could interpret asDesire(nm,�nd out(switch type(node39))), relates tothe goal of the SharedPlan, performing the act up-grade(node39). Based on NP's knowledge of act-typespecializations, particularly those described above (hisutterances indicate that he does indeed have suchknowledge), NP recognizes that NM may be askingthis question to ascertain which recipes for upgradinga node are applicable. Thus, in his response in utter-ance (3), NP reports the type of the node. In addition,however, because he believes that NM will recognizethat nodes of that type do allow the addition of extracapacity, he adds the caveat that the node is alreadyat full capacity (Reiter, 1990). That is, although thistype of node usually allows the addition of capacity,the condition that there be available capacity left can-not be met.Assuming that NM also has similar knowledge aboutact-type specializations and recipes, one could inter-pret her \OK" as indicating recognition of the caveatand hence that Recipe2 is not applicable. Because theact-type, hupgrade(N:node type2),G,Ti in the lattice8Throughout this discussion, we will use an abbreviatednotation in which only the activity of the act-type is spec-i�ed; i.e., SharedPlan*(nm,np,upgrade(node39)) is a short-hand for SharedPlan*(nm,np,hupgrade(node39),fnm,npg,T2i,T1,T2).

has both Recipe1 and Recipe2 associated with it, how-ever, NM may now proceed using her beliefs about theact-types and their interrelations given in Recipe19.NP could interpret the remainder of utter-ance (4) as Desire(nm,replace switch(node39,xyz+)).According to the SharedPlan augmentation algo-rithm, as a result of this communication, NPascribes BEL(nm,Contributes(replace switch(node39,xyz+),upgrade(node39))). At this point, NP mustsearch his own beliefs to determine if he also be-lieves such a contributing relation. That is, NPconsiders the recipes he knows for upgrade(node39)(given the previous discourse, only Recipe1 is rele-vant at this point) and �nds speci�cally that indeedhe believes CGEN(replace switch(node39,xyz+), up-grade(node39), Crs). NP can then indicate his be-lief of this contributing relation by either signalingassent or simply not signaling dissent. Given hislack of dissent, NM can assume that NP believesthe action to contribute to the upgrade and thusMB(nm,np,Contributes(replace switch(node39, xyz+),upgrade(node39))) is established.From NM's next utterance, (5), NP could infer De-sire(nm,move tra�c(node39,D:node)). To summarizethe algorithm's performance, NP will search his ownbeliefs (i.e. Recipe1) and �nd that he believes Con-tributes(move tra�c(node39, D:node), upgrade(node-39)). This Contributes relation is based upon theenabling relation between move tra�c(node39,D:node)and replace switch(node39,xyz+), which, in turn, waspreviously found to contribute to upgrade(node39).Utterances (6) through (9) comprise a sub-dialogueto �nd an appropriate node to which the tra�c may bediverted (Litman and Allen, 1990; Sidner, 1985; Groszand Sidner, 1986). Finally, with utterance (10) thecomplete recipe-for-A is spelled out.A More Complicated ExampleUnlike the previous example, we now assume thatthe two agents have di�erent know-how. NM knowsRecipe1, but NP knows only Recipe3, which is similarto Recipe1, but does not contain an act for replacingthe switch. That is, according to Recipe3, a node maybe upgraded by simply moving tra�c o� of it. We willuse the modi�ed dialogue in Figure 3 to illustrate thealgorithm's performance in such cases.From utterance (2), NP infers Desire(nm,move traf-�c(node39,D:node)). Upon searching Recipe3, NP�nds that he believes CGEN(move tra�c(node39,D:node), upgrade(node39),Cmt) and hence Contrib-utes(move tra�c(node39, D:node), upgrade(node39)).The speci�c relationship he believes to hold betweenthese two acts is di�erent fromwhat NM believes; how-ever, this di�erence has not yet surfaced. After iden-9The current augmentation algorithm only models thatportion of the example which follows this point; however,we are investigating extensions which will model the pre-ceding discussion as well.



tifying node41 as a possible D, NM continues, in ut-terance (6), with her recipe and indicates a desire toreplace node39. Upon searching his beliefs, NP can-not determine how replace switch(node39,xyz+) con-tributes to upgrade(node39). He signals his confusionand asks NM to clarify why such an action is necessary.(1) NM: It looks like we need to do some maintenanceon node39.(2) What node could we divert its tra�c to?(3) NP: [puts up diagram](4) Node41 looks like it could temporarily han-dle the extra load.(5) NM: I agree.(6) Let's divert the tra�c to node41 and re-place node39 with an XYZ+ switch.(7) NP: Huh? Why do you want to replace node39?Figure 3: Sample discourseImplementationAn initial version of the augmentation algorithm hasbeen implemented in Prolog in which the system isone of the agents working on a SharedPlan. In thecontext of a SharedPlan for some act A, when pre-sented with a speci�cation of the other agent's (i.e.the user's) desire of some act, �, the system searchesits recipes for A to determine if a Contributes rela-tionship holds between � and A. In this initial im-plementation, we have concentrated on the process ofsearching through recipes to determine whether or notan act-type is a constituent part of a recipe. Unlikeprevious work (Kautz, 1990; Pollack, 1990), however,the recipes through which the system searches involvemore complex relations than simple step decomposi-tion or generation. In addition, because the systemmay have multiple recipes for A, if no contributing re-lation can be found between � and A in a particularrecipe, then that recipe is removed from consideration.If the user's recipes di�er from the system's, then �may not be a constituent part of any of the system'srecipes, in which case, the system will respond with\Huh?". The current system is able to model thoseportions of the above network management examplesin which NP ascribes beliefs (both individual and mu-tual) based on NM's desire for a particular act-type.Conclusion and Future DirectionsIn this paper, we have presented a model of collabo-ration and discussed an algorithm for augmenting anevolving jointly-held plan. We are currently investigat-ing the following extensions: (1) The use of defeasiblereasoning and direct argumentation for the ascriptionof belief (Konolige, 1988; Konolige and Pollack, 1989);(2) Modelling the agents' abilities to negotiate to anagreed upon act rather than simply assenting or dis-senting to each other's suggestions; (3) Extending theformalism to include acts performed by more than oneagent.
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