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Abstract

Scatterometry as a non-imaging indirect optical method in wafer metrology is
also relevant to lithography masks designed for Extreme Ultraviolet Lithography,
where light with wavelengths in the range of 13 nm is applied. The solution of
the inverse problem, i.e. the determination of periodic surface structures regarding
critical dimensions (CD) and other profile properties from light diffraction patterns,
is incomplete without knowledge of the uncertainties associated with the recon-
structed parameters. With decreasing feature sizes of lithography masks, increasing
demands on metrology techniques and their uncertainties arise. The numerical sim-
ulation of the diffraction process for periodic 2D structures can be realized by the
finite element solution of the two-dimensional Helmholtz equation. For typical EUV
masks the ratio period over wave length is so large, that a generalized finite element
method has to be used to ensure reliable results with reasonable computational
costs. The inverse problem can be formulated as a non-linear operator equation
in Euclidean spaces. The operator maps the sought mask parameters to the effi-
ciencies of diffracted plane wave modes. We employ a GauB-Newton type iterative
method to solve this operator equation and end up minimizing the deviation of the
measured efficiency or phase shift values from the calculated ones. We apply our
reconstruction algorithm for the measurement of a typical EUV mask composed
of TaN absorber lines of about 80 nm height, a period of 420 nm resp. 720 nm,
and with an underlying MoSi-multilayer stack of 300 nm thickness. Clearly, the
uncertainties of the reconstructed geometric parameters essentially depend on the
uncertainties of the input data and can be estimated by various methods. We apply
a Monte Carlo procedure and an approximative covariance method to evaluate the
reconstruction algorithm. Finally, we analyze the influence of uncertainties in the
widths of the multilayer stack by the Monte Carlo method.

1 Introduction

An important application of scatterometry is the evaluation of structure dimensions on
photo-masks and wafers in lithography [I5, 24 3T 30]. In the semiconductor industry
both the feature sizes and the admissible limits of measurement uncertainty decrease
continuously. Besides conventional metrology techniques like atomic force, electron and
optical microscopy, scatterometry is an important tool for the characterization of such
structures [11, B9]. However, scatterometry requires a-priori information. Typically, the
surface structure is sought in a certain class of gratings described by a finite number of
parameters, and these parameters are confined to certain intervals centered around known
design values for the mask under investigation.

The conversion of measurement data into desired geometrical parameters depends cru-
cially on a rigorous modeling by Maxwell’s equations [3| [6, 29] and on accurate numerical



algorithms. Note that Maxwell’s equations reduce to the two-dimensional Helmholtz
equation if geometry and material properties are invariant in one direction. For the nu-
merical solution, a lot of methods have been developed [5l 18|, 19, 20, 25, 26, 35]. We use
the finite element method (FEM) and truncate the infinite domain of computation to a
finite one by coupling with boundary elements [2} 8 32, 37]. To computehighly oscillatory
fields, generalized finite element methods are available [4, [7) [16], 23].

Apart from the forward computations of the Helmholtz equation, the solution of the
inverse problem, i.e. the reconstruction of the grating profiles and interfaces from measured
diffraction data, is the essential task in scatterometry. This problem is related to the
optimal design of diffractive optics [36]. Our approach here employs a Gau-Newton type
iteration [27] proposed e.g. by Al-Assaad and Byrne [I] and is based on FEM computation
for the efficiencies of the grating and for derivatives of the efficiencies with respect to the
grating parameters [9, [10]. It is well known that the solution of the inverse problem might
fail if it is based on insufficient or improper input data. Studies with simulated data for
a typical grating representing a photolithograhic mask [I1] show a strong dependence of
the reconstruction result on the subset of efficiencies chosen from the set of all available
efficiencies.

There are different methods of sensitivity analysis [12, 14, 21, 22] to find suitable sets of
measurement configurations, e.g. convenient angles of incidence or diffraction orders to
be measured. The statistical approach is to include as much data as possible but with a
weight factor proportional to the reciprocal variance of the individual measurement data.
This leads to good results for the inverse reconstruction problem [13]. However, besides the
huge amount of measurements, the numerical algorithm converting the measurement data
into geometrical parameters becomes computationally more expensive. Hence a smaller
set of measurement data may be chosen which is sufficient for a good reconstruction. The
sensitivity analysis finds such appropriate sets by minimizing e.g. the condition number of
the Jacobian matrix of the mapping from the geometrical parameters to the measurement
values [14].

The paper is organized as follows: In Section [2| a brief description of the measurement
system for EUV scatterometry will be given. The mathematical formulation of the scat-
tering problem and the numerical algorithms for solving the inverse problem are presented
in Section[3] An FEM-based Gauf}-Newton type method to solve the reconstruction prob-
lem is described and the applied geometrical model for the EUV mask profile is indicated.
Section {4] presents the achieved reconstruction results for several measured fields of the
EUV mask and discusses their quality. Furthermore, in Section [4| the impact of uncer-
tainties of the measured efficiencies and the influence of stochastically perturbed widths
in the underlying multilayer stack to the uncertainties of reconstructed parameters are
examined. We will present first estimates for the achievable uncertainty ranges of the
reconstructed parameters in dependence on the uncertainties of the input data.

2 Experimental setups: EUV Reflectometer

Scatterometry is known as a collective term for several metrology methods, which may
be generally described as measurement techniques for a quantitative evaluation of sur-
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Figure 1: Spectroscopic reflectometer operating in the EUV range (0.7-35nm) and scheme
of measurement set-up.

face properties by angle-resolved characterization and analysis of light scattered from
a surface under test. Since no imaging optics is used, the surface and shape have to
be reconstructed from intensity and/or polarization data detected in the far field. Sev-
eral measurement modes can be classified as scatterometric techniques, e.g. the standard
scatterometer, the spectroscopic reflectometer, the spectroscopic ellipsometer, and the
ellipsometric scatterometer.

For the measurements in the EUV range (0.7 - 35 nm wavelength) we use the standard
scatterometery approach, i.e. non-specular diffracted light is measured for different wave-
lengths of the incoming radiation. The measurements are carried out using the EUV
reflectometer shown in Fig. 1] The sample under test is an EUV mask with several fields
of periodic line-space structures, with different critical dimensions and pitch (period).
The absorber stack of the mask consists of three layers, i.e., a thin anti reflection (ARC)
layer of (TaO) on top, the main EUV absorber layer (7a/N) and a thin buffer layer (Si0O5)
which protects the underlying multilayer reflective coating during the manufactoring pro-
cess of the mask. The reflective multilayer coating beneath these line structures consists
of 49 periodically repeated groups of Mo and Si layers. The multilayer is terminated at
the surface with a slightly thicker Si-capping layer. In the open reflective areas (spaces
between lines), this capping layer is also protected by a thin SiO; layer. Fig. 3| shows
schematically this design together with some of the most important geometrical parame-
ters. For modelling reasons, the yellow Si0, layer is considered to be composed of a layer
located beneath the absorber and a layer covering the whole multilayer. The last forms a
second capping layer.



3 Model of scatterometry and inverse problem

3.1 Helmholtz equation and its solution
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Figure 2: Scheme for wave interaction with a periodic grating structure.

The mathematical basis for modeling the propagation of electromagnetic waves in matter
are Maxwell’s equations. Their numerical solution represents a direct problem. From the
data of the incident light and from characteristic parameters of the irradiated grating, the
efficiencies and phase shifts for the different diffraction directions are calculated. Fig.
shows a scheme for the irradiation of a periodic surface structure. We use the finite
element method (FEM) for the forward calculations on mask profiles. For simplicity, we
suppose the direction of the incident wave is in the plane perpendicular to the lines. Since
the polarized incident wave can be represented as a superposition of a TE- and a TM-
polarized mode, i.e. of waves with the electric field vector oscillating normally and parallel,
respectively, to the plane of incidence, Maxwell’s equations for the electromagnetic field
in the time-harmonic case reduce to the scalar Helmholtz equation over one period of the
cross-section domain of the mask specimen (cf. the details in [29, 3]):

Au(xﬂ y) + k2U(£> y) =0, (1)

Here, the lines of the mask are supposed to be parallel to the y-axis, the plane of incidence
is the © — 2z plane, and the unknown wu is the z-component of the electric resp. magnetic
field vector. The coefficient k = k(z,y) = wy/po€e(z,y) is the wave number function and
w the angular frequency of the incident light wave. The wave number £ is constant in each
area of the mask specimen filled by the same material. The FEM solution of this boundary
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Figure 3: Scheme of an EUV grating structure including the profile parameters to be
found.

value problem coupled with the so-called Rayleigh expansion of u(z,y) provides a general
solution above and below the mask for the outgoing wave modes. A simple Fourier series
expansion of the solution u restricted to lines above the line-space structure gives the
coefficients of the reflected plane wave modes. Note that, due to the periodicity of the
surface geometry, the far field is the superposition of a finite number of such plane wave
modes. Arranging these modes according to the angles of the propagation direction, the
plane wave modes can be indexed, and this index is called order of the reflected mode.
The ratio of the incoming energy which is radiated into the directions of these plane
wave modes is proportional to the squared modulus of their coefficients and is called the
efficiency of the mode.

For the approximation accuracy of the FEM the quotient optical wavelength over period
of the grating structure is important. If this is markedly smaller than one, e.g. 0.01, then
lots of oscillations occur, and either the approximation is poor or the calculation times
become unacceptably long. However, by means of a suitable extension of the generalized
FEM [, [16] 23] - as offered by the DIPOG software package [7] - also such cases can be
calculated accurately and with reasonable effort.

3.2 Profile reconstruction by optimization

The inverse problem consists in determining the parameters describing the geometry of a
certain class of gratings from the measured efficiency /phase shift values. To simplify the
notation, we restrict ourselves in the following to efficiency measurements though phase
shift measurements can always be included without problem.



Fig.|3|shows a grating class and its geometrical profile model for the cross-section over one
period of a typical line-space structure for EUV lithography where the extreme ultraviolet
wavelength range is applied. The cross section of the line is a symmetric polygonal domain
composed of three trapezoidal layers of different materials (7aO, TaN, and SiO;). These
trapezoids are defined by the heights and by the z-coordinates of the corner points.
Beneath the line-space structure there are two capping layers of SiOy and of Si followed
by a MoSi-multilayer stack (MLS). The last consists of a periodically repeated group of a
Mo layer, a Si layers, and two intermediate layers. Note that the MLS is added to enable
the reflection of EUV waves. Important geometric profile parameters are, e.g., the height
pe of the TaN layer (55 - 60 nm) and the z-coordinates relative to the period ps and p;
of the right corners of the TaN layer (e.g. 490/840). In the following evaluations and
studies we assume a symmetric profile, i.e., the z-coordinates relative to the period of the
corresponding left corner points p3 resp. pg depend on those of the right corner points by
ps =1 —py and pg = 1 — p;. Furthermore we assume a fixed side wall angle (SWA) for
the TaO layer of 82.6° representing a certain edge rounding, i.e., the cross-section area of
this trapezoidal layer is equal to a corresponding TaO layer having curved upper edges
with a radius of about 6 nm. Additionally, we assume that the SWA of the Si0, layer
should be always equal to the side wall angle of the TaN layer above. For all other model
parameters, including the optical indices of the materials and the widths in the capping
or the multilayer system, we suppose known values, i.e., they are fixed and will not be
sought by our reconstruction method.

To solve the inverse problem an equivalent optimization problem is set up with the fol-
lowing objective functional which is to be minimized:

5= 1 1) = 30 3 SO [ b ) — B2 )] ()

I=1 m=1 n
where \;, | = 1,...,L and 6,,, m = 1,..., M are the wavelengths resp. angles of
incidence of the measurement, the Ei()\l,ﬁ ) are the measured efficiencies, and the
wE (N, 0m) > 0 some weight factors. By e=({p;}, A1, 6,,) we denote the efficiency of order
n for wavelength \; and angle of 1n01dence 0,, and for a mask geometry defined by the
parameters p;. If information about the uncertainties of the measured values EZ (), 6,,)
is available, then it is common and well accepted for least-square procedures to choose
the weight factors as the squared reciprocal uncertainties (w=(\;, 0,) oc [uf (N, 0,,)]72).
More precisely, we have
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Applying an iterative algorithm to the optimization of the functional f, the values of
the grating parameters are varied until the minimum of the functional has been found.
For instance, we can follow the ideas of the Gauf-Newton and of the SQP methods
(cf. e.g. [1L 27]). If £ is the mapping assigning to the grating parameters p := {p;}
the efficiency vector (eX({p;}, i, 0m)), then we look for a solution of E(p) = E™ with
Emeas = (EX(N\;,0,,)). If p¥ is the approximate solution of the &*® iteration step, than an
improved solution p* + Ap is the solution of

oE oE

Gy WA ~ B S = (

k
E(@" + Ap) = EQ*) + R aEm—@)) J

8pj m, i



Taking into accounts the upper and lower bounds for the parameters, we arrive at the
iteration step p**' = p* + Ap with Ap the solution of the simple quadratic convex opti-
mization problem with box constraints

2

. ok
__min E(p*) + ——(p")Ap — B
Ap: p < [pk+Ap]; <ple® dp

The convergence of this method to at least a locally optimal solution can be proved if
additional conditions are fulfilled (cf. [I4]). In particular a superlinear rate of convergence
is possible if a true solution of E(p) = E™* exists. The method is quite fast since no
expensive line search step is needed.

To prove the uniqueness of the global minimum solution for the parameter identification
of the mask grating structure, seems to be hopeless. However, accurate results will be
achieved if there is a sufficiently large number of measured values and if the bounds for
the sought parameters have been chosen appropriately. Note that the difficulties with the
strong degree of ill-posedness of the inverse reconstruction problem have been overcome
by using a priori information to restrict the approximate solution to a class defined by a
small number of parameters.

4 Reconstruction results and uncertainty estimates

4.1 Reconstructed results of measured EUV masks

An EUV mask with differently structured fields was measured with the spectroscopic
EUV reflectometer already shown in Fig. [ All measurements were performed for three
wavelengths, namely A; =13.389 nm, A\, =13.655 nm, and A3 =13.921 nm. The orders n
of efficiencies with acceptable measurement uncertainties depend on the measured field.
For example, in case of a mask field with a ratio line to space of about 1:5 (line width =
140 nm, period = 840 nm) orders from -11 to +11 can be included into the sum for the
objective functional resulting in a number of 3x23 measured efficiency values.

A typical example of the objective functional as a function of two grating parameters
(layer thickness pg and a lateral coordinate p,) is shown in Fig. [l The functional was
defined choosing the weight factors to be the reciprocal value of the squared uncertainty of
the measured efficiencies (wE(\;, 0,,) o< [u£(\;, 0,,)]72) and including the diffraction orders
from -11 to 11, measured for three different wavelengths and for one angle of incidence
(6°). For the selected range of the thickness parameter ps two local minima exist. This
was to be expected, because the height of the absorber line is very sensitive to interference
effects contributing to the reflected wave modes.

Fig. |5/ shows the calculated efficiencies for this example, if the optimized profile param-
eters are used for the simulation. The optimization were executed under the additional
constraint that the height pg of the Ta/N layer should be greater than 55 nm and smaller
than 62 nm. Shown are the simulated efficiencies for A\; and Ay. They are compared with
the measured values and show a fairly good agreement.

If the line to space ratio changes to 1:2 for the same nominal line width of 140 nm, then
the measurable efficiencies are smaller and only orders in the range of -6 to +11 can be
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Figure 4: f = x? for a certain field of the EUV mask, shown in dependence on right lower
corner point py and height pg of the TaN layer (upper right corner fixed); 69 measured
efficiencies of orders -11 to +11 over three wavelengths (13.389 nm, 13.655 nm, and 13.921
nm); left as an iso-line and right as surface plot.

measured. Fig. [6] presents the objective functionals for this measurement if the orders
from -4 to +4 for A\; and Ay or -4 to 42 for A3 are included in the objective functional. In
the considerations in Sect. where we will analyze the impact of certain perturbations
in the multilayer system, this medium-sized data set of 25 efficiency values will be used.
We indicate this by the symbol N2m-25.

In our numerical experiments we choose the weights of the objective functional like in
and consider the following simplified statistical model. The uncertainty u=(\;, 6,,) for
the measurement of EX()\;,6,,) is the standard deviation of EZ();,0,,) considered as a
normally distributed random variable. We assume that the measurements are independent
and that there is no systematic error. Moreover, according to measurement experience,
the uncertainty u=()\;, 6,,) can be supposed to be the sum of two independent variables.
The first contribution is the background noise of a fixed uncertainty level b, (typical value
of b, =107°=0.001 %), and the second contribution is variable and depends linearly on the
mean value ef({pj"l}, i, 0,,). Of course, for simplified and less complicated calculations,
the unknown mean value ey ({p5”}, A, 0,,) is replaced by the measured value E;(A;, 0p,).
In other words, we may suppose

[uf()\l,em)r ~ o Eg(A,,em)]z L (@)

where a is a constant factor. Typically the contributions of the detector noise are in the
range of 1 - 3% of the measured efficiencies E,,, i.e., a=0.01 refers to a noise of 1%. Then,
for efficiencies E,, < 1072 the background noise b, is dominant and the weights become
almost independent of E,,.

Table [l contains the reconstruction results for the measurements at five different fields
of the EUV mask. They have all the same nominal line-space ratio of 3:1 at a period
of 720 nm and are indicated by D4, H4, F6, D8, and H8. Because the line to space
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Figure 5: Comparison of measured and calculated efficiencies for one of the optimal
solutions for the first two wavelengths (A; = 13.389nm, s = 13.655nm).

ratio is increased significantly for these fields of the EUV mask, the number of detectable
efficiencies are once again decreased. The optimization was executed for the already
discussed profile model of the previous examples (cf. Fig. [3]), again imposing symmetrical
constraints and using known optical constants for all material components as well as a
suitable model (vector of widths for the layers) for the underlying capping and multilayer
structure [28), 33]. Instead of the results for the x-coordinates relative to the period of the
right corner points ps and p; the table presents the horizontal width (CD) on the bottom
and the top derived from the optimized corner points. Furthermore the height of the Ta N
layer and the side-wall angle determined from the corner points are indicated.

The model used for the multilayer components, i.e., the widths of the layers, are crucial
for such reconstruction results and will be discussed in more detail below. The model was
determined by bright-field measurements of special fields on the EUV mask, where only
the capping and the multilayer system are present but no absorber lines. At a fixed angle
of incidence (6°) the specular reflectance R was measured in dependence on the wavelength
changing from 12.8 to 14.4 nm. The evaluation of the layer widths has been performed by
the IMD-software for modeling optical properties of thin multilayer structures. Note that
IMD allows to take into account rough interfaces by modifying the reflection coefficients
of the Fresnel equations [34, [3§].

As a test for the results shown in Table [1] the calculated efficiencies (open circles) are
compared with the measured ones (closed circles) of field F6 and for the wavelengths Aj,
A2, and A3 used for the measurement. Again a fairly good agreement can be observed in

Fig. [7]
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Figure 6: f(p2,ps) resp. f(p2,p7) for the medium-sized data set N2m-25 of a measured EUV
field with a nominal line to space ratio of 1:2 and a period of 420 nm.

| field of mask | Bottom CD/nm | Top CD/nm | Height TaN/nm | SWA /°

D4 572.8 540.3 60.52 77.9
H4 623.4 531.9 60.46 o7.1
F6 d78.8 548.9 60.64 78.9
D8 575.2 538.6 60.86 76.3
HS8 275.4 540.7 60.50 77.0

Table 1: Reconstruction results for measurements at five different mask fields with the
same nominal values (period: 720 nm, CD: 540 nm). Multilayer parameters used (best
approximation from bright-field measurements including roughness): Two capping layers
1.234 nm and 12.869 nm, MLS 49%[0.147 nm-2.141 nm-1.972 nm-2.838 nm].

4.2 Impact of uncertainties in the measurement data

The experimentally measured efficiency values entering the numerical algorithm have an
uncertainty. It is important to see how these uncertainties affect the accuracy and the
precision of the reconstructed parameter values. To analyze this, we suppose that all the
statistical assumptions before Equation are fulfilled and that the uncertainty is given
by the relation (4)).

First we apply a Monte Carlo method in the spirit of the recommendations in Supplement
1 of the GUM [17] for the determination of uncertainties in measurements, i.e., complete
profile reconstructions are repeated many times with randomly perturbed simulated mea-
surement data. So a distribution of the reconstructed parameters is generated and their
deviation statistics from the expected values can be calculated. We have studied different
sized data sets composed of 12 or 415 efficiencies for reconstructing the profile parame-
ters, i.e., the height of the Ta/N absorber layer in the middle of the line structure, the top

10
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Figure 7: Comparison of measured (closed circles) and simulated (open circles) efficiencies
for all three wavelengths of field F6 (green for 13.41 nm, red for 13.68 nm, and blue for
13.94 nm).

and the bottom width. As expected, the range of the distribution of the resulting profile
parameters is clearly reduced in the case of substantially larger data sets. However, a
1 nm range is reached already for the smaller data set. Fig. 8| shows the results for the
example calculated with 12 efficiencies. The three parameters are labelled here by the
indices 6, 7, and 16. The ranges between lower and upper quartiles are indicated by boxes,
the medians by lines, and the undisturbed efficiencies by circles. The calculated standard
deviations o;, ¢ = 6,7, 16, for the reconstructed parameters (layer height and two corner
points) are given in nm.

Alternatively, another way to estimate the uncertainties is to follow a proposal by Al-
Assaad and Byrne [I]. If the mapping £ : (p;) — (eX({p;}, \i,0)) is assumed to be
locally almost linear, at least for parameter values (p;) close to the point of the optimal
solution, then the uncertainties of the reconstructed parameters are, again, normally
distributed random numbers with zero mean. The standard deviation o; of p; is the
square root of the main diagonal entry of the covariance matrix Cov of the parameters,
and the latter matrix can be approximated as

Covm [0 )7, g=(2ELY (5)
opi ;) ;,

That is, the inverse covariance matrix can be approximated by means of the matrix of
the partial derivatives of the efficiencies (resp. phase shifts) with respect to the sought
parameters, normalized by the uncertainties of the measured data.

If we apply the proposed covariance method to the same numerical examples with sim-
ulated measurement data as used for the Monte Carlo method, comparable results are
obtained [13]. In fact we observe deviations in the obtained uncertainties of up to 30%
for the small and up to 10% for the large data sets. For all parameters investigated and
reconstructed with simulated data and even for optimal input data sets of a moderate
size, the relative uncertainties have been found to be smaller than 2%. Of course, these

11
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Figure 8: Effect of perturbed simulated efficiencies (left) of a set of 12 values on the
deviations of three reconstructed parameters from the expected values and calculated
values for og, o7, and o4 (right) of an EUV mask with a nominal line to space ratio of
1:5 and a period of 840 nm.

results are valid only under the assumption, that the uncertainties resulting from the po-
tential inaccuracies in the geometric modeling of the line-space structure are neglected or
are much smaller than the uncertainties resulting from the uncertainties of the measured
efficiencies, ranging from 1 to 3% in the numerical examples.

The application of the covariance method to the profile reconstruction of an EUV mask
field with a line to space ratio of 1:5 and a period of 840 nm (cf. example in Fig.
and |5 yields the results given in Table . The standard deviations for the determined
corner points, the height of the TaN layer, and the side-wall angle SWA are calculated
for different noise levels (1%, 3%, and 10%) presumed for the measured efficiencies. Note
that the 10% level is not motivated by measurement uncertainties of the efficiencies. Such
experiments with large noise are rather meant as a general test for the influence of model
parameters with large fluctuations. In fact, so far prescribed model parameters, like
e.g. the widths of the MLS, might exhibit larger noise levels.

12



| Dataset [ N2m-15| N2m-15 [ N2m-15 | N2m-69 | N2m-69 | N2m-69 |

noise 0.01 0.03 0.10 0.01 0.03 0.10
component a
oy / nm 0.33 0.59 1.70 0.13 0.22 0.58
0¢ / nm 0.10 0.21 0.65 0.034 0.074 0.20
o7 / nm 0.35 0.60 1.70 0.17 0.27 0.62
oswa / ° 0.46 0.81 2.40 0.21 0.34 0.85

Table 2: Approximated standard deviations determined by the covariance method for two
data sets (N2m-15 and N2m-69) with three different noise levels presumed: Reconstruction
using efficiency data sets of 15 resp. 69 values; Noise levels of 1%, 3%, and 10% for
measured efficiencies give values of 09, 0¢, 07, and oswa; Background noise 0.001; Line-
space ratio 1:5; Period 840 nm.

4.3 Impact of multilayer perturbations

We have already mentioned in the previous sections that the reconstruction results do not
only depend on the uncertainties of the measured efficiencies, but on the choice of model
parameters too. The capping and multilayer system, determined independently from the
parameters of the line-space structure by reconstruction from bright-field measurements,
will be shown to be crucial for the final reconstruction of the parameters of the line-space
structure. Particularly, effects like perturbations in the widths of the multilayer system
beneath the line-space structure are considered.

In order to get assessments about the influence of the MLS and capping parameters on the
reconstruction results, we applied a Monte Carlo method. We generate stochastic cap-
ping layer/MLS models such that the layer widths are normally distributed independent
variables, and consequently, also the total widths of the capping/MLS models are varied.
Based on these models, we ran our reconstruction algorithm for the geometric parameters
of the line-space structure. Finally, we got the distributions of the sought profile param-
eters in dependence on the capping layer/MLS models. Fig. |§] presents two examples for
perturbed capping layer/MLS models. The reference model with the mean values of the
widths for the capping layer/MLS was determined independently by evaluation of bright
field reflectance measurements (cf. Section and [28]) and is schematically shown in
Fig.[8] The distributions in Fig. [0 are achieved by normally distributed fluctuations with
1% for the two capping layers (index 1 and 2) and 1% resp. 0.1% for the MoSi group
layers of the MLS (index 3 to 4). Recall that the MLS model consist of repeated groups
of Mo and Si layers with intermediate diffusion layers composed of the mixture of both
components.

We have examined the noise levels given in the first column of Table 3| Different pertur-
bations for the widths of the capping layers resp. the widths in the MLS allow to separate
the impacts of these components. For each of the given fluctuations, the standard devi-
ations of the relative x-coordinates of the corner points ps and p; as well as that of the
height pg were calculated. Furthermore the standard deviations o of the side-wall angles
and of the horizontal line widths in the middle of the height of the absorber line, indicated
as CDm, were calculated. These parameters are easy to calculate from the reconstructed
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Figure 9: Two examples for distributions of MLS models: Indices 1 to 2 indicate the
capping layers; Indices 3 to 6 indicate the four layers of the MoSi group of the MLS;
Number of samples is 128; left: 1% perturbation of all six parameters; right: 1% resp. 0.1%
noise for capping resp. MLS components.

profile parameters po, p7, and pg. Additionally, the impact of an offset of 5% for the
capping layers relative to the reference model has been studied and the results are given
in the last two rows of Table 3

Figs. [10] and [11] present the details of the generated resp. calculated distributions for one
of these examples. Namely, the plots correspond to the case with a noise of 1% in the
widths of the capping layers and 0.1% in those of the MLS stack. As already mentioned
briefly in Sect. [L.1], for all results presented in Table [3] we have used the medium-sized
measurement data set N2m-25 composed of 25 efficiencies. The mask field inspected by
the EUV light had a nominal line width of 140 nm and a period of 420 nm corresponding
to a line to space ratio of 1:2. For this example, the distributions are shown in Figs.
and as statistical box plots with lower and upper quartiles and their median values.
The reconstructed profile parameters for the reference values are given in Table[d], and the
standard deviations in Table [3] are those of the fluctuation around these reference values.

It is striking to note that for all examined perturbations the standard deviations of the
height pg of the absorber line are significantly smaller than the deviations for the corner
points. This was to be expected due to the higher sensitivity of the height pg with
respect to the reflected wave modes. We have observed similar results for the standard
deviations in dependence on different noise levels of the measured efficiencies (cf. Table
in Sect. . As a consequence of the larger deviations in the horizontal z-coordinates,
the standard deviations for the side-wall angles SWA are relatively large and they are
always greater then 1.5°. Furthermore it can be observed that, for perturbed MLS widths
smaller then 0.5%, the horizontal width at the middle of the height (CDm) has relatively
small deviations indicating a stable value. In other words, the reconstruction of CDm is
just as stable as that of pg.
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02 O¢ (%4 OSWA | 0CDm

Perturbation /om | /om | /nom || /° | /nm
Cap: 1%, MLS: 0.1% 0.86 | 0.10 | 0.67 || 1.52 | 0.11
Cap: 1%, MLS: 0.5% 1.35 | 0.29 | 1.24 || 2.30 | 1.19
Cap: 1%, MLS: 1.0% 2.15 | 047 | 1.79 || 2.75 | 2.81
Cap: 2%, MLS: 0.1% 121 | 021 | 085 | 2.06 | 0.25

Cap: 2% -5% offset, MLS: 0.1% | 1.37 | 0.24 | 0.81 | 2.16 | 0.41
Cap: 2% +5% offset, MLS: 0.1% || 0.95 | 0.36 | 0.77 | 1.72 | 0.17

Table 3: Monte Carlo experiments with perturbed capping layer/MLS models: Applied to
reconstruction of measured EUV mask (period 420 nm, line to space ratio 1:2, cf. Fig. @;
Used reference model with capping layer widths of 1.234 nm and 12.869 nm and with an
MLS of 49x [0.147 nm, 2.141 nm, 1.972 nm, 2.838 nm)|.

p2—ps| ps | pr—ps | SWA | CDm
Data set | /nm | /nm | /nm /° /nm

| N2m-25 || 157.7 |[57.19 | 143.1 | 85.0 |150.92 |

Table 4: Reconstructed parameters for the measurement values of the medium-sized data
set (N2m-25): Period 420 nm, line to space ratio 1:2, capping layer widths [1.234 nm,
12.869 nm], MLS widths 49x[0.147 nm, 2.141 nm, 1.972 nm, 2.838 nm].

An offset of £5% for the widths of capping layers (cf. last two rows of Table [3) does not
affect significantly the standard deviations of the reconstructed parameters. However, a
systematic shift of the reconstructed side-wall angle SWA appears. In fact, the side-wall
angle increases significantly if the widths of the Si0Oy and Si capping layers are presumed
to be smaller then the the corresponding references values 1.234 nm and 12.869 nm. In
Fig. this increase is manifested by the significant shifts of the median values for o,
and o; to the negative and positive direction, respectively. The mean side-wall angle
increases to 87.8° compared with 85.0° for the reference thickness values. The side-wall
angle measured by atomic force microscopy is between 86.9° and 87.6°.

If we pick up the thickness of the first capping layer, i.e., the SiOs layer, and perform the
optimization of our reconstruction algorithm to get the relative z-coordinates of the lower
and upper corner points in dependence on the varying thickness of the first capping layer,
then again a strong correlation of the resulting side-wall angle is exhibited in Fig. [13]

5 Summary and conclusions

To solve the reconstruction problem for EUV scatterometry by 2D line structures, we have
proposed a trapezoidal shaped profile model composed of different material components
and parameterized by the relative x-coordinates of the corner points and by the heights.
The inverse problem has been formulated as a non-linear operator equation which includes
the mapping of the vector of sought parameters to the vector of certain efficiencies of the
plane-wave modes diffracted by the mask. An FEM based Gauf-Newton type method
has been applied to solve the operator equation reformulated as an optimization problem.
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Figure 10: Distributions of capping layer and MLS widths (left, noise for capp. widths 1%
resp. noise for ML widths 0.1%) and their impact to the reconstructed profile parameters
(right, 112 samples).

If the number of measured values is sufficiently large and if the bounds for the sought
parameters are chosen appropriately, precise results can be achieved for EUV masks with
different line to space ratios (1:5,1:2,3:1) and with different periods (840 nm, 420 nm,
720 nm). For the sake of simplicity, we have restricted our examinations to a symmetric
profile model, where only three important parameters are sought, namely, the two relative
x-coordinates of the lower resp. the upper right corners of the layer in the middle of the
line structure and the thickness of this layer.

Clearly the uncertainties of the reconstructed parameters depend on the uncertainties of
the input data for the reconstruction algorithm. Firstly, we have analyzed the impact of
normally perturbed efficiencies for different-sized measurement data sets by a Monte Carlo
method and, additionally, by an approximate covariance matrix method. If the relative
uncertainties of the measured efficiencies are about 1%, then the relative uncertainties of
the reconstructed parameters have been found to be smaller than 2%. This holds even
for input data sets of moderate size and for the reconstruction of the side-wall angle.

Secondly, we have analyzed the influence of certain presumed and fixed model parameters,
namely, the thicknesses of the two capping layers and the four widths in the periodically
repeated groups of the multilayer system. We have confined our tests to a single medium-
sized data set and to the Monte Carlo method. Applying Monte Carlo method means,
stochastically perturbed thicknesses with normal distributions have been inserted into
the capping resp. MLS model, and reconstructions for all these perturbed models have
been performed to determine the statistics of the reconstructed parameters of the line-
space structure. It has turned out, that the impact of such model based uncertainties
is crucial: The CD for the bottom and the top of the line structure show significantly
increased variations. Even for the smallest presumed perturbation (capping layer thickness
perturbed by 1% and MLS layers by 0.1%), the standard deviation of the side-wall angle
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Figure 11: Distribution of side-wall angles (left) and horizontal line widths in the middle
of the height (right) of the line structure (noise for capp. widths 1% resp. 0.1% for ML
widths; 112 samples).

oswa 1s greater than 1.5°. On the other hand, we have observed that the height of the
line-space structure and its mean CD are relatively stable with respect to the model based
uncertainties. Furthermore, our examinations have revealed a strong correlation between
the thicknesses of the capping layers, e.g. the SiO5 layer, and the side-wall angle.

The estimation of total measurement uncertainty of the reconstructed profile parameters
was not the objective of the presented investigations. The Monte Carlo method has to
be applied simultaneously to all relevant input data of the inverse problem to determine
the overall measurement uncertainty, as described in Supplement 1 of the GUM [I7].
This will be studied in further investigations. Instead, we can infer a first estimate for the
impact of certain model uncertainties, e.g. the fluctuation in the thicknesses of the capping
layers and the MLS. It leads to a rise in the uncertainties of up to 3% for all parameters
investigated and is thus at least comparable to the detector-noise related uncertainties.
Future work will deal with further model imperfections and the impact of roughness at
the layer interfaces is supposed to be the most important one.

17



00 — + A = = = i ‘
£ == : £ 6.0 |
£ + ‘ £ 40 \
202 | R 0,1370m  g.0.24nm
g ! $ 20!

I T
g 04 ‘ Sl = ‘
Q o 00 | [
g g | L
906 5 -20f
g 0
£ S 40t o 0.81nm |
2-08 £
[)] | = _60
S | c i
& -10f ‘ = _gol [
0] | o |
T | - -10.0f |
-1.2 N o
L L L L L L _12.07 I I L
1 2 3 4 5 6 2 6 7

index of capping resp. ML width

index of optimized parameter

Figure 12: Left: Distribution of capping layer widths, imposed with an offset of -5% and a
noise of 2%, and MLS widths with a noise of 0.1%. Right: Impact of these perturbations
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Figure 13: Dependence of reconstructed side-wall angle on thickness of SiOs; capping
layer: Measurements for a mask field with line-space ratio of 1:2 and with a period of 420
nm.
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