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#### Abstract

Mean square convergence and convergence in probability of Fourier-Wavelet Models (FWM) of stationary Gaussian Random processes in the metric of Banach space of continuously differentiable functions and in Sobolev space are studied. Sufficient conditions for the convergence formulated in the frame of spectral functions are given. It is shown that the given rates of convergence of FWM in the mean square obtained in the Nikolskii-Besov classes cannot be improved.


## 1 Introduction

Random processes and fields provide a convenient tool for a quantitative description of highly inhomogeneous and multiscale media such as, e.g., atmosphere, ocean and soil [28], [31], [19], [6].

The random fields are defined by all their finite-dimensional distributions (e.g., see [14]). Fortunately, the most often distributions used in practice are Gaussian. The Gaussian random fields are defined uniquely by their expectations and covariances which greatly simplifies the measurement design. Along with the Gaussian random fields, one exploits often random fields which are obtained by some transformations of the Gaussian fields through either an explicit transform or implicitly, through differential or integral equations where the Gaussian random fields are entered as random coefficients, or random source term, or boundary functions. As an important example we mention the hydraulic conductivity which is often modelled as a lognormal random field, e.g., see [6]. The Darcy flow itself is obtained as a random field which solves the Darcy equation with the lognormal hydraulic conductivity.

Another question about the structure of the random field which in practice is of extremely high importance sounds: is the random field homogeneous or not? Unlike the first feature, the gaussinity, the most practically interesting random fields are non-homogeneous. However the homogeneous Gaussian random fields can be treated as perfect approximations in many cases, and they are indeed the most frequently used models in all branches of science and technology since the simulation technique based on the spectral representation is well developed.

Simulation of non-homogeneous random fields is a much more difficult problem. The most developed are the Cholesky (singular) decomposition (e.g., see, [9], [34]) and Karhunen-Loeve expansion techniques(e.g., see, [43]). We mention also the wavelet decomposition method which is applied to many interesting multiscale resolution problems, e.g., see [37], [44].

There is very extensive literature on simulation of homogeneous random fields, and even for a short discussion of recent publications in this field we would need to write a large review article. So we
mention here only some publications, and the reader has a possibility to search further leading by the references inside these publications: [8], [9], [11]-[13], [23], [25], [27], [30]-[36], [40].

It should be mentioned that there are also a lot of publications devoted to a comparative analysis of the cost of the simulation algorithms, but as we have concluded in [20], the most competitive simulation method for multiscale random fields are the randomized spectral methods, Fourier-wavelet methods, and wavelet decomposition technique (e.g., see, [2],[12], [13], [24]).

Having an approximate model $u_{N}$ for our random field $u(x)$ (say, the parameter $N$ is integer), there is only an approximate closeness between the statistical characteristics of $u_{N}$ and $u(x)$. The convergence $u_{N} \rightarrow u$ as $N \rightarrow \infty$ can be defined differently: (i) convergence of the relevant finite-difference distributions, (ii) convergence in a relevant functional space. The convergence in functional spaces is important for practical applications, and they were considered in many publications (e.g., for the spectral models see [1], [21], [22], [42]). In [4], [5], the convergence of wavelet decomposition models is studied. As to the Fourier-wavelet models (FWM), the first convergence results were obtained in [23] where the convergence of the correlation function of the model process FWM $u_{N}(x), B_{N}(x, r)=E\left(u_{N}(x+r) u_{N}(x)\right)$, to the correlation function $B(r)=E(u(x+r) u(x))$ of the original Gaussian process $u(x)$ has been established. In the language of spectral function $F(k)$, we have obtained an estimation of $\sup _{x, r \in \mathbb{R}}\left|B(r)-B_{N}(x, r)\right|$ which shows that this quantity can be made arbitrarily small as $N \rightarrow \infty$.

In this paper we study the convergence of FWM $u_{N} \rightarrow u$ as $N \rightarrow \infty$ in Sobolev spaces $W_{2}^{n}[a, b]$ and in the space of $n$-times continuously differentiable functions $C^{n}[a, b]$ where $n$ is a nonnegative integer. We study conditions on the spectral function $F$ which are sufficient for $E\left\|\mathcal{E}_{N}\right\|_{W_{2}^{n}[a, b]}^{2} \rightarrow 0$ and $\left\|\mathcal{E}_{N}\right\|_{C^{n}[a, b]} \xrightarrow{P} 0$ as $N \rightarrow \infty$. Here $[a, b] \subset \mathbf{R}$ is an arbitrary fixed finite interval, and $\mathcal{E}_{N}(x)=u(x)-u_{N}(x)$. To make the presentation clear, we first consider the case of a scalar random process $u(x)$ and give sufficient conditions for the convergence $E\left\|\mathcal{E}_{N}\right\|_{L_{2}[a, b]}^{2} \rightarrow 0$ and $\left\|\mathcal{E}_{N}\right\|_{C[a, b]} \xrightarrow{P} 0$ as $N \rightarrow \infty$. Then we give a relevant generalization of the results to vector processes and extend the study for some stronger metrics.

The paper is organized as follows. The definition of the FWM for Gaussian random processes is given in Section 2 . Convergence of FWM in $L_{2}[0,1]$ is presented in section 3, while an analysis of the quality of the derived estimations is given in section 4. Convergence of FWM in the space $C[0,1]$ is given in section 5. In section 6 we study the convergence FWM in some stronger metrics (in spaces $W_{p}^{n}[0,1]$ and $\left.C^{n}[0,1]\right)$ and for vector processes. Conclusions are made in section 7. Finally, we present some known results from the theory of Besov's space we used in our work in the Appendix.

## 2 Fourier-Wavelet models of Gaussian random processes

### 2.1 Fourier-Wavelet expansions of Gaussian random processes

Let $\mathbf{u}(x)=\left(u_{1}(x), \ldots, u_{l}(x)\right)^{T}, x \in \mathbf{R}=(-\infty, \infty)$ be an $l$-dimensional real valued Gaussian stationary (homogeneous) random process with zero mean and a given correlation tensor $B(r)$ :

$$
\begin{equation*}
B_{i j}(r)=E\left[u_{i}(x+r) u_{j}(x)\right], \quad i, j=1, \ldots l \tag{2.1}
\end{equation*}
$$

or the corresponding spectral tensor $F$ :

$$
\begin{equation*}
F_{i j}(k)=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k \cdot r} B_{i j}(r) d r, \quad B_{i j}(r)=\int_{-\infty}^{\infty} e^{\mathrm{i} 2 \pi r \cdot k} F_{i j}(k) d k, \quad i, j=1, \ldots l . \tag{2.2}
\end{equation*}
$$

Here and throughout the paper $E$ stands for the mathematical expectation. We will assume that $\int_{-\infty}^{\infty} \Sigma_{j=1}^{l} B_{j j}^{2}(r) d r<$ $\infty$ which ensures the existence of the spectral tensor $F_{i j}$ in the space $L_{2}(\mathbb{R})$ [28]. Moreover, $B_{i i}(0)=$ $E u_{i}^{2}(x)<\infty$ implies $B_{i i}(0)=\int_{-\infty}^{\infty} F_{i i}(k) d k<\infty$, that is $F \in L_{1}(\mathbb{R})$. Hence $F \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$.
For some positive integer $n$ let $Q(k)$ be an $l \times n$-matrix satisfying the condition

$$
\begin{equation*}
Q(k) Q^{*}(k)=F(k), \quad Q(-k)=\bar{Q}(k) . \tag{2.3}
\end{equation*}
$$

Here the star stands for the complex conjugate transpose which is equivalent to taking two operations, the transpose ${ }^{T}$, and the complex conjugation of each entry.

Let $\phi(x)$ and $\psi(x), x \in \mathbb{R}$ be orthonormal scaling and wavelet functions (for the definitions see, e.g., [7], [26], [15], [3] ), respectively, and $\hat{\phi}(k), \hat{\Psi}(k)$ are Fourier transformations of these functions:

$$
\hat{\phi}(k)=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k x} \phi(x) d x, \quad \hat{\psi}(k)=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k x} \psi(x) d x .
$$

Assume, that $\hat{\boldsymbol{\phi}}(k), \hat{\Psi}(k)$ are even functions

$$
\begin{equation*}
\hat{\phi}(-k)=\overline{\hat{\phi}}(k), \quad \hat{\Psi}(-k)=\overline{\hat{\psi}}(k) . \tag{2.4}
\end{equation*}
$$

Then the Fourier-Wavelet expansion of the random process $\mathbf{u}(x)$ reads [11], [23]:

$$
\begin{equation*}
\mathbf{u}(x)=\sum_{j=-\infty}^{\infty} \mathcal{F}_{m_{0}}^{(\phi)}\left(2^{m_{0}} x+j\right) \xi_{j}+\sum_{m=m_{0}}^{\infty} \sum_{j=-\infty}^{\infty} \mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right) \xi_{m j} . \tag{2.5}
\end{equation*}
$$

where $m_{0}$ is an arbitrary (but fixed) integer, $\boldsymbol{\xi}_{j}, \boldsymbol{\xi}_{m j} \quad\left(j \in \mathbb{Z}, m \geq m_{0}\right)$ is a family of mutually independent standard real valued Gaussian random vectors of dimension $n$, and $\mathcal{F}{ }^{(\phi)}(\cdot), \mathcal{F}{ }^{(\psi)}(\cdot)$ are $l \times n$-dimensional matrix functions defined by

$$
\begin{align*}
\mathcal{F}_{m}^{(\phi)}(y) & =\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} 2^{m / 2} \bar{Q}\left(2^{m} k\right) \hat{\phi}(k) d k, \\
\mathcal{F}_{m}^{(\psi)}(y) & =\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} 2^{m / 2} \bar{Q}\left(2^{m} k\right) \hat{\psi}(k) d k . \tag{2.6}
\end{align*}
$$

Since $B(0)=\int F(k) d k<\infty$, and $Q Q^{*}=F$, we conclude that all the entries of the matrix $Q$ belong to $L_{2}(\mathbb{R})$. Therefore, the functions (2.6) are well defined.

Let us give a comment concerning some difference between the Fourier-Wavelet and Wavelet decompositions. In both methods, the random process is represented as a series of deterministic functions weighted by a random Gaussian coefficients. The crucial difference is that unlike the Wavelet decomposition, in the Fourier-Wavelet method these random coefficients are independent which might be quite convenient
in practical simulations, see for instance [20]. The Wavelet decomposition is more general and can be used also to simulate inhomogeneous random fields [44].

Further in Fourier-Wavelet expansion (2.5) we will use Meyer's wavelet functions $\phi(x)$ and $\psi(x)$ which are defined by their Fourier transforms (e.g., see [7]):

$$
\begin{equation*}
\phi(x)=\int_{-\infty}^{\infty} e^{\mathrm{i} 2 \pi k x} \hat{\phi}(k) d k, \quad \psi(x)=\int_{-\infty}^{\infty} e^{\mathrm{i} 2 \pi k x} \hat{\psi}(k) d k \tag{2.7}
\end{equation*}
$$

where

$$
\begin{gather*}
\hat{\phi}(k)= \begin{cases}1 & |k| \leq 1 / 3, \\
\cos \left[\frac{\pi}{2} v(3|k|-1)\right], & 1 / 3 \leq|k| \leq 2 / 3 \\
0, & \text { otherwise }\end{cases}  \tag{2.8}\\
\hat{\Psi}(k)= \begin{cases}e^{-\mathrm{i} \pi k} \sin \left[\frac{\pi}{2} v(3|k|-1)\right], & 1 / 3 \leq|k| \leq 2 / 3 \\
e^{-\mathrm{i} \pi k} \cos \left[\frac{\pi}{2} v\left(\frac{3}{2}|k|-1\right)\right], & 2 / 3 \leq|k| \leq 4 / 3 \\
0, & \text { otherwise } .\end{cases} \tag{2.9}
\end{gather*}
$$

Here $\boldsymbol{v}(x)$ is a smooth function satisfying the following conditions: $v(x) \equiv 0$ for $x \leq 0, \boldsymbol{v}(x) \equiv 1$ for $x \geq 1$, and $v(x)+v(1-x)=1$ for $0<x<1$. As an example of such a function, we mention a function $\mathrm{v}(x)=\mathrm{v}_{p}(x)$ depending on a positive parameter $p$ (see [11]):

$$
v_{p}(x)=\frac{4^{p-1}}{p}\left\{\left[x-x_{0}\right]_{+}^{p}+\left[x-x_{p}\right]_{+}^{p}+2 \sum_{j=1}^{p-1}(-1)^{j}\left[x-x_{j}\right]_{+}^{p}\right\},
$$

where $x_{j}=(1 / 2)[\cos (((p-j) / p) \pi)+1]$, and $[a]_{+}=\max (a, 0)$. The function $v_{p}$ is $p-1$ times continuously differentiable, therefore, choosing $p$ sufficiently large, we can make the functions $\hat{\phi}$ and $\hat{\psi}$ smooth enough.

### 2.2 Fourier-Wavelet models of Gaussian random processes

In the numerical implementation of (2.5) we have to find a reasonable choice of the cut-off parameters $m_{1}$ and $b_{0}, b_{m}\left(m=m_{0}, \ldots, m_{1}\right)$ in the approximations:

$$
\begin{align*}
\sum_{j=-\infty}^{\infty} \mathcal{F}_{m_{0}}^{(\phi)}\left(2^{m_{0}} x+j\right) \xi_{j} & \simeq \sum_{j=-b-\left\lfloor 2^{m_{0}} x\right\rfloor}^{b-\left\lfloor 2^{m_{0}} x\right\rfloor} \mathcal{F}_{m_{0}}^{(\phi)}\left(2^{m_{0}} x+j\right) \xi_{j},  \tag{2.10}\\
\sum_{m=m_{0}}^{\infty} \sum_{j=-\infty}^{\infty} \mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right) \xi_{m j} & \simeq \sum_{m=m_{0}}^{m_{1}} \sum_{j=-b_{m}-\left\lfloor 2^{m} x\right\rfloor}^{b_{m}-\left\lfloor 2^{m} x\right\rfloor} \mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right) \xi_{m j} \tag{2.11}
\end{align*}
$$

where $\lfloor a\rfloor$ stands for the integer part of $a$. General idea is that $b, b_{m}$ should be chosen so that supports of the functions $\mathcal{F}_{m_{0}}^{(\phi)}$ and $\mathcal{F}_{m}^{(\Psi)}$ belong essentially to the intervals $[-b, b]$ and $\left[-b_{m}, b_{m}\right]$, respectively.

In previous papers on Fourier-Wavelet models ([2],[11],[20], [23]) the authors use approximations of type (2.10)-(2.11). Unfortunately, functions staying in the right-hand sides of (2.10)-(2.11) are discontinuous in $x$ (with the jump discontinuity). Therefore, to ensure that the samples of the approximation process are continuous we have to modify the model. So let us define the following modification of the FourierWavelet model (FWM) of the random field $\mathbf{u}(x)$. Let $\left\{\mu_{N}\right\}_{N=1}^{\infty}$ be a sequence of positive integers, $\mu_{N} \geq$ $m_{0}, N=1,2, \ldots$ and $\left\{b_{N}\right\}_{N=1}^{\infty},\left\{b_{m N}\right\}_{N=1}^{\infty}, m=0, \ldots, \mu_{N}$ be sequences of positive real numbers depending on a positive integer $N$ so that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mu_{N}=\infty, \quad \lim _{N \rightarrow \infty} b_{N}=\infty, \quad \lim _{N \rightarrow \infty} b_{m N}=\infty, \quad m=0,1, \ldots, \mu_{N} \tag{2.12}
\end{equation*}
$$

For fixed positive number $A$ denote by $\eta_{A}(\cdot)$ a cut-off function $\eta_{A}:[0, \infty) \rightarrow[0,1]$ defined by

$$
\eta_{A}(x)= \begin{cases}0, & 0 \leq x \leq A  \tag{2.13}\\ 1, & x \geq A+1 \\ x-A, & A<x<A+1\end{cases}
$$

Define functions $\chi_{N}: \mathbb{R} \rightarrow[0,1]$ and $\chi_{m N}: \mathbb{R} \rightarrow[0,1], \quad m=0,1, \ldots, \mu_{N}$ assuming

$$
\begin{gathered}
\chi_{N}(x)=\eta_{b_{N}}(|x|), \quad \chi_{m N}(x)=\eta_{b_{m N}}(|x|), \\
\chi_{N}^{\prime}(x)=1-\chi_{N}(x), \quad \chi_{m N}^{\prime}(x)=1-\chi_{m N}(x), \quad m=0,1, \ldots, \mu_{N} .
\end{gathered}
$$

Under FWM of the random process $\mathbf{u}(x)$ we understand the following sequence of random functions

$$
\begin{align*}
& \mathbf{u}_{N}(x)=\sum_{j \in \mathbb{Z}} \quad \chi_{N}^{\prime}\left(2^{m_{0}} x+j\right) \cdot \mathscr{F}_{m_{0}}^{(\phi)}\left(2^{m_{0}} x+j\right) \xi_{j} \\
& +\sum_{m=m_{0}}^{\mu_{N}} \sum_{j \in \mathbb{Z}} \quad \chi_{m N}^{\prime}\left(2^{m} x+j\right) \cdot \mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right) \xi_{m j}, \quad N=1,2, \ldots \tag{2.14}
\end{align*}
$$

Our aim is to study the convergence $\mathbf{u}_{N} \rightarrow \mathbf{u}$ as $N \rightarrow \infty$ in functional spaces $W_{2}^{n}[a, b]$ and $C^{n}[a, b]$ where $n$ is a nonnegative integer. Here we suggest sufficient conditions on the spectral tensor $F$ which ensure $E\left\|\mathcal{E}_{N}\right\|_{W_{2}^{n}[a, b]}^{2} \rightarrow 0$ and $\left\|\mathcal{E}_{N}\right\|_{C^{n}[a, b]} \xrightarrow{P} 0$ as $N \rightarrow \infty$. Here $[a, b] \subset \mathbf{R}$ is an arbitrary fixed finite interval, and $\mathscr{E}_{N}(x)=u(x)-u_{N}(x)$. Further, not loosing in generality, we can take $[a, b]=[0,1]$, and $m_{0}=0$. Moreover, for the simplicity of presentation we first consider the case of a scalar random process $u(x)$ (i.e., $l=1$ ) and give sufficient conditions for the convergence $E\left\|\mathcal{E}_{N}\right\|_{L_{2}[a, b]}^{2} \rightarrow 0$ and $\left\|\mathcal{E}_{N}\right\|_{C[a, b]} \xrightarrow{P} 0$ as $N \rightarrow \infty$. In section 6 we give relevant generalizations of results for vector processes and stronger metrics.

## 3 Convergence of FWM in $L_{2}$ metric

Let $u(x), x \in \mathbb{R}$ be a real-valued scalar stationary zero mean Gaussian random process with a spectral function $F(k)$, and $\phi(x), \Psi(x)$ be orthonormal Meyer's scaling and wavelet functions. It is clear that their Fourier transforms $\hat{\phi}(k), \hat{\Psi}(k)$ are even functions. In this case FWM of $u(x)$ is (see (2.14), recall that $m_{0}=0$ ):

$$
\begin{align*}
u_{N}(x) & =\sum_{j \in \mathbb{Z}} \chi_{N}^{\prime}(x+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+j) \xi_{j} \\
& +\sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}} \chi_{m N}^{\prime}\left(2^{m} x+j\right) \cdot \mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right) \xi_{m j} \tag{3.1}
\end{align*}
$$

where $\xi_{j}, \xi_{m j}, m=0,1, \ldots ; j \in \mathbb{Z}$ is a set of mutually independent standard Gaussian random variables.
Let us introduce some notations.
We denote $\Delta=[-4 / 3,4 / 3], \quad \Delta_{m}=\left[-4 \cdot 2^{m} / 3,-2^{m} / 3\right] \cup\left[2^{m} / 3,4 \cdot 2^{m} / 3\right], m=0,1,2, \ldots$, and $\Delta^{\prime}=$ $\cup_{m=0}^{\infty} \Delta_{m}$. For a function $f: \mathbb{R} \rightarrow \mathbb{R}$ and $D \subset \mathbb{R}$ we denote by $\left.f\right|_{D}$ the restriction of the function $f$ in $D$. For a measurable $D \subset \mathbb{R}$ we write $|D|=\int_{D} d x$.
In this paper we use some results from the theory of Nikolskiii-Besov spaces (e.g., see [29], [39]). For $r>0$, a triple $(r, j, l)$ is called admissible if $j \in N, l \in N_{0}$ and $j>r-l>0$. Here $N_{0}=\{0,1,2, \ldots\}$ and $N=\{1,2, \ldots\}$. Let us denote by $\Delta_{h}^{(j)} g$ the $j$-th difference of $g$ :

$$
\Delta_{h} g(\cdot)=g(\cdot+h)-g(\cdot), \ldots, \Delta_{h}^{(j)} g(\cdot)=\Delta_{h} \Delta_{h}^{(j-1)} g(\cdot) .
$$

For $1 \leq p, q \leq \infty, r>0$, Nikolskiï-Besov space $B_{p q}^{r}(R)$ is defined as a set of all functions $f \in L_{p}$ such that the norm

$$
\|f\|_{B_{p q}^{r}}=\|f\|_{L_{p}}+\|f\|_{b_{p q}^{r}},
$$

where

$$
\begin{gather*}
\|f\|_{b_{p q}^{r}}=\left(\int_{-1}^{1}\left(\frac{\left\|\Delta_{h}^{(j)} f^{(l)}\right\|_{L_{p}}}{|h|^{r-l}}\right)^{q} \frac{d h}{|h|}\right)^{\frac{1}{q}}, \quad 1 \leq q<\infty,  \tag{3.2}\\
\|f\|_{b_{p \infty}^{r}}=\sup _{0<|h| \leq 1}|h|^{l-r}\left\|\Delta_{h}^{(j)} f^{(l)}\right\|_{L_{p}} \tag{3.3}
\end{gather*}
$$

makes sense and is finite for some admissible triple $(r, j, l)$. Here $f^{(l)}(x)=D^{l} f(x)$ is the $l$-th derivative of the function $f$. The ambiguity in the choice of triple $(r, j, l)$ is not essential: different admissible triples correspond to equivalent norms. For a measurable subset $D \subset \mathbb{R}$ the space $B_{p q}^{r}(D)$ is defined as above but changing $\|\cdot\|_{L_{p}}$ with $\|\cdot\|_{L_{p}\left(D_{j h}\right)}$, where $D_{h}=\{x \in D: x+\lambda h \in D$ for all $\lambda \in[0,1]\}$. For a function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $\left.f\right|_{D} \in B_{p q}^{r}(D)$ we will simply write $\|f\|_{B_{p q}(D)}$ instead of more exact but complex notation $\left\|\left(\left.f\right|_{D}\right)\right\|_{B_{p q}^{r}(D)}$.
We will exploit the following imbeddings (e.g., see [29], [39]):

$$
\begin{gather*}
B_{p q}^{r}(R) \hookrightarrow B_{p_{1} q}^{\rho}(R), \quad \rho=r\left(1-\frac{1}{r} \cdot\left[\frac{1}{p}-\frac{1}{p_{1}}\right]\right), \quad 1 \leq p<p_{1}<\infty,  \tag{3.4}\\
B_{p \infty}^{r+\varepsilon}(R) \hookrightarrow B_{p q}^{r}(R) \hookrightarrow B_{p q_{1}}^{r}(R), \quad 1 \leq q<q_{1} \leq \infty, \quad \varepsilon>0, \tag{3.5}
\end{gather*}
$$

where $X \hookrightarrow Y$ means that $X \subset Y$ for seminormed spaces $X$ and $Y$, and there exists a constant $c>0$ such that the inequality $\|x\|_{Y} \leq c|x| \|_{X}$ is fulfilled.

### 3.1 Convergence of FWM in the mean square

We shall assume
(H0) for some $s>0$

$$
\begin{equation*}
I_{s} \stackrel{\text { def }}{=} \int_{-\infty}^{\infty} F(k)\left(1+|k|^{2}\right)^{s} d k<\infty . \tag{3.6}
\end{equation*}
$$

Theorem 1. Assume, that the spectral function $F(k)$ satisfies the condition (HO). Let $\left\{\rho_{m}\right\}_{m=0}^{\mu_{N}}$ be a finite sequence of positive numbers such that $\min _{m} \rho_{m}>1 / 2$. Suppose that $\left.Q\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta)$ and $\left.Q\right|_{\Delta_{m}} \in B_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)$ for $1 \leq m \leq \mu_{N}$, and assume that the Meyer wavelet functions $\phi$ and $\psi$ belong to the class $C^{v+1}$ for $v=\max \{\lfloor\rho\rfloor,\lfloor s\rfloor\}$, where $\rho=\max _{0 \leq m \leq \mu_{N}} \rho_{m}$. Then

$$
\begin{align*}
& E\left(u(x)-u_{N}(x)\right)^{2} \leq \frac{C_{1}(s, \psi)}{4^{s\left(\mu_{N}+1\right)}} \cdot I_{s}+\frac{C_{2}\left(\rho_{0}, \phi\right)}{b_{N}^{2 \rho_{0}-1}}\|Q\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}^{2} \\
& +\sum_{m=0}^{\mu_{N}} \frac{C_{3}\left(\rho_{m}, \psi\right)}{b_{m N}^{2 \rho_{m}-1}} \cdot\left(2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+2^{2 m\left(\rho_{m}-1 / 2\right)}\|Q\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)}^{2}\right), \tag{3.7}
\end{align*}
$$

where constants $C_{i}, i=1,2,3$ depend only on the shown arguments.
Proof. From the definition (3.1) we have:

$$
\begin{equation*}
u(x)=u_{N}(x)+v^{(1)}(x)+\sum_{m=0}^{\mu_{N}} v_{m}^{(2)}(x)+v^{(3)}(x) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{aligned}
v^{(1)}(x)= & \sum_{j \in \mathbb{Z}} \chi_{N}(x+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+j) \xi_{j}, \\
v_{m}^{(2)}(x)= & \sum_{j \in \mathbb{Z}} \chi_{m N}\left(2^{m} x+j\right) \cdot \mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right) \xi_{m j}, \\
v^{(3)}(x)= & \sum_{m=\mu_{N}+1}^{\infty} \sum_{j=-\infty}^{\infty} \mathscr{F}_{m}^{(\Psi)}\left(2^{m} x+j\right) \xi_{m j} .
\end{aligned}
$$

The random variables $\xi_{j}, \xi_{m j}$ are mutually independent, hence the terms in the right-hand side of (3.8) are also independent, therefore

$$
\begin{equation*}
E\left(u(x)-u_{N}(x)\right)^{2}=E\left(v^{(1)}(x)\right)^{2}+\sum_{m=0}^{\mu_{N}} E\left(v_{m}^{(2)}(x)\right)^{2}+E\left(v^{(3)}(x)\right)^{2} . \tag{3.9}
\end{equation*}
$$

Let us estimate the terms in the right-hand side. First, we have for the last term

$$
\begin{equation*}
E\left(v^{(3)}(x)\right)^{2}=\sum_{m=\mu_{N}+1}^{\infty} \quad \sum_{j=-\infty}^{\infty}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right)\right|^{2} . \tag{3.10}
\end{equation*}
$$

Further, from the definition (2.6) of the function $\mathcal{F}$, and since the functions $Q(k)$ and $\psi(k)$ are even we have

$$
\mathcal{F}_{m}^{(\Psi)}(y)=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} 2^{m / 2} \bar{Q}\left(2^{m} k\right) \hat{\Psi}(k) d k=\int_{-\infty}^{\infty} e^{\mathrm{i} 2 \pi k y} 2^{m / 2} Q\left(2^{m} k\right) \overline{\hat{\Psi}}(k) d k .
$$

Therefore,

$$
\begin{align*}
\mathcal{F}_{m}^{(\Psi)}\left(2^{m} x+j\right)= & \int_{-\infty}^{\infty} e^{\mathrm{i} 2 \pi k\left(2^{m} x+j\right)} 2^{m / 2} Q\left(2^{m} k\right) \overline{\hat{\Psi}}(k) d k= \\
& \int_{-\infty}^{\infty} e^{\mathrm{i} \pi \pi k} Q(k) \overline{\hat{\Psi}}_{m j}(k) d k=\int_{-\infty}^{\infty} G(x+y) \Psi_{m j}(y) d y, \tag{3.11}
\end{align*}
$$

where

$$
\begin{gathered}
G(x)=\int_{-\infty}^{\infty} e^{\mathrm{i} 2 \pi k x} Q(k) d k \\
\Psi_{m j}(x)=2^{m / 2} \psi\left(2^{m} x-j\right), \quad \hat{\Psi}_{m j}(k)=2^{-m / 2} e^{-\mathrm{i} 2 \pi k j 2^{-m}} \hat{\Psi}\left(2^{-m} k\right)
\end{gathered}
$$

Consequently for fixed $x$, the quantities $\mathcal{F}_{m}^{(\Psi)}\left(2^{m} x+j\right)(m, j \in \mathbb{Z})$ are Fourier coefficients in the expansion of $G(x+\cdot)$ with respect to the orthonormal system $\psi_{m j}(m, j \in \mathbb{Z})$.

Notice that the condition (3.6) can be formulated equivalently that the function $G$ belongs to the Sobolev space $H_{2}^{s}(R)$. This is because $G \in H_{2}^{s}(R)$ means that the function $Q(k)\left(1+|k|^{2}\right)^{s / 2}$ is from $\left.L_{2}(R)\right)$ and $\|G\|_{H_{2}^{s}}=I_{s}^{1 / 2}$ (more details in [39]). Further we use the fact that $H_{2}^{s}(R)$ coincides with the Besov space $B_{22}^{s}(R)$, and the norms in these spaces are equivalent (see [39], section 2.3.9). Since $G \in B_{22}^{s}$, we conclude by virtue of Corollary A3 that

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right)\right|^{2} \leq B_{s}^{2} 4^{-m s} \cdot\|G(x+\cdot)\|_{H_{2}^{s}}^{2} \tag{3.12}
\end{equation*}
$$

for some $B_{s}=B_{s}(\psi)$ depending only on $s$ and $\psi$. From this we get by $\|G(x+\cdot)\|_{H_{2}^{s}}^{2}=\|G\|_{H_{2}^{s}}^{2}=I_{s}$ that

$$
\begin{equation*}
E\left(v^{(3)}(x)\right)^{2}=\sum_{m=\mu_{N}+1}^{\infty} \sum_{j=-\infty}^{\infty}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right)\right|^{2} \leq \frac{B_{s}^{2}}{4^{\left(\mu_{N}+1\right) s}} I_{s} . \tag{3.13}
\end{equation*}
$$

Now we turn to the estimation of the first two terms in the right- hand side of (3.9). It is obvious, due to independency of random variables $\xi_{j}, j \in \mathbb{Z}$ that

$$
\begin{equation*}
E\left(v^{(1)}(x)\right)^{2}=\sum_{j \in \mathbb{Z}}\left|\chi_{N}(x+j)\right|^{2} \cdot\left|\mathcal{F}_{0}^{(\phi)}(x+j)\right|^{2} \leq \sum_{j \in \mathbb{Z}:|x+j| \geq b_{N}}\left|\mathcal{F}_{0}^{(\phi)}(x+j)\right|^{2} \tag{3.14}
\end{equation*}
$$

We first estimate each term of this sum. The function $\mathcal{F}_{0}{ }^{(\phi)}(y)$ has the Fourier transform $\hat{\mathcal{F}}(k)=$ $Q(-k) \hat{\phi}(-k)=Q(k) \hat{\phi}(-k)$ (see $(2.6)$ ). Due to the conditions $\phi \in C^{\nu+1}$ and $\left.Q\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta)$ it follows from Corollary A2 that $\|\hat{\mathcal{F}}\|_{B_{1 \infty}^{\rho_{0}}(\mathbb{R})} \leq C\left(\rho_{0}, \phi\right)\|Q\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}$. Then from Lemma A1 we get

$$
\begin{equation*}
\left|\mathcal{F}_{0}^{(\phi)}(y)\right| \leq \frac{C\left(\rho_{0}, \phi\right)}{|y|^{\rho_{0}}} \cdot\|\hat{\mathcal{F}}\|_{B_{1 \infty}^{\rho_{0}}(\mathbb{R})} \leq \frac{C\left(\rho_{0}, \phi\right)}{|y|^{\rho_{0}}} \cdot\|Q\|_{B_{1 \infty}^{\rho_{0}}(\Delta)} \tag{3.15}
\end{equation*}
$$

Note that from (3.14) and (3.15) we get

$$
\begin{equation*}
E\left(v^{(1)}(x)\right)^{2} \leq \frac{C\left(\rho_{0}, \phi\right)}{b_{N}^{2 \rho_{0}-1}} \cdot\|Q\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}^{2} \tag{3.16}
\end{equation*}
$$

Let us turn to estimation of the terms $E\left(v_{m}^{(2)}(x)\right)^{2}, m=0, \ldots, \mu_{N}$. Denote by $Q_{m}$ the function $Q_{m}: \Delta_{0} \rightarrow \mathbb{R}$ defined as $Q_{m}(k)=Q\left(2^{m} k\right)$. Then by the same arguments as we used in the derivation of estimation (3.16), we obtain

$$
\left.\begin{array}{rl}
E\left(v_{m}^{(2)}(x)\right)^{2} \leq & \sum_{j \in \mathbb{Z}:\left|2^{m} x+j\right| \geq b_{m N}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right)\right|^{2} \leq \frac{C\left(\rho_{m}, \psi\right)}{b_{m N}^{2 \rho_{m}-1}} \cdot 2^{m}\left\|Q_{m}\right\|_{B_{1 \infty}^{\rho_{m}}\left(\Delta_{0}\right)}^{2} \\
& \leq \frac{C\left(\rho_{m}, \psi\right)}{b_{m N}^{2 \rho_{m}-1}} \cdot 2^{m} \cdot\left(2\left\|Q_{m}\right\|_{L_{1}\left(\Delta_{0}\right)}^{2}+\left\|Q_{m}\right\|_{b_{1 \infty}}^{2} \rho_{m}\left(\Delta_{0}\right)\right. \tag{3.17}
\end{array}\right) .
$$

Put $l=\left\lfloor\rho_{m}\right\rfloor-1$. Then

$$
\begin{equation*}
\left\|Q_{m}\right\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{0}\right)}=\sup _{|h| \leq 1} \frac{1}{|h|^{\rho_{m}-l}} \int_{\Delta_{0,2 h}}\left|\Delta_{h}^{(2)} Q_{m}^{(l)}(k)\right| d k \tag{3.18}
\end{equation*}
$$

Define a function $g_{h}: \Delta_{m} \rightarrow \mathbb{R}$ by $g_{h}(k)=\Delta_{h}^{(2)} Q^{(l)}(k)$. Then $\Delta_{h}^{(2)} Q_{m}^{(l)}(k)=2^{m l} g_{2^{m} h}\left(2^{m} k\right)$. Therefore,

$$
\begin{align*}
\left\|Q_{m}\right\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{0}\right)} & =\sup _{|h| \leq 1} \frac{1}{|h|^{\rho_{m}-l}} \int_{\Delta_{0,2 h}} 2^{m l}\left|g_{2^{m} h}\left(2^{m} k\right)\right| d k \\
& =\sup _{|h| \leq 1} \frac{2^{-m}}{|h|^{\rho_{m}-l}} \int_{\Delta_{m, 2^{m+1} h}} 2^{m l}\left|g_{2^{m} h}(k)\right| d k \tag{3.19}
\end{align*}
$$

By the definition we have

$$
\begin{equation*}
\int_{\Delta_{m, 2 h}}\left|g_{h}(k)\right| d k=\int_{\Delta_{m, 2 h}}\left|\Delta_{h}^{(2)} Q^{(l)}(k)\right| \leq\|Q\|_{b_{1 \infty}^{\rho_{m}\left(\Delta_{m}\right)}}|h|^{\rho_{m}-l}, \quad h \in \mathbb{R} . \tag{3.20}
\end{equation*}
$$

Therefore it follows from (3.19) and (3.20) that

$$
\begin{equation*}
\left\|Q_{m}\right\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{0}\right)} \leq 2^{m\left(\rho_{m}-1\right)}\|Q\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)} . \tag{3.21}
\end{equation*}
$$

Now taking into account that $\left\|Q_{m}\right\|_{L_{1}\left(\Delta_{0}\right)} \leq 2^{-m} \cdot\|Q\|_{L_{1}\left(\Delta_{m}\right)}$ and using the estimates (3.17) and (3.21) we obtain

$$
\begin{equation*}
E\left(v_{m}^{(2)}(x)\right)^{2} \leq \frac{2 C\left(\rho_{m}, \Psi\right)}{b_{m N}^{2 \rho_{m}-1}} \cdot\left(2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+2^{m\left(2 \rho_{m}-1\right)}\|Q\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)}^{2}\right) \tag{3.22}
\end{equation*}
$$

for $m=0,1, \ldots, \mu_{N}$. This completes the proof of Theorem 1 .
We shall assume
(H1) there exist positive constants $c_{0}, \varepsilon, \rho_{0}>1 / 2, \rho_{1}>1 / 2$ and positive integer $m_{0}$ such that
(i) $\left.Q\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta),\left.Q\right|_{\Delta_{0}} \in B_{1 \infty}^{\rho_{0}}\left(\Delta_{0}\right), \ldots,\left.Q\right|_{\Delta_{m_{0}-1}} \in B_{1 \infty}^{\rho_{0}}\left(\Delta_{m_{0}-1}\right)$;
(ii) $\left.Q\right|_{\Delta_{m}} \in B_{1 \infty}^{\rho_{1}}\left(\Delta_{m}\right), \quad m \geq m_{0}$;
(iii) $\|Q\|_{b_{1 \propto}^{\rho_{1}}\left(\Delta_{m}\right)} \leq c_{0} \cdot 2^{-m\left(\rho_{1}-1 / 2+\varepsilon\right)}, \quad m \geq m_{0}$.

Proposition 1. Assume

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mu_{N}=\infty, \quad \lim _{N \rightarrow \infty} b_{N}=\infty, \quad \lim _{N \rightarrow \infty} \min _{0 \leq m \leq \mu_{N}}\left\{b_{m N}\right\}=\infty . \tag{3.24}
\end{equation*}
$$

Then under the assumptions (HO)-(H1),

$$
\begin{equation*}
\sup _{x \in[0,1]} E \mathcal{E}_{N}^{2}(x) \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty \tag{3.25}
\end{equation*}
$$

Proof. Indeed, as a simple consequence of Theorem 1 we have

$$
\left.\begin{array}{rl}
\sup _{x \in[0,1]} E \mathcal{E}_{N}^{2}(x) & \leq \frac{C_{1}(s, \psi)}{4^{s\left(\mu_{N}+1\right)}} \cdot I_{s}+\frac{C_{2}\left(\rho_{0}, \phi\right)}{b_{N}^{2 \rho_{0}-1}}\|Q\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}^{2} \\
& +\sum_{m=0}^{m_{0}-1} \frac{C_{3}\left(\rho_{0}, \psi\right)}{b_{m N}^{2 \rho_{0}-1}} \cdot\left(2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+2^{2 m\left(\rho_{0}-1 / 2\right)}\|Q\|_{b_{1 \infty}^{\rho_{0}}\left(\Delta_{m}\right)}^{2}\right) \\
& +\sum_{m=m_{0}}^{\mu_{N}} \frac{C_{3}\left(\rho_{1}, \psi\right)}{b_{m N}^{2 \rho_{1}-1}} \cdot\left(2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+2^{2 m\left(\rho_{1}-1 / 2\right)}\|Q\|_{b_{1 \infty}}^{2} \rho_{1}\left(\Delta_{m}\right)\right. \tag{3.26}
\end{array}\right) .
$$

To show (3.25), it is sufficient to check that the last sum in the r.h.s of this inequality converges to zero as $N \rightarrow \infty$. For this sake, for given $\delta>0$, let us choose $N_{0}=N_{0}(\delta)$ so that

$$
\min _{0 \leq m \leq \mu_{N}} \frac{1}{b_{m N}^{2 \rho_{1}-1}} \leq \delta \quad N \geq N_{0} .
$$

Denote by $S_{N}$ the lust sum in r.h.s. of (3.26). Then due to the condition (3.23) we get for $N \geq N_{0}$

$$
S_{N} \leq C_{3}\left(\rho_{1}, \psi\right) \cdot \delta \cdot\left(\sum_{m=0}^{\infty} 2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+c_{0} \cdot \sum_{m=0}^{\infty} 2^{-2 \varepsilon m}\right)
$$

From

$$
\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2} \leq\left|\Delta_{m}\right| \cdot \int_{\Delta_{m}} F(k) d k
$$

and due to the assumption (H0) we get

$$
\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2} \leq\left|\Delta_{m}\right|\left(3 \cdot 2^{-m}\right)^{2 s} \cdot I_{s}=2 \cdot 2^{m}\left(3 \cdot 2^{-m}\right)^{2 s} \cdot I_{s} .
$$

This implies that $S_{N} \leq C \cdot \delta$ for $N \geq N_{0}(\delta)$ with a constant C which is not dependent on N . Since the parameter $\delta$ can be chosen arbitrarily small, $S_{N} \rightarrow 0$ as $N \rightarrow \infty$. The proof of the proposition is complete.

A straightforward consequence of Theorem 1 is the following assertion on the rate of the mean square convergence of FWM (3.1).

Corollary 1. Assume that the hypothesis (H0)-(H1) are valid. Choose in the model (3.1)

$$
\begin{align*}
& \mu_{N}=\left\lfloor\frac{\left(2 \rho_{0}-1\right)}{2 s} \cdot \log _{2} N\right\rfloor+1, \quad b_{N}=N, \quad b_{m N}=N, 0 \leq m \leq m_{0}-1 ; \\
& b_{m N}=N^{\frac{2 \rho_{0}-1}{2 \rho_{1}-1}}, m_{0} \leq m \leq \mu_{N} . \tag{3.27}
\end{align*}
$$

Assume, that $\phi, \psi \in C^{v+1}$ where $v=\max \left\{\lfloor s\rfloor,\left\lfloor\rho_{0}\right\rfloor,\left\lfloor\rho_{1}\right\rfloor\right\}$. Then for each positive integer $N$ the following estimation is valid:

$$
\begin{equation*}
\sup _{x \in[0,1]} E \mathcal{E}_{N}^{2}(x) \leq C \cdot N^{-\left(2 \rho_{0}-1\right)} \tag{3.28}
\end{equation*}
$$

where $C$ is a constant not depending on $N$.
From the results given above it follows that the condition (3.23) is crucial in the analysis of the mean square convergence of FWM.

### 3.2 Sufficient conditions for validity of (3.23)

Proposition 2. For a nonnegative $k_{0}$ and a nonnegative integer l, assume that $Q \in W_{1}^{l}\left(k_{0}, \infty\right)$, and

$$
\begin{equation*}
\left|\Delta_{h}^{(2)} Q^{(l)}(k)\right| \leq \frac{C|h|^{\gamma}}{k^{l+1 / 2+\gamma+\varepsilon}}, \quad \forall h \in[-1,1], \quad \text { and } \quad \forall k \geq k_{0} \tag{3.29}
\end{equation*}
$$

for some positive numbers $C, \varepsilon$ and $\gamma \in(0,2)$. Then the following estimate is true

$$
\begin{equation*}
\|Q\|_{b_{10}^{p_{1}}\left(\Delta_{m}\right)} \leq c_{0} \cdot 2^{-m\left(\rho_{1}-1 / 2+\varepsilon\right)}, \quad \text { for all } \quad m \geq \log _{2}\left(3 k_{0}\right), \tag{3.30}
\end{equation*}
$$

where $\rho_{1}=l+\gamma$ and $c_{0}=c_{0}\left(\rho_{1}, \varepsilon\right)$.
Proof. Since the triple $(l+\gamma, 2, l)$ is admissible,

$$
\|Q\|_{b_{1 o}^{\rho_{1}}\left(\Delta_{m}\right)} \leq C\left(\rho_{1}\right) \sup _{|h| \leq 1} \frac{1}{|h|^{\gamma}} \int_{\Delta_{m}}\left|\Delta_{h}^{(2)} Q^{(l)}(k)\right| d k .
$$

Therefore, for $2^{m}>3 k_{0}$ we have

$$
\|Q\|_{b_{1 \infty}^{\rho_{1}}\left(\Delta_{m}\right)} \leq C\left(\rho_{1}\right) \sup _{|h| \leq 1} \frac{1}{|h|^{\gamma}} \int_{\Delta_{m}} \frac{C|h|^{\gamma}}{k^{l+1 / 2+\gamma+\varepsilon}} d k \leq c_{0}\left(\rho_{1}, \varepsilon\right) \cdot 2^{-m\left(\rho_{1}-1 / 2+\varepsilon\right)}
$$

Corollary 2. Assume that for some nonnegative $k_{0}$ and positive integer $n, Q \in W_{1}^{n}\left(k_{0}, \infty\right)$, and

$$
\begin{equation*}
\left|Q^{(n)}(k)\right| \leq \frac{C}{k^{n+1 / 2+\varepsilon}}, \quad \forall k \geq k_{0} \tag{3.31}
\end{equation*}
$$

for some positive numbers $C, \varepsilon$. Then the following estimate is valid

$$
\begin{equation*}
\|Q\|_{b_{1 \infty}^{n}\left(\Delta_{m}\right)} \leq c_{0} \cdot 2^{-m(n-1 / 2+\varepsilon)}, \quad \text { for all } \quad m \geq \log _{2}\left(3\left(k_{0}+2\right)\right) \tag{3.32}
\end{equation*}
$$

for some positive $c_{0}=c_{0}(n, \varepsilon)$.
Indeed,

$$
\left|\Delta_{h}^{(2)} Q^{(n-1)}(k)\right| \leq\left|\Delta_{h} Q^{(n-1)}(k+h)\right|+\left|\Delta_{h} Q^{(n-1)}(k+h)\right| \leq h \cdot\left|Q^{(n)}(k+\beta h)\right|+h \cdot\left|Q^{(n)}(k+\alpha h)\right|
$$

for some $\alpha \in[0,1]$ and $\beta \in[1,2]$. Hence, by virtue of (3.31)

$$
\left|\Delta_{h}^{(2)} Q^{(n-1)}(k)\right| \leq \frac{C_{1} h}{k^{n+1 / 2+\varepsilon}}, \quad \text { for all } \quad k \geq k_{0}+2
$$

Therefore for $l=n-1$ and $\gamma=1$ all the conditions of Proposition 2 are fulfilled.
Remark. Conditions (3.29) and (3.31) can be replaced with the following weaker conditions:

$$
\begin{equation*}
\int_{k_{0}}^{\infty} k^{l+\gamma-1 / 2+\varepsilon} \cdot \frac{\left|\Delta_{h}^{(2)} Q^{(l)}(k)\right|}{|h|^{\gamma}} \cdot d k<\infty \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{k_{0}}^{\infty} k^{n-1 / 2+\varepsilon}\left|Q^{(n)}(k)\right| d k<\infty \tag{3.34}
\end{equation*}
$$

respectively.

### 3.3 Cost estimations for FWM

Now let us discuss the efficiency of FWM. Let us denote by $T_{N}$ the number of arithmetic operations for calculation of the value of FWM (3.1) in one point $x \in \mathbb{R}$. It is obvious that $T_{N} \sim b_{N}+\sum_{m=0}^{\mu_{N}} b_{m N}$. Here $T_{N} \sim a_{N}$ means that there exist constants $0<C_{1} \leq C_{2}$ not depending on $N$, such that $C_{1} a_{N} \leq T_{N} \leq C_{2} \cdot a_{N}$.

Therefore, if we choose the parameters of the FWM in accordance with (3.27), then under the conditions of Corollary 1 it follows that

$$
\begin{align*}
& T_{N} \sim N \text { if } \quad \rho_{1}>\rho_{0}  \tag{3.35}\\
& T_{N} \sim N \ln N \text { if }  \tag{3.36}\\
& \rho_{1}=\rho_{0}  \tag{3.37}\\
& T_{N} \sim N^{\left(2 \rho_{0}-1\right) /\left(2 \rho_{1}-1\right)} \ln N \text { if } \quad \rho_{1}<\rho_{0}
\end{align*}
$$

Let us denote

$$
\varepsilon_{N}=\left(\int_{0}^{1} E\left(u(x)-u_{N}(x)\right)^{2} d x\right)^{1 / 2}=\left(E\left\|\mathcal{E}_{N}\right\|_{L_{2}[0,1]}^{2}\right)^{1 / 2}
$$

the root mean square (r.m.s.) discrepancy of FWM (3.1) in the metric of $L_{2}[0,1]$. Then under the conditions of Corollary 1 the following estimation holds:

$$
\begin{equation*}
\varepsilon_{N} \leq C \cdot N^{-\left(\rho_{0}-1 / 2\right)}, \quad N=1,2, \ldots \tag{3.38}
\end{equation*}
$$

where $C$ is some positive constant not depending on $N$. Hence under the conditions of Corollary 1 the number of operations, $T_{\varepsilon}$, to achieve a given value of the r.m.s. error $\varepsilon_{N}=\varepsilon$, satisfies the estimation

$$
\begin{array}{cll}
T_{\varepsilon} \lesssim \varepsilon^{-1 /\left(\rho_{0}-1 / 2\right)} & \text { if } \quad \rho_{1}>\rho_{0} \\
T_{\varepsilon} \lesssim \varepsilon^{-1 /\left(\rho_{0}-1 / 2\right)} \ln \varepsilon & \text { if } \quad \rho_{1}=\rho_{0} \\
T_{\varepsilon} \lesssim \varepsilon^{-1 /\left(\rho_{1}-1 / 2\right)} \ln \varepsilon & \text { if } \quad \rho_{1}<\rho_{0} . \tag{3.41}
\end{array}
$$

Here $T_{\varepsilon} \lesssim a(\varepsilon)$ means that there exists a constant $C$ not depending on $\varepsilon$, such that $T_{\varepsilon} \leq C \cdot a(\varepsilon)$.

## 4 Analysis of the estimations (3.16)-(3.17)

In this section we show that the exponents $2 \rho_{0}-1$ and $2 \rho_{m}-1$ appearing in the estimations (3.16 )-(3.17) cannot be improved in Nikolskii-Besov spaces $B_{1 \infty}^{\rho_{0}}$ and $B_{1 \infty}^{\rho_{m}}$, respectively. This will be done by construction of a function $Q$ which makes it possible to write $E\left(v^{(1)}(x)\right)^{2} \sim b_{N}^{-\left(2 \rho_{0}-1\right)}$ and $E\left(v^{(2)}(x)\right)^{2} \sim$ $b_{m N}^{-\left(2 \rho_{m}-1\right)}$.
Let us consider the following example.
Example 1. Let $k_{0} \geq 0$ and $\rho>0$. Define

$$
\begin{gather*}
Q_{0}(k)= \begin{cases}0, & 0 \leq k \leq k_{0}, \\
\left(k-k_{0}\right)^{\rho-1}, & k>k_{0} .\end{cases}  \tag{4.1}\\
Q_{0}(k)=Q_{0}(-k) \text { if } \quad k<0 .
\end{gather*}
$$

Let $q: \mathbb{R} \rightarrow[0, \infty)$ be an arbitrary $(l+1)$-times differentiable even function with compact support satisfying the condition $q\left(k_{0}\right) \neq 0$. Within this section we denote $l=\lfloor\rho\rfloor$. Define $Q(k)=q(k) Q_{0}(k)$. By the definition it follows that $Q \in B_{1 \infty}^{\rho}$.

Now let us consider asymptotic behavior of functions $\mathcal{F}_{0}{ }^{(\phi)}(y), \mathcal{F}_{m}^{(\Psi)}(y)$ as $y \rightarrow \infty$. We will separately consider two cases: (i) $\rho$ is noninteger and (ii) $\rho$ is integer.

### 4.1 Asymptotics of $\mathscr{F}_{0}{ }^{(\phi)}$ and $\mathscr{F}_{m}{ }^{(\psi)}$ for a noninteger $\rho$

Let us first assume that $k_{0}<2 / 3, \hat{\phi} \in C^{l}$, and consider the function $\mathcal{F}_{0}^{(\phi)}(y)$. If we denote $g=q \hat{\phi}$ then

$$
\begin{gathered}
\mathcal{F}_{0}^{(\phi)}(y)=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot Q(k) \hat{\phi}(k) d k=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot Q_{0}(k) g(k) d k \\
=\frac{1}{(-\mathrm{i} 2 \pi y)^{l}} \int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot\left(Q_{0} g\right)^{(l)}(k) d k=\frac{1}{(-\mathrm{i} 2 \pi y)^{l}} \int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot\left[Q_{0}^{(l)}(k) g(k)+\mathcal{R}(k)\right] d k,
\end{gathered}
$$

where $\mathcal{R}(k)=\sum_{j=0}^{l-1} C_{l}^{j} Q_{0}^{(j)}(k) g^{(l-j)}(k)$. It is obvious that $\mathcal{R}$ is a function from $B_{1 \infty}^{1}$. Therefore, due to Lemma A1 the integral

$$
R(y)=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot \mathcal{R}(k) d k
$$

satisfies the following estimation

$$
|R(y)| \leq \frac{A_{1}}{1+|y|}, \quad y \in \mathbb{R}
$$

Now let us consider the integral

$$
\begin{align*}
F_{0}(y)= & \int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot Q_{0}^{(l)}(k) g(k) d k \\
& = \begin{cases}2 \cdot \int_{0}^{\infty} \cos (2 \pi k y) \cdot Q_{0}^{(l)}(k) \cdot g(k) d k, & \text { if } \quad l \text { is even } \\
-2 \mathrm{i} \cdot \int_{0}^{\infty} \sin (2 \pi k y) \cdot Q_{0}^{(l)}(k) \cdot g(k) d k, & \text { if } \quad l \text { is odd. }\end{cases} \tag{4.2}
\end{align*}
$$

Let us assume that $l$ is even. Then,

$$
F_{0}(y)=2 C_{1} \cos \left(2 \pi k_{0} y\right) F_{c}(2 \pi y)-2 C_{1} \sin \left(2 \pi k_{0} y\right) F_{s}(2 \pi y)
$$

where $C_{1}=C_{1}(\rho)=(l-\alpha) \cdot(l-1-\alpha) \cdot \ldots \cdot(1-\alpha), \alpha=1-\rho+l$, and

$$
\begin{equation*}
F_{c}(x)=\int_{0}^{\infty} \cos (k x) \cdot f(k) d k, \quad F_{s}(x)=\int_{0}^{\infty} \sin (k x) \cdot f(k) d k \tag{4.3}
\end{equation*}
$$

are the respective Fourier cosine and sine transformations of the function $f(k)=g\left(k+k_{0}\right) k^{-\alpha}$. Now we will use the following assertion:

Theorem ([38], Theorem 126). Let $f(k)=k^{-\alpha} \varphi(k)$, where $0<\alpha<1$, and $\varphi(k)$ is of bounded variation in $(0, \infty)$. Let $F_{c}$ and $F_{s}$ are Fourier sine and cosine transformations of $f$. Then

$$
F_{c}(x)=\varphi(+0) \cdot\left(\frac{2}{\pi}\right)^{1 / 2} \Gamma(1-\alpha) \sin (\pi \alpha / 2) \cdot x^{\alpha-1} \cdot(1+o(1)) \quad \text { as } \quad x \rightarrow \infty
$$

and

$$
F_{c}(x)=\varphi(\infty) \cdot\left(\frac{2}{\pi}\right)^{1 / 2} \Gamma(1-\alpha) \sin (\pi \alpha / 2) \cdot x^{\alpha-1} \cdot(1+o(1)) \quad \text { as } \quad x \rightarrow 0
$$

$F_{S}(x)$ satisfies similar conditions with $\sin (\pi \alpha / 2)$ replaced by $\cos (\pi \alpha / 2)$.
For even $l$ it follows from this theorem that

$$
\begin{equation*}
F_{0}(y)=C_{2}(\rho) g\left(k_{0}\right) \cdot \frac{\sin \left(\pi \alpha / 2-2 \pi k_{0} y\right)}{y^{1-\alpha}} \cdot(1+o(1)), \quad \text { as } \quad y \rightarrow \infty \tag{4.4}
\end{equation*}
$$

For odd $l$ it can be obtained a similar asymptotic:

$$
\begin{equation*}
F_{0}(y)=-\mathrm{i} \cdot C_{2}(\rho) g\left(k_{0}\right) \cdot \frac{\cos \left(\pi \alpha / 2+2 \pi k_{0} y\right)}{y^{1-\alpha}} \cdot(1+o(1)), \quad \text { as } \quad y \rightarrow \infty \tag{4.5}
\end{equation*}
$$

Thus we have obtained the following asymptotical result for $\mathcal{F}_{0}{ }^{(\phi)}$ :

$$
\begin{equation*}
\mathcal{F}_{0}^{(\phi)}(y)=C_{3}(\rho) \cdot \Phi\left(k_{0} y\right) \cdot \frac{q\left(k_{0}\right) \cdot \hat{\phi}\left(k_{0}\right)}{y^{\rho}} \cdot(1+o(1)), \quad \text { as } \quad y \rightarrow \infty \tag{4.6}
\end{equation*}
$$

where $\Phi(x)=\sin (\pi \alpha / 2-2 \pi x)$ if $l=\lfloor\rho\rfloor$ is even, and $\Phi(x)=\cos (\pi \alpha / 2+2 \pi x)$ if $l$ is odd.
Recall that we have assumed that $k_{0} \in[0,2 / 3]$. If $k_{0} \geq 2 / 3$ then $\mathcal{F}_{0}^{(\phi)} \equiv 0$. By the same arguments it can be shown that for $m$ such that $2^{m}<3 k_{0}<2^{m+2}$ the following asymptotic is valid

$$
\begin{equation*}
\mathcal{F}_{m}^{(\psi)}(y)=C_{3}(\rho) \cdot 2^{m(\rho-1 / 2)} \Phi\left(2^{-m} k_{0} y\right) \cdot \frac{q\left(2^{-m} k_{0}\right) \cdot \hat{\psi}\left(2^{-m} k_{0}\right)}{y^{\rho}} \cdot(1+o(1)) \tag{4.7}
\end{equation*}
$$

as $\quad y \rightarrow \infty$, provided $q\left(2^{-m} k_{0}\right) \neq 0$.

### 4.2 Asymptotics of $\mathcal{F}_{0}^{(\phi)}$ and $\mathcal{F}_{m}^{(\Psi)}$ for an integer $\rho$

Let $l=\rho=1$. Then

$$
\begin{gather*}
\mathcal{F}_{0}^{(\phi)}(y)=2 \int_{k_{0}}^{\infty} \cos (2 \pi k y) g(k) d k=\frac{1}{\pi y} \int_{k_{0}}^{\infty} g(y) \cdot d(\sin (2 \pi k y)) \\
=-\frac{g\left(k_{0}\right)}{\pi y} \cdot(1+O(1 /|y|)), \quad \text { as } \quad y \rightarrow \infty \tag{4.8}
\end{gather*}
$$

If $l \geq 2$ then

$$
\mathcal{F}_{0}^{(\phi)}(y)=\frac{1}{(-\mathrm{i} 2 \pi y)^{l-1}} \int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot\left[Q_{0}^{(l-1)}(k) g(k)+\mathcal{R}(k)\right] d k
$$

where $\mathcal{R} \in B_{1 \infty}^{2}$. Therefore

$$
\mathcal{F}_{0}^{(\phi)}(y)=\frac{1}{(-\mathrm{i} 2 \pi y)^{l-1}} \cdot\left(F_{0}(y)+O\left(1 /|y|^{2}\right), \quad \text { as } \quad y \rightarrow \infty\right.
$$

where

$$
\begin{align*}
F_{0}(y)= & \int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k y} \cdot Q_{0}^{(l-1)}(k) g(k) d k \\
& =\left\{\begin{array}{cl}
2 \cdot \int_{k_{0}}^{\infty} \cos (2 \pi k y) \cdot g(k) d k, & \text { if } l \text { is odd } \\
-2 \mathrm{i} \cdot \int_{k_{0}}^{\infty} \sin (2 \pi k y) \cdot g(k) d k, & \text { if } l \text { is even. }
\end{array}\right. \tag{4.9}
\end{align*}
$$

Using the integration by part and using Lemma A1 we can easily show that

$$
\begin{equation*}
\mathcal{F}_{0}^{(\phi)}(y)=C(\rho) \cdot \Phi\left(k_{0} y\right) \cdot \frac{q\left(k_{0}\right) \cdot \hat{\phi}\left(k_{0}\right)}{y^{l}} \cdot(1+o(1)), \quad \text { as } \quad y \rightarrow \infty \tag{4.10}
\end{equation*}
$$

where $\Phi(x)=\cos (2 \pi x)$ if $l=\rho$ is even, and $\Phi(x)=\sin (2 \pi x)$ if $l$ is odd.
By the same arguments can be established that (4.7) is valid in the case of integer $\rho$ with $\Phi(x)=\cos (2 \pi x)$ if $l=\rho$ is even, and $\Phi(x)=\sin (2 \pi x)$ if $l$ is odd.

### 4.3 Lower bounds for the estimations (3.16)-(3.17)

Now let us turn to the estimations (3.16)-(3.17). Assume that $\rho$ is not integer, and $l=\lfloor\rho\rfloor$ is even. Let $k_{0}=1 / 2$. Then, by virtue of (4.6) we get for some positive integer $N_{0}$ and for each $N \geq N_{0}$

$$
\begin{align*}
E\left(v^{(1)}(x)\right)^{2} & \geq \sum_{j \in \mathbb{Z}:|x+j| \geq b_{N}+1}\left|\mathcal{F}_{0}^{(\phi)}(x+j)\right|^{2} \\
& \geq C(\rho) \cdot \sum_{j \in \mathbb{Z}:|x+j| \geq b_{N}+1} \sin ^{2}(\pi \alpha / 2-\pi \cdot(x+j)) \cdot \frac{1}{|x+j|^{2 \rho}} \\
& \geq C_{1}(\rho) \sin ^{2}(\pi \alpha / 2-\pi x) \frac{1}{b_{N}^{2 \rho-1}}, \tag{4.11}
\end{align*}
$$

where $C_{1}(\rho)>0$. By the same way similar estimation can be established for odd $l$ and noninteger $\rho$. For integer $\rho$ one can use (4.10) and establish analogous result.

If, for nonnegative $m_{0}$, one put $k_{0}=2^{m_{0}-1}$ then by (4.7)

$$
\begin{gather*}
E\left(v_{m_{0}}^{(2)}(x)\right)^{2} \geq C(\rho) \sin ^{2}\left(\pi \alpha / 2-\pi 2^{m_{0}} x\right) 2^{2 m_{0}(\rho-1 / 2)} \sum_{j \in \mathbb{Z}: \mid 2^{m_{0}}} \sum_{x+j \mid \geq b_{m_{0} N}+1} \frac{1}{\left|2^{m_{0}} x+j\right|^{2 \rho}} \\
 \tag{4.12}\\
\geq C_{1}(\rho) \sin ^{2}\left(\pi \alpha / 2-\pi 2^{m_{0}} x\right) 2^{2 m_{0}(\rho-1 / 2)} \frac{1}{b_{m_{0} N}^{2 \rho-1}}, \quad N \geq N_{0}
\end{gather*}
$$

for noninteger $\rho$ with even $l=\lfloor\rho\rfloor$. For other values of $\rho$ ( $\lfloor\rho\rfloor$ is odd or $\rho$ is integer) similar estimations can be obtained by analogous way.
Therefore in Nikolskiï-Besov classes $B_{1 \infty}^{\rho_{m}}, m=0,1, \ldots, \mu_{N}$, exponents $2 \rho_{m}-1, m=0,1, \ldots, \mu_{N}$ in r.h.s. of estimation (3.7) are best possible values. In this connection should be pointed out that for Sobolev spaces $W_{1}^{\rho_{m}}$, this is not the case. More precisely, if, for positive integers $l_{0}, \ldots, l_{\mu_{N}}$ we replace the conditions $\left.Q\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta)$ and $\left.Q\right|_{\Delta_{m}} \in B_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)$ in Theorem 1 with the conditions $\left.Q\right|_{\Delta} \in W_{1}^{l_{0}}(\Delta)$ and $\left.Q\right|_{\Delta_{m}} \in W_{1}^{l_{m}}\left(\Delta_{m}\right)$ then the following estimation holds true

$$
\begin{align*}
& E\left(u(x)-u_{N}(x)\right)^{2} \leq \frac{C_{1}(s, \psi)}{4^{s\left(\mu_{N}+1\right)}} \cdot I_{s}+\frac{C_{2}\left(l_{0}, \phi\right)}{b_{N}^{2 l_{0}-1}}\|Q\|_{W_{1}^{l_{0}}(\Delta)}^{2} \\
& \quad+\sum_{m=0}^{\mu_{N}} \frac{C_{3}\left(l_{m}, \psi\right)}{b_{m N}^{2 l_{m}-1}} \cdot\left(2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+2^{2 m\left(l_{m}-1 / 2\right)}\|Q\|_{W_{1}^{l_{m}}\left(\Delta_{m}\right)}^{2}\right) \tag{4.13}
\end{align*}
$$

But exponents $2 l_{m}-1, m=0,1, \ldots, \mu_{N}$ in this estimation might be not best possible. To illustrate this idea let us consider the following

Example 2. For $\rho \in(1,2)$ let us consider the function $Q(k)$ constructed as above in Example 1 with $k_{0}=1 / 2$ and $q \in C^{2}(\mathbb{R})$ such, that $\operatorname{supp}(q) \subset\left(-\frac{2}{3}, \frac{2}{3}\right)$. Then a maximum possible value of an integer $l_{0}$ in the condition $\left.Q\right|_{\Delta} \in W_{1}^{l_{0}}(\Delta)$ is $l_{0}=1$. Therefore taking into account that $\left.Q\right|_{\Delta_{m}}=0, m=1,2, \ldots$ we get by (4.13)

$$
E\left(u(x)-u_{N}(x)\right)^{2} \leq C \cdot\left(\frac{1}{b_{N}}+\frac{1}{b_{0 N}}\right)
$$

while the estimation (3.7) ensures more exact inequality is true

$$
E\left(u(x)-u_{N}(x)\right)^{2} \leq C \cdot\left(\frac{1}{b_{N}^{2 \rho-1}}+\frac{1}{b_{0 N}^{2 \rho-1}}\right)
$$

## 5 Convergence of FWM in $C$ metric

Now let us turn to the problem of convergence of FWM (3.1) in probability, in the metric of $C[0,1]$. Recall $E_{N}(x)=u(x)-u_{N}(x)$. Denote by $D=[0,1]$ a unit interval, and $C(D)$ is the space of continuous scalar functions on D with the uniform norm $\|f\|_{C(D)}=\max _{x \in D}|f(x)|$. Let us mention that the functional convergence $u_{N} \xrightarrow{P} u$ in $C(D)$ as $N \rightarrow \infty$ means $\left\|\mathcal{E}_{N}\right\|_{C(D)} \xrightarrow{P} 0$ as $N \rightarrow \infty$, that is, for each nonnegative $\varepsilon$ and $\delta$ there exists $N_{0}=N_{0}(\varepsilon, \delta)$ such that $\mathscr{P}\left\{\left\|\mathcal{E}_{N}\right\|_{C(D)}>\varepsilon\right\}<\delta$ for each $N \geq N_{0}$. Thus to study the convergence in probability $u_{N} \xrightarrow{P} u$ in $C(D)$ as $N \rightarrow \infty$ we need to estimate the probability $\mathscr{P}\left\{\left\|\mathcal{E}_{N}\right\|_{C(D)}>\right.$ $\varepsilon\}$.

Let $\xi(x), x \in D=[0,1]$ be a Gaussian random process with zero mean. Let

$$
\varphi_{\xi}(h)=\sup _{\substack{x, y \in D \\|x-y| \leq h}}\left(E|\xi(x)-\xi(y)|^{2}\right)^{1 / 2} ; \quad h \in[0,1]
$$

The following assertion is a 1-dimensional variant of the well known Fernique's inequality.
Theorem ([10]). If $\int_{1}^{\infty} \varphi_{\xi}\left(e^{-x^{2}}\right) d x<\infty$ then almost all samples of the random process $\xi(x)$ are continuous.
Moreover, for each $t \geq \sqrt{5}$ the following estimation is valid

$$
\begin{equation*}
\mathcal{P}\left\{\sup _{x \in D}|\xi(x)| \geq q t\right\} \leq 10 \cdot \int_{t}^{\infty} e^{-x^{2} / 2} d x \tag{5.1}
\end{equation*}
$$

where

$$
q=\sup _{x \in D}\left(E|\xi(x)|^{2}\right)^{1 / 2}+(2+\sqrt{2}) \cdot \int_{1}^{\infty} \varphi_{\xi}\left(2^{-x^{2}}\right) d x
$$

Taking into account the following inequality

$$
\int_{t}^{\infty} e^{-x^{2} / 2} d x \leq \frac{e^{-t^{2} / 2}}{t} \leq \frac{e^{-t^{2} / 2}}{\sqrt{5}}, \quad t \geq \sqrt{5}
$$

and the estimation (5.1), one can derive the following estimation:

$$
\begin{equation*}
\mathcal{P}\left\{\sup _{x \in D}|\xi(x)| \geq q t\right\} \leq 2 \sqrt{5} \cdot e^{-t^{2} / 2}, \quad t \geq \sqrt{5} \tag{5.2}
\end{equation*}
$$

Thus, in order to use this estimation for $\xi(x)=\mathcal{E}_{N}(x)$ we have to analyze the function

$$
\varphi_{\mathfrak{E}_{N}}(h)=\sup _{\substack{x, y \in D \\|x-y| \leq h}}\left(E\left|\mathcal{E}_{N}(x)-\mathcal{E}_{N}(y)\right|^{2}\right)^{1 / 2} ; \quad h \in[0,1] .
$$

Let us turn to estimation of this function.
For a fixed positive integer $N$ we denote

$$
\begin{gathered}
\varepsilon_{N}^{(1)}=\frac{\|Q\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}^{2}}{b_{N}^{2 \rho_{0}-1}}, \quad \varepsilon_{N}^{(3)}=\frac{I_{s}}{4\left(\mu_{N}+1\right) s}, \\
\varepsilon_{m N}^{(2)}=\frac{1}{b_{m N}^{2 \rho_{m}-1}} \cdot\left(2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+2^{2 m\left(\rho_{m}-1 / 2\right)}\|Q\|_{b_{1 \infty} \rho_{m}\left(\Delta_{m}\right)}^{2}\right), \quad m=0,1, \ldots, \mu_{N} .
\end{gathered}
$$

Theorem 2. Assume that all the conditions of Theorem 1 are satisfied. Then for each $\alpha \in(0,1)$ and $h \in[0,1]$ the following inequality is valid

$$
\begin{equation*}
E\left|\mathcal{E}_{N}(x+h)-\mathcal{E}_{N}(x)\right|^{2} \leq C(s) \cdot\left(I_{s} \cdot|h|^{s \wedge 1}\right)^{\alpha} \cdot \varepsilon_{N}^{1-\alpha}, \quad N=1,2, \ldots \tag{5.3}
\end{equation*}
$$

where $s \wedge 1=\min \{s, 1\}$, and

$$
\varepsilon_{N}=C_{1}\left(\rho_{0}, \phi\right) \cdot \varepsilon_{N}^{(1)}+\sum_{m=0}^{\mu_{N}} C_{2}\left(\rho_{m}, \psi\right) \cdot \varepsilon_{m N}^{(1)}+C_{3}(s, \psi) \cdot \varepsilon_{N}^{(3)}
$$

and $C, C_{i}, i=1,2,3$ are some constants depending on the shown arguments.
Proof. From independency of random variables $\xi_{j}, \xi_{m j}, j \in \mathbb{Z}, m \geq 0$ it follows that (see (3.8))

$$
\begin{align*}
& E\left[\mathcal{E}_{N}(x+h)-\mathcal{E}_{N}(x)\right]^{2}=E\left[v^{(1)}(x+h)-v^{(1)}(x)\right]^{2}+ \\
& \quad \sum_{m=0}^{\mu_{N}} E\left[v_{m}^{(2)}(x+h)-v_{m}^{(2)}(x)\right]^{2}+E\left[v^{(3)}(x+h)-v^{(3)}(x)\right]^{2} . \tag{5.4}
\end{align*}
$$

Let us first estimate the first term in r.h.s. of the last equality.
Lemma 1. For each $\alpha \in(0,1)$ the following estimation holds

$$
\begin{equation*}
E\left[v^{(1)}(x+h)-v^{(1)}(x)\right]^{2} \leq\left(C(s) I_{s} \cdot|h|^{(s \wedge 1)}\right)^{\alpha} \cdot\left(C_{1}\left(\rho_{0}, \phi\right) \cdot \varepsilon_{N}^{(1)}\right)^{1-\alpha} \tag{5.5}
\end{equation*}
$$

Proof. Indeed, for each $\alpha \in(0,1)$ one has

$$
\begin{gather*}
E\left[v^{(1)}(x+h)-v^{(1)}(x)\right]^{2}=\sum_{j \in \mathbb{Z}}\left[\chi_{N}(x+h+j) \cdot \mathcal{F}^{(\phi)}(x+h+j)-\chi_{N}(x+j) \cdot \mathcal{F}^{(\phi)}(x+j)\right]^{2} \\
=\sum_{j \in \mathbb{Z}}\left|a_{j}-b_{j}\right|^{2} \leq\left(\sum_{j \in \mathbb{Z}}\left|a_{j}-b_{j}\right|^{2}\right)^{\alpha} \cdot\left(\sum_{j \in \mathbb{Z}}\left(\left|a_{j}\right|+\left|b_{j}\right|\right)^{2}\right)^{1-\alpha} \tag{5.6}
\end{gather*}
$$

Here we denote

$$
a_{j}=\chi_{N}(x+h+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+h+j), \quad b_{j}=\chi_{N}(x+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+j)
$$

and in the second line of (5.6) we use Hölder's inequality:

$$
\begin{align*}
\sum_{j \in \mathbb{Z}}\left|a_{j}-b_{j}\right|^{2} & \leq \sum_{j \in \mathbb{Z}}\left\{\left|a_{j}-b_{j}\right|^{2 \alpha} \cdot\left(\left|a_{j}\right|+\left|b_{j}\right|\right)^{2 \cdot(1-\alpha)}\right\} \\
& \leq\left(\sum_{j \in \mathbb{Z}}\left|a_{j}-b_{j}\right|^{2 \alpha}\right)^{1 / p} \cdot\left(\sum_{j \in \mathbb{Z}}\left(\left|a_{j}\right|+\left|b_{j}\right|\right)^{2 \cdot(1-\alpha) q}\right)^{1 / q} \tag{5.7}
\end{align*}
$$

with parameters $p=1 / \alpha, q=1 /(1-\alpha)$. Let us estimate each factor in the right-hand side of (5.0). First note that

$$
\begin{align*}
& \left|a_{j}-b_{j}\right|=\left|\chi_{N}(x+h+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+h+j)-\chi_{N}(x+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+j)\right| \\
& \leq\left|\chi_{N}(x+h+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+h+j)-\chi_{N}(x+h+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+j)\right| \\
& \quad+\left|\chi_{N}(x+h+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+j)-\chi_{N}(x+j) \cdot \mathcal{F}_{0}^{(\phi)}(x+j)\right| \\
& \leq\left|\mathcal{F}_{0}^{(\phi)}(x+h+j)-\mathcal{F}_{0}^{(\phi)}(x+j)\right|+\left|\mathcal{F}_{0}^{(\phi)}(x+j)\right| \cdot\left|\chi_{N}(x+h+j)-\chi_{N}(x+j)\right| . \tag{5.8}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\sum_{j \in \mathbb{Z}}\left|a_{j}-b_{j}\right|^{2} \quad & \leq 2 \cdot \sum_{j \in \mathbb{Z}}\left[\mathcal{F}_{0}^{(\phi)}(x+h+j)-\mathcal{F}_{0}^{(\phi)}(x+j)\right]^{2} \\
& +2 \cdot \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{0}^{(\phi)}(x+j)\right|^{2} \cdot\left|\chi_{N}(x+h+j)-\chi_{N}(x+j)\right|^{2} . \tag{5.9}
\end{align*}
$$

Note that the sequences $\left\{\mathcal{F}_{0}^{(\phi)}(x+h+j)-\mathcal{F}_{0}^{(\phi)}(x+j)\right\}_{j \in \mathbb{Z}}$ and $\left\{\mathcal{F}_{0}^{(\phi)}(x+j)\right\}_{j \in \mathbb{Z}}$ are the Fourier coefficients of $\Delta_{h} G(x+\cdot)$ and $G(x+\cdot)$, respectively, in the orthonormal system $\{\phi(\cdot+j)\}_{j \in \mathbb{Z}}$. Therefore

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{0}^{(\phi)}(x+j)\right|^{2} \leq\|G(x+\cdot)\|_{L_{2}}^{2}=\|G(\cdot)\|_{L_{2}}^{2} \leq I_{s} \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left[\mathcal{F}_{0}^{(\phi)}(x+h+j)-\mathcal{F}_{0}^{(\phi)}(x+j)\right]^{2} \leq\left\|\Delta_{h} G(x+\cdot)\right\|_{L_{2}}^{2}=\left\|\Delta_{h} G(\cdot)\right\|_{L_{2}}^{2} . \tag{5.11}
\end{equation*}
$$

Note that $G \in B_{22}^{s} \hookrightarrow B_{2 \infty}^{s} \hookrightarrow B_{2 \infty}^{\gamma}$ for each $0<\gamma \leq s$. Therefore, taking $\gamma=\min \{1 / 2, s / 2\}$ we have

$$
\begin{align*}
\left\|\Delta_{h} G(\cdot)\right\|_{L_{2}} \leq C_{1}(s) \cdot|h|^{\gamma} \cdot\left\|\Delta_{h} G(\cdot)\right\|_{B_{2 \infty}^{\gamma}} \leq & C_{2}(s) \cdot|h|^{\gamma} \cdot\left\|\Delta_{h} G(\cdot)\right\|_{B_{22}^{s}} \\
& \leq C_{3}(s) \cdot|h|^{\gamma} \cdot I_{s}^{1 / 2} \tag{5.12}
\end{align*}
$$

for each $h \in[-1,1]$. From (5.9)-(5.12), taking into account that $\left|\chi_{N}(x+h+j)-\chi_{N}(x+j)\right| \leq|h|$, we obtain

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left|a_{j}-b_{j}\right|^{2} \leq C(s) I_{s} \cdot|h|^{\mid \wedge 1}, \tag{5.13}
\end{equation*}
$$

where $s \wedge 1=\min \{1, s\}$.
Now, let us estimate the second factor in r.h.s. of (5.0). From

$$
\sum_{j \in \mathbb{Z}}\left(\left|a_{j}\right|+\left|b_{j}\right|\right)^{2} \leq 2 \cdot \sum_{j \in \mathbb{Z}}\left|a_{j}\right|^{2}+2 \cdot \sum_{j \in \mathbb{Z}}\left|b_{j}\right|^{2}=2 \cdot E\left(v^{(1)}(x+h)\right)^{2}+2 \cdot E\left(v^{(1)}(x)\right)^{2}
$$

and (3.16) we obtain

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left(\left|a_{j}\right|+\left|b_{j}\right|\right)^{2} \leq \frac{4 \cdot C\left(\rho_{0}, \phi\right)}{b_{N}^{2 \rho_{0}-1}} \cdot\|Q\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}^{2} \tag{5.14}
\end{equation*}
$$

Thus by virtue of (5.6) and (5.13)-(5.14) the estimation (5.5) follows. The proof of Lemma 1 is complete.

Lemma 2. For each $\alpha \in(0,1)$ the following estimation is valid

$$
\begin{align*}
\sum_{m=0}^{\mu_{N}} E\left[v_{m}^{(2)}(x+h)-\right. & \left.v_{m}^{(2)}(x)\right]^{2} \leq\left(C(s) \cdot I_{s} \cdot|h|^{s \wedge 1}\right)^{\alpha} \\
& \cdot\left(\sum_{m=0}^{\mu_{N}} C_{2}\left(\rho_{m}, \Psi\right) \cdot \varepsilon_{m N}^{(2)}\right)^{1-\alpha}, \quad N=1,2, \ldots \tag{5.15}
\end{align*}
$$

Proof. For each $\alpha \in(0,1)$, by the same arguments as we used in proof of Lemma 1, we arrive at

$$
\begin{equation*}
E\left[v_{m}^{(2)}(x+h)-v_{m}^{(2)}(x)\right]^{2} \leq\left(\sum_{j \in \mathbb{Z}}\left|a_{m j}-b_{m j}\right|^{2}\right)^{\alpha} \cdot\left(\sum_{j \in \mathbb{Z}}\left(\left|a_{m j}\right|+\left|b_{m j}\right|\right)^{2}\right)^{1-\alpha} \tag{5.16}
\end{equation*}
$$

where

$$
a_{m j}=\chi_{m N}\left(2^{m} \cdot(x+h)+j\right) \cdot \mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot(x+h)+j\right), \quad b_{m j}=\chi_{m N}\left(2^{m} \cdot x+j\right) \cdot \mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right) .
$$

From (5.16) it follows that

$$
\sum_{m=0}^{\mu_{N}} E\left[v_{m}^{(2)}(x+h)-v_{m}^{(2)}(x)\right]^{2} \leq\left(\sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|a_{m j}-b_{m j}\right|^{2}\right)^{\alpha}\left(\sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left(\left|a_{m j}\right|+\left|b_{m j}\right|\right)^{2}\right)^{1-\alpha}
$$

Now obviously

$$
\begin{align*}
\mid a_{m j}- & b_{m j}\left|\leq\left|\mathcal{F}_{m}^{(\Psi)}\left(2^{m} \cdot(x+h)+j\right)-\mathcal{F}_{m}^{(\Psi)}\left(2^{m} \cdot x+j\right)\right|\right. \\
& +\left|\mathcal{F}_{m}^{(\Psi)}\left(2^{m} \cdot x+j\right)\right| \cdot\left|\chi_{m N}\left(2^{m} \cdot(x+h)+j\right)-\chi_{m N}\left(2^{m} \cdot x+j\right)\right| . \tag{5.17}
\end{align*}
$$

Since $\left\{\mathcal{F}_{m}^{(\Psi)}\left(2^{m} \cdot(x+h)+j\right)-\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right\}_{j \in \mathbb{Z}}, m=0, \ldots, \mu_{N}$ are Fourier coefficients in the expansion of $\Delta_{h} G(x+\cdot)$ with respect to the orthonormal system $\left\{\psi_{m j}\right\}_{j \in \mathbb{Z}}$,
$m=0, \ldots, \mu_{N}$, then (see (5.12)-(5.13))

$$
\begin{equation*}
\sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m}(x+h)+j\right)-\mathcal{F}_{m}^{(\psi)}\left(2^{m} x+j\right)\right|^{2} \leq\left\|\Delta_{h} G\right\|_{L_{2}} \leq C(s) I_{s}|h|^{s \wedge 1} \tag{5.18}
\end{equation*}
$$

When we estimate the second term in r.h.s. of (5.17) we consider two cases: (i) $2^{m}|h| \leq 1$, and (ii) $2^{m}|h|>1$. In the first case, taking into account that $\left|\chi_{m N}\left(2^{m} \cdot(x+h)+j\right)-\chi_{m N}\left(2^{m} \cdot x+j\right)\right|^{2} \leq\left(2^{m}|h|\right)^{2}$ (see (5.12) and (3.12)) we have

$$
\begin{aligned}
& \sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right|^{2} \cdot\left|\chi_{m N}\left(2^{m} \cdot(x+h)+j\right)-\chi_{m N}\left(2^{m} \cdot x+j\right)\right|^{2} \\
& \leq\left(2^{m}|h|\right)^{2} \cdot \sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right|^{2} \leq\left(2^{m}|h|\right)^{s \wedge 1} \cdot \sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right|^{2} \\
& \leq B_{s}^{2} \cdot I_{s} \cdot|h|^{s \wedge 1}, \quad \text { if } \quad 2^{m}|h| \leq 1 .
\end{aligned}
$$

In the case (ii) (i.e. $\left.2^{m}|h|>1\right)$ it is obvious, that $\left(2^{m}|h|\right)^{s}>1$ and $\mid \chi_{m N}\left(2^{m} \cdot(x+h)+j\right)-\chi_{m N}\left(2^{m} \cdot x+\right.$ $j)\left.\right|^{2} \leq 1$. Therefore, in this case

$$
\begin{align*}
& \sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right|^{2} \cdot\left|\chi_{m N}\left(2^{m} \cdot(x+h)+j\right)-\chi_{m N}\left(2^{m} \cdot x+j\right)\right|^{2} \\
& \leq \sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right|^{2} \leq\left(2^{m}|h|\right)^{2 s} \cdot \sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right|^{2} \\
& \leq B_{s} 2 \cdot I_{s} \cdot|h|^{2 s}, \quad \text { if } \quad 2^{m}|h|>1 . \tag{5.19}
\end{align*}
$$

Thus in general case we have

$$
\begin{align*}
& \sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot x+j\right)\right|^{2} \cdot\left|\chi_{m N}\left(2^{m} \cdot(x+h)+j\right)-\chi_{m N}\left(2^{m} \cdot x+j\right)\right|^{2} \\
& \leq B_{s}^{2} \cdot I_{s} \cdot|h|^{s \wedge 1}, \quad \text { if } \quad|h| \leq 1 \tag{5.20}
\end{align*}
$$

Using (5.18), (5.20) and taking into account (5.17) we obtain

$$
\begin{equation*}
\sum_{m=0}^{\mu_{N}} \sum_{j \in \mathbb{Z}}\left|a_{j}-b_{j}\right|^{2} \leq C(s) \cdot I_{s} \cdot|h|^{\mid \wedge 1}, \quad \text { if } \quad|h| \leq 1 \tag{5.21}
\end{equation*}
$$

To estimate the second factor on r.h.s. of inequality (5.16) we first notice that

$$
\sum_{j \in \mathbb{Z}}\left(\left|a_{j}\right|+\left|b_{j}\right|\right)^{2} \leq 2 \cdot E\left(v_{m}^{(2)}(x+h)\right)^{2}+2 \cdot E\left(v_{m}^{(2)}(x)\right)^{2}
$$

Then using the inequality (3.22) we get

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left(\left|a_{j}\right|+\left|b_{j}\right|\right)^{2} \leq \frac{C\left(\rho_{m}, \psi\right)}{b_{m N}^{2 \rho_{m}-1}} \cdot 2^{-m}\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+\frac{C\left(\rho_{m}, \psi\right)}{b_{m N}^{2 \rho_{m}-1}} \cdot 2^{m\left(2 \rho_{m}-1\right)}\|Q\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)}^{2} \tag{5.22}
\end{equation*}
$$

for $m=0,1, \ldots, \mu_{N}$.
From (5.16), (5.21) and (5.22) we get (5.15). The proof of Lemma 2 is complete.

It is easy to see that

$$
E\left(v^{(3)}(x+h)-v^{(3)}(x)\right)^{2}=\sum_{m=\mu_{N}+1}^{\infty} \sum_{j \in \mathbb{Z}}\left|a_{m j}-b_{m j}\right|^{2},
$$

where

$$
a_{m j}=\mathcal{F}_{m}^{(\psi)}\left(2^{m} \cdot(x+h)+j\right), \quad b_{m j}=\mathcal{F}_{m}^{(\Psi)}\left(2^{m} \cdot x+j\right) .
$$

Therefore using

$$
\sum_{j \in \mathbb{Z}}\left|a_{m j}-b_{m j}\right|^{2} \leq\left\|\Delta_{h} G\right\|_{L_{2}}^{2}
$$

for each integer $m$, and

$$
\sum_{m=\mu_{N}+1}^{\infty} \sum_{j \in \mathbb{Z}}\left(\left|a_{m j}\right|+\left|b_{m j}\right|\right)^{2} \leq 2 \cdot\left[E\left(v^{(3)}(x+h)\right)^{2}+E\left(v^{(3)}(x)\right)^{2}\right]
$$

and taking into account (3.13) and (5.12) we get

$$
\begin{equation*}
E\left(v^{(3)}(x+h)-v^{(3)}(x)\right)^{2} \leq\left(C(s) \cdot I_{s} \cdot|h|^{s \wedge 1}\right)^{\alpha} \cdot\left(C_{3}(s, \psi) \cdot \varepsilon_{N}^{(3)}\right)^{1-\alpha} \tag{5.23}
\end{equation*}
$$

Finally, using (5.4), (5.5), (5.15) and the last inequality we obtain

$$
\begin{align*}
& E\left|\mathcal{E}_{N}(x+h)-\mathcal{E}_{N}(x)\right|^{2} \\
& \leq\left(C(s) \cdot I_{s} \cdot|h|^{s \wedge 1}\right)^{\alpha} \cdot\left[\left(C_{1} \cdot \varepsilon_{N}^{(1)}\right)^{1-\alpha}+\left(\sum_{m=0}^{\mu_{N}} C_{2 m} \cdot \varepsilon_{m N}^{(2)}\right)^{1-\alpha}+\left(C_{3} \cdot \varepsilon_{N}^{(3)}\right)^{1-\alpha}\right] \\
& \leq 3^{\alpha}\left(C(s) \cdot I_{s} \cdot|h|^{s \wedge 1}\right)^{\alpha} \cdot\left[C_{1} \cdot \varepsilon_{N}^{(1)}+\sum_{m=0}^{\mu_{N}} C_{2 m} \cdot \varepsilon_{m N}^{(2)}+C_{3} \cdot \varepsilon_{N}^{(3)}\right]^{1-\alpha} \tag{5.24}
\end{align*}
$$

Theorem 2 is proven.
Now we are in a position to formulate an assertion on convergence of FWM in probability:
Theorem 3. Assume that all the conditions of Corollary 1 are fulfilled. Then for each $\alpha \in(0,1)$ and $t>\sqrt{5}$

$$
\begin{equation*}
P\left\{\sup _{x \in[0,1]}\left|\mathcal{E}_{N}(x)\right|>C \cdot \varepsilon_{N}(\alpha) \cdot t\right\} \leq 2 \sqrt{5} \cdot e^{-t^{2} / 2} \tag{5.25}
\end{equation*}
$$

where $C$ is some positive constant not depending on $\alpha$ and $N$, and

$$
\varepsilon_{N}(\alpha)=\frac{1}{\sqrt{\alpha}} \cdot N^{-\frac{\left(2 \rho_{0}-1\right) \cdot(1-\alpha)}{2}}
$$

Proof. From the estimation (5.3), taking into account (3.23) and (3.27) we get

$$
\sup _{x, y \in[0,1],|x-y| \leq h} E\left(\mathcal{E}_{N}(x)-\mathcal{E}_{N}(y)\right)^{2} \leq C_{1}|h|^{\alpha(s \wedge 1)} N^{-\left(2 \rho_{0}-1\right) \cdot(1-\alpha)}
$$

for each $\alpha \in(0,1)$ and $|h| \leq 1$, where $C_{1}$ is some positive constant not depending on $\alpha, h$ and $N$. Now let $\xi(x)=\mathcal{E}_{N}(x)$. Then

$$
\varphi_{\xi}(h)=\sup _{\substack{x, y \in D \\|x-y| \leq h}} E^{1 / 2}\left(|\xi(x)-\xi(y)|^{2}\right) \leq C_{2} \cdot|h|^{\alpha(s \wedge 1) / 2} N^{-\left(2 \rho_{0}-1\right) \cdot(1-\alpha) / 2}
$$

Therefore, by (3.28)

$$
\begin{aligned}
q=\sup _{x \in D} E^{1 / 2}|\xi(x)|^{2}+ & (2+\sqrt{2}) \cdot \int_{1}^{\infty} \varphi_{\xi}\left(2^{-x^{2}}\right) d x \leq C_{3} \cdot N^{-\frac{\left(2 \rho_{0}-1\right)}{2}} \\
& +C_{4} \cdot N^{-\frac{\left(2 \rho_{0}-1\right) \cdot(1-\alpha)}{2}} \cdot \int_{1}^{\infty} 2^{\left.-x^{2} \alpha(s \wedge 1) / 2\right)} d x \leq C \varepsilon_{N}(\alpha)
\end{aligned}
$$

Now (5.25) is a direct consequence of estimation (5.2). Theorem is proved.
Corollary 3. Under the conditions of Theorem $3, u_{N} \xrightarrow{P} u$ in the metric of $C[0,1]$ as $N \rightarrow \infty$. Indeed, by (5.25) for each $\varepsilon>0$ and $\delta>0$ it can be found a positive integer $N_{0}$ such that

$$
\mathcal{P}\left\{\sup _{x \in[0,1]}\left|\mathcal{E}_{N}(x)\right|>\varepsilon\right\} \leq \delta, \quad N \geq N_{0}
$$

## 6 Generalization of results to vector processes and some stronger metrics

### 6.1 Convergence in $L_{p}$ metric

Recall the well known relation between different moments of zero mean Gaussian random variables. Let $\xi$ be a zero mean real-valued Gaussian random variable. Then (e.g., see, [18])

$$
\begin{equation*}
E|\xi|^{p}=c_{p}\left(E \xi^{2}\right)^{p / 2}, \quad p \geq 1, \quad c_{p}=\frac{2^{p / 2}}{\sqrt{\pi}} \tag{6.1}
\end{equation*}
$$

Therefore, under the conditions of Theorem 1, using the estimation (3.7) for $E \mathcal{E}_{N}^{2}(x)=E\left(u(x)-u_{N}(x)\right)^{2}$ it is easy to obtain an estimation for the convergence rate $E\left\|\mathcal{E}_{N}\right\|_{L_{p}[0,1]}^{p}=\int_{0}^{1} E\left(\mathcal{E}_{N}(x)\right)^{p} d x$ in the metric of $L_{p}[0,1], p \geq 1$.

### 6.2 Convergence in the metric of Sobolev space $W_{p}^{n}$

For a positive integer $n$ and $p \geq 1$ let $W_{p}^{n}[0,1]$ be a Sobolev space with the norm

$$
\|f\|_{W_{p}^{n}[0,1]}=\|f\|_{L_{p}[0,1]}+\left\|f^{(n)}\right\|_{L_{p}[0,1]}
$$

In the study of convergence $E\left\|\mathcal{E}_{N}\right\|_{W_{p}^{n}[0,1]}^{p} \rightarrow 0$, due to the relation (6.1), we can restrict ourselves to the case $p=2$. Therefore let us consider the convergence of FWM (3.1) in Sobolev space $W_{2}^{n}$. In order to analyze the convergence of FWM, $u_{N}(x)$ to $u(x)$ as $N \rightarrow \infty$ in $W_{2}^{n}[0,1]$ it is sufficient to study: (i) convergence $u_{N} \rightarrow u$ in $L_{2}[0,1]$, and (ii) convergence $u_{N}^{(n)} \rightarrow u^{(n)}$ in $L_{2}[0,1]$. The first question was already studied in section 3 . Therefore we will concentrate on the second question: $u_{N}^{(n)} \rightarrow u^{(n)}$ in $L_{2}[0,1]$. Recall that for a function $f: \mathbb{R} \rightarrow \mathbb{R}$ we denote by $f^{(n)}$ the n -th derivative $D^{n} f$ (if it exists).

First of all note that a necessary and sufficient condition that samples of a random process $u(x)$ belong to $W_{2}^{n}[0,1]$ (with probability 1 ) is (e.g., see, [17])

$$
\begin{equation*}
\int_{-\infty}^{\infty}|k|^{2 n} F(k) d k<\infty \tag{6.2}
\end{equation*}
$$

If this condition is satisfied, then $D^{n} u(x)=u^{(n)}$ have the spectral function $k^{2 n} F(k)$. In order to ensure that $u_{N}$ is $n$-times differentiable we have to choose the cut-off function $\eta_{A} \quad n$-times differentiable. Therefore we will assume, that $\eta_{A} \in C^{n}$, and

$$
\eta_{A}(x)= \begin{cases}0, & 0 \leq x \leq A  \tag{6.3}\\ 1, & x \geq A+1\end{cases}
$$

Thus, using results of section 3 one can formulate sufficient conditions for $u_{N}^{(n)} \rightarrow u^{(n)}$ as $N \rightarrow \infty$ in $L_{2}[0,1]$. Denote by $Q_{n}$ the function $Q_{n}(k)=|k|^{n} Q(k)=|k|^{n} F^{1 / 2}(k)$. Then the following assertion is
valid:
Theorem 1a. Assume that the spectral function $F(k)$ satisfies the condition

$$
\begin{equation*}
I_{n+s} \stackrel{\text { def }}{=} \int_{-\infty}^{\infty} F(k)\left(1+|k|^{2}\right)^{n+s} d k<\infty \tag{6.4}
\end{equation*}
$$

for some $s>0$. Let $\left\{\rho_{m}\right\}_{m=0}^{\mu_{N}}$ be a finite sequence of positive numbers such that $\min _{m} \rho_{m}>1 / 2$. Assume that $\left.Q_{n}\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta)$ and $\left.Q\right|_{\Delta_{m}} \in B_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)$ for $1 \leq m \leq \mu_{N}$. Assume that the Meyer wavelet functions $\phi$ and $\psi$ belong to the class $C^{\nu+1}$ for $v=\max \{\lfloor\rho\rfloor,\lfloor s\rfloor\}$, where $\rho=\max _{0 \leq m \leq \mu_{N}} \rho_{m}$. Then

$$
\begin{align*}
E\left(u^{(n)}(x)-u_{N}^{(n)}(x)\right)^{2} & \leq \frac{C_{1}(s, \psi)}{4^{s\left(\mu_{N}+1\right)}} \cdot I_{n+s}+\frac{C_{2}\left(\rho_{0}, \phi\right)}{b_{N}^{2 \rho_{0}-1}}\left\|Q_{n}\right\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}^{2} \\
+\sum_{m=0}^{\mu_{N}} \frac{C_{3}\left(\rho_{m}, \psi\right)}{b_{m N}^{2 \rho_{m}-1}} & \cdot\left(2^{-2 m s} \cdot I_{n+s}+2^{2 m\left(\rho_{m}-1 / 2\right)}\left\|Q_{n}\right\|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)}^{2}\right) \tag{6.5}
\end{align*}
$$

where $C_{i}, i=1,2,3$ are some positive constants depending only on the shown arguments.
Proof. Indeed, this assertion is a direct consequence of Theorem 1 applied to the random process $u^{(n)}(x)$ with the spectral function $|k|^{2 n} F(k)$. Then the estimation (6.5) is a consequence of (3.7) and the following simple inequality

$$
\left\|Q_{n}\right\|_{L_{1}\left(\Delta_{m}\right)}=\int_{\Delta_{m}}|k|^{n} Q(k) d k \leq\left|\Delta_{m}\right|^{1 / 2}\left(\int_{\Delta_{m}}|k|^{2 n} F(k) d k\right)^{1 / 2} \leq 2^{(m+1) / 2-m s} I_{n+s}^{1 / 2}
$$

Proposition 3. Assume that for some nonnegative $k_{0}$ and positive integer $l \quad Q \in W_{1}^{l}\left(k_{0}, \infty\right)$, and for each nonnegative integer $j$ such that $0 \leq j \leq n \wedge l$ the following condition is valid:

$$
\begin{equation*}
\left|Q^{(l-j)}(k)\right| \leq \frac{A_{\varepsilon}}{k^{n+l-j+1 / 2+\varepsilon}}, \quad \forall k \geq k_{0} \tag{6.6}
\end{equation*}
$$

for some positive numbers $A_{\varepsilon}$ and $\varepsilon$. Then

$$
\begin{equation*}
\left\|Q_{n}\right\|_{b_{1 \infty}^{l}\left(\Delta_{m}\right)} \leq A_{\varepsilon} \cdot c_{0} \cdot 2^{-m(l-1 / 2+\varepsilon)}, \quad \text { for all } \quad m \geq \log _{2}\left(3\left(k_{0}+2\right)\right) \tag{6.7}
\end{equation*}
$$

for some positive $c_{0}=c_{0}(n, l, \varepsilon)$.
Proof. Indeed,

$$
\left|\Delta_{h}^{(2)} Q_{n}^{(l-1)}(k)\right| \leq\left|\Delta_{h} Q_{n}^{(l-1)}(k+h)\right|+\left|\Delta_{h} Q_{n}^{(l-1)}(k+h)\right| \leq h \cdot\left|Q_{n}^{(l)}(k+\beta h)\right|+h \cdot\left|Q_{n}^{(l)}(k+\alpha h)\right|
$$

for some $\alpha \in[0,1]$ and $\beta \in[1,2]$. Since

$$
Q_{n}^{(l)}(k)=\sum_{j=0}^{n \wedge l} C_{l}^{j} \cdot n \cdot(n-1) \cdot \ldots \cdot(n-j+1) \cdot k^{n-j} Q^{(l-j)}(k)
$$

we find for each $k \in \Delta_{m}$ and $m \geq \log _{2}\left(3\left(k_{0}+2\right)\right)$

$$
\left|Q_{n}^{(l)}(k)\right| \leq C(n, l) 2^{-m(l+1 / 2+\varepsilon)}
$$

by virtue of condition (6.6). Therefore,

$$
\int_{\Delta_{m}}\left|\Delta_{h}^{(2)} Q^{(l-1)}(k)\right| \leq C(n, l) 2^{-m(l+1 / 2+\varepsilon)} \cdot h \cdot\left|\Delta_{m}\right| \leq C_{1}(n, l) \cdot h \cdot 2^{-m(l-1 / 2+\varepsilon)}
$$

This completes the proof of (6.7).
Corollary 4. Assume that the spectral function $F(k)$ satisfies the condition (6.4) for some $s>0$ and a positive integer $n$, the function $Q_{n}(k)=|k|^{n} \cdot F^{1 / 2}(k)=|k|^{n} \cdot Q(k)$ satisfies the conditions

$$
\begin{equation*}
\left.Q_{n}\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta),\left.\quad Q\right|_{\Delta^{\prime}} \in W_{1}^{l}\left(\Delta^{\prime}\right) \tag{6.8}
\end{equation*}
$$

for some positive $\rho_{0}>1 / 2$ and positive integer $l$. Assume that for each nonnegative integer $j \in[0, n \wedge l]$ the function $Q$ satisfies the condition (6.6) and suppose that $\phi, \psi \in C^{v+1}$ where $v=\max \left\{\lfloor s\rfloor,\left\lfloor\rho_{0}\right\rfloor, l\right\}$. Let us choose in FWM (3.1)

$$
\begin{equation*}
\mu_{N}=\left\lfloor\frac{\left(2 \rho_{0}-1\right)}{s \ln 4} \cdot \ln N\right\rfloor, \quad b_{N}=N, \quad b_{m N}=N^{\frac{2 \rho_{0}-1}{2 l-1}}, m=0,1, \ldots, \mu_{N} \tag{6.9}
\end{equation*}
$$

Then for each positive integer $N$ and $x \in \mathbb{R}$ the following estimation is valid:

$$
\begin{align*}
E\left(u^{(n)}(x)-\right. & \left.u_{N}^{(n)}(x)\right)^{2} \leq N^{-\left(2 \rho_{0}-1\right)} \\
& \times\left[C_{1}(s, \psi) I_{n+s}+C_{2}\left(\rho_{0}, \phi\right) \cdot\left\|Q_{n}\right\|_{B_{1 \infty}^{\rho_{0}}(\Delta)}^{2}+C_{3}\left(n, \rho_{1}, \varepsilon, \psi\right) \cdot C_{\varepsilon}^{2}\right] \tag{6.10}
\end{align*}
$$

where $C_{i}, i=1,2,3$ are some positive constants depending only on the shown arguments.

Thus if the spectral function $F(\cdot)$ satisfies all the conditions of the last corollary and $\left.Q\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta)$ then the estimates (3.38) and (6.10) imply the following result on convergence of FWM in $W_{2}^{n}$ :
Corollary 5. Let all the conditions of Corollary 4 be fulfilled and $\left.Q\right|_{\Delta} \in B_{1 \infty}^{\rho_{0}}(\Delta)$. Then

$$
E\left\|\mathcal{E}_{N}\right\|_{W_{2}^{n}[0,1]}^{2} \leq \frac{C}{N^{2 \rho_{0}-1}}, \quad N=1,2, \ldots
$$

for some positive $C$ not depending on $N$.

### 6.3 Convergence in $C^{n}[0,1]$

For positive integer $n$, let $C^{n}[0,1]$ be the space of all $n$-times continuously differentiable real valued scalar functions $f:[0,1] \rightarrow \mathbb{R}$ with the norm

$$
\|f\|_{C^{n}[0,1]}=\sup _{x \in[0,1]}|f(x)|+\sup _{x \in[0,1]}\left|f^{(n)}(x)\right| .
$$

By the definition of this norm it follows that $\left\{u_{N}(x)\right\}_{N=1}^{\infty}, x \in[0,1]$ converges in the metric of $C^{n}[0,1]$ to a random field $u(x), x \in[0,1]$ as $N \rightarrow \infty$ iff: (i) $u_{N} \rightarrow u$ in $C[0,1]$ as $N \rightarrow \infty$, and (ii) $u_{N}^{(n)} \rightarrow u^{(n)}$ in $C[0,1]$ as $N \rightarrow \infty$. Since the first question was studied in section 5 , we concentrate on the second one. To ensure the samples of FWM (3.1) are of $C^{n}[0,1]$, we assume below that $\eta_{A} \in C^{n}(\mathbb{R})$ and the condition (6.3) is satisfied.

The following assertion is an analog of Theorem 3 and can be proved by the similar way.
Theorem 3a. Let all the conditions of Corollary 4 are fulfilled. Then for each $\alpha \in(0,1)$ and $t>\sqrt{5}$,

$$
\begin{equation*}
\mathcal{P}\left\{\sup _{x \in[0,1]}\left|\mathcal{E}_{N}^{(n)}(x)\right|>C \varepsilon_{N}(\alpha) \cdot t\right\} \leq 2 \sqrt{5} \cdot e^{-t^{2} / 2} \tag{6.11}
\end{equation*}
$$

where $C$ is a positive constant not depending on $\alpha$ and $N$, and

$$
\varepsilon_{N}(\alpha)=\frac{1}{\sqrt{\alpha}} \cdot N^{-\frac{\left(2 \rho_{0}-1\right) \cdot(1-\alpha)}{2}}
$$

Now let all the conditions of Corollary 5 be valid. Then using the simple inequality $\mathscr{P}\{\xi+\eta>x+y\} \leq$ $\mathcal{P}\{\xi>x\}+\mathcal{P}\{\eta>y\}$ and the results of Theorems 3 and 3a we arrive at the following:
Corollary 6. Let all the conditions of Corollary 5 be satisfied. Then for each $\alpha \in(0,1)$ and $t>\sqrt{5}$

$$
\mathcal{P}\left\{\left\|\mathcal{E}_{N}\right\|_{C^{n}[0,1]}>\frac{C \cdot t}{\sqrt{\alpha}} \cdot N^{-\frac{\left(2 \rho_{0}-1\right) \cdot(1-\alpha)}{2}}\right\} \leq 4 \sqrt{5} \cdot e^{-t^{2} / 2}
$$

where $C$ is some positive constant not depending on $\alpha$.
Under the conditions of this Corollary it follows immediately that $u_{N} \xrightarrow{P} u$ in the metric of $C^{n}[0,1]$ as $N \rightarrow \infty$.

### 6.4 Generalizations for vector processes

Let $\mathbf{u}(x)=\left(u_{1}(x), \ldots, u_{l}(x)\right)^{T}, x \in \mathbf{R}$ be an $l$-dimensional real valued stationary Gaussian random process with mean zero and spectral tensor $F(k)=\left(F_{i j}(k)\right), i=1, \ldots, l ; j=1, \ldots, l$, and $\mathbf{u}_{N}(x)$ is its FWM given by (2.14). Denote by $|\mathbf{a}|=\left(\sum_{i=1}^{l} a_{i}^{2}\right)^{1 / 2}$ the Euclidean norm of an $l$-dimensional real valued vector $\mathbf{a}$, and by $|A|=\left(\sum_{i=1}^{l} \sum_{j=1}^{n} a_{i j}^{2}\right)^{1 / 2}$ the Euclidean norm of a matrix $A=\left(a_{i j}\right), i=1, \ldots l ; j=1, \ldots, n$ which can be realized as the Euclidean norm of the $l \times n$-vector $A$. For an $l \times n$ dimensional function $Q(k)=$ $\left(q_{i j}(k)\right), i=1, \ldots l ; j=1, \ldots, n$, and $D \subset \mathbb{R}$, denote (if it makes a sense)

$$
\left\|\|Q\|_{L_{1}(D)}=\left(\sum_{i=1}^{l} \sum_{j=1}^{n}\left\|q_{i j}\right\|_{L_{1}(D)}^{2}\right)^{1 / 2}\right.
$$

and

$$
\left\|\|Q\|_{b_{1 \infty}^{\mathrm{p}}(D)}=\left(\sum_{i=1}^{l} \sum_{j=1}^{n}\left\|q_{i j}\right\|_{b_{1 \infty}^{\mathrm{p}}(D)}^{2}\right)^{1 / 2}\right.
$$

Finally, denote by $\operatorname{SpF}(k)$ the trace $\sum_{i=1}^{l} F_{i i}(k)$ of the spectral tensor $F$. Then by the same arguments as in the scalar case one can establish the following result:
Theorem 1b. Assume that the spectral tensor $F(k)$ satisfies the condition

$$
\begin{equation*}
I_{s} \stackrel{\text { def }}{=} \int_{-\infty}^{\infty} \operatorname{SpF}(k)\left(1+|k|^{2}\right)^{s} d k<\infty \tag{6.12}
\end{equation*}
$$

for some $s>0$. Let $\left\{\rho_{m}\right\}_{m=0}^{\mu_{N}}$ be a finite sequence of positive numbers such that $\min _{m} \rho_{m}>1 / 2$. Assume that

$$
\|Q\|\left\|_{L_{1}(\Delta)}<\infty, \quad\right\|\|Q\|_{b_{1 \infty}^{\rho_{0}}(\Delta)}<\infty
$$

and

$$
\||Q|\|_{L_{1}\left(\Delta_{m}\right)}<\infty, \quad\||Q|\|_{b_{1 \infty}^{p_{1 \infty}^{m}\left(\Delta_{m}\right)}}<\infty, \quad m=0,1, \ldots, \mu_{N} .
$$

Assume that the Meyer wavelet functions $\phi$ and $\psi$ belong to the class $C^{v+1}$ for $v=\max \{\lfloor\rho\rfloor,\lfloor s\rfloor\}$, where $\rho=\max _{0 \leq m \leq \mu_{N}} \rho_{m}$. Then

$$
\begin{align*}
& E\left|u(x)-u_{N}(x)\right|^{2} \leq \frac{C_{1}(s, \psi)}{4^{s\left(\mu_{N}+1\right)}} \cdot I_{s}+\frac{C_{2}\left(\rho_{0}, \phi\right)}{b_{N}^{2 \rho_{0}-1}} \cdot\left\{\| \| Q\| \|_{L_{1}(\Delta)}^{2}+\| \| Q \|_{b_{1 \infty}^{\rho_{0}}(\Delta)}^{2}\right\} \\
& +\sum_{m=0}^{\mu_{N}} \frac{C_{3}\left(\rho_{m}, \psi\right)}{b_{m N}^{22 \rho_{m}-1}} \cdot\left(2^{-m} \mid\|Q\|_{L_{1}\left(\Delta_{m}\right)}^{2}+2^{2 m\left(\rho_{m}-1 / 2\right)}\| \| Q \|_{b_{1 \infty}^{\rho_{m}}\left(\Delta_{m}\right)}^{2}\right) \tag{6.13}
\end{align*}
$$

where $C_{i}, i=1,2,3$ are some constants depending only on the shown arguments.

Analogous convergence results can be obtained in stronger metrics.

## 7 Conclusion and discussion

Functional convergence of Fourier-Wavelet Models (FWM) for stationary Gaussian random processes is studied in Sobolev spaces $W_{p}^{n}[0,1]$ and in the space of $n$-times continuously differentiable functions $C^{n}[0,1]$. Conditions sufficient for the convergence of FWMs are formulated in terms of spectral functions $F$ (spectral tensors, in the case of vector random processes). Two kind of assumptions on the behaviour of the spectral functions are made: (i) finiteness of certain spectral moments (ii) a generalized smoothness of the function $Q=F^{1 / 2}$ in different wave bands. This is formulated in terms of smoothness in Besov's space $B_{1 \infty}^{\rho}$.

The condition (i) is related to the behaviour of the high-frequency part of the spectrum which is standard in the convergence studies. Condition (ii) is related to the rate of convergence of the tales of the wavelet function $\mathcal{F}_{m}{ }^{\psi}$ for a given spectral band. For these tales, we obtained upper estimations which are improvable in the sense that for some functions these estimations are exact to within a constant factor.

This analysis is new and provides a constructive algorithm for choosing the cut-off parameters for all spectral bands to ensure a uniform behaviour of the error on the whole spectral interval.

We give also estimations of the cost needed to guarantee the desired root mean square error $\varepsilon$ in $L_{2}[0,1]$ depending on the smoothness parameter of the relevant Besov space. The typical behaviour of the cost has the form $T_{\varepsilon} \lesssim \frac{\ln \varepsilon}{\varepsilon^{1 /\left(\rho_{\text {min }}-0.5\right)}}$ where $\rho_{\text {min }}$ is the minimal smoothness parameter.

The Fourier-Wavelet models are well suited for simulation of random processes with smooth spectral functions as is clearly seen from our presentation. However in case the spectral function is not smooth in an isolated point, it is reasonable to use a hybrid method as follows. The spectral function is decomposed into two parts, the first being smooth, and the second is nonsmooth, and has a compact support in the neighbourhood of the isolated point. Then, the random process is represented respectively as a sum of two independent processes, the first having the smooth spectral function, and the second with the nonsmooth spectral function. The smooth part is simulated by FWM, and the second part, by a standard deterministic spectral method which takes into account the singularity.

## 8 Appendix

We present here some technical results which we use in the main part of this paper.
Lemma A1. Let $\hat{f} \in B_{1 \infty}^{r}(R), r>1 / 2$. Then $f$ is uniformly continuous, $f \in L_{2}(R)$ and there exists a positive constant $C_{r}$ depending only on $r$ such that for all $x \in R$

$$
\begin{equation*}
|x|^{r}|f(x)| \leq C_{r} \||\hat{f}|_{b_{1 \infty}^{r}} . \tag{8.1}
\end{equation*}
$$

Proof. The uniform continuity of $f$ follows from the fact that $\hat{f} \in L_{1}(R)$, since $B_{1 \infty}^{r}(R) \subset L_{1}(R)$. Then, for a positive $\varepsilon \in(0, r-1 / 2)$ by (3.4) and (3.5),

$$
\begin{equation*}
B_{1 \infty}^{r}(R) \hookrightarrow B_{2 \infty}^{r-1 / 2}(R) \hookrightarrow B_{22}^{r-1 / 2-\varepsilon}(R) . \tag{8.2}
\end{equation*}
$$

From this we get that $\hat{f} \in L_{2}(R)$, hence $f \in L_{2}(R)$. Let $l=\lfloor r\rfloor$ be the integer part of $r$. From

$$
\begin{equation*}
\Delta_{h}^{(l+2)} \hat{f}(k)=\int_{-\infty}^{\infty} e^{-\mathrm{i} 2 \pi k x}\left(e^{-\mathrm{i} 2 \pi h x}-1\right)^{l+2} f(x) d x \tag{8.3}
\end{equation*}
$$

and $f \in L_{2}(R)$ it follows by the inverse Fourier transform

$$
\begin{equation*}
f(x)\left(e^{-\mathrm{i} 2 \pi h x}-1\right)^{l+2}=\int_{-\infty}^{\infty} e^{\mathrm{i} 2 \pi k x} \Delta_{h}^{(l+2)} \hat{f}(k) d k \tag{8.4}
\end{equation*}
$$

Taking the absolute values and dividing this equation by $|h|^{r}$ we then take the supremum over $h \in R$. This yields

$$
\begin{equation*}
|x|^{r}|f(x)| C_{r}^{\prime} \leq \sup _{h \in \mathbb{R}}|h|^{-r}| | \Delta_{h}^{(l+2)} \hat{f} \|_{L_{1}}, \tag{8.5}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{r}^{\prime}=\sup _{t \in \mathbb{R}}\left\{\frac{\left|e^{-\mathrm{i} 2 \pi t}-1\right|^{l+2}}{|t|^{r}}\right\} . \tag{8.6}
\end{equation*}
$$

Since the triple $(r, l+2,0)$ is admissible, we have $\sup _{h \in \mathbb{R}}|h|^{-r}| | \Delta_{h}^{(l+2)} \hat{f}\left\|_{L_{1}} \leq C_{r}^{\prime \prime}| | \hat{f}\right\|_{b_{1 \infty}^{r}}$ for some $C_{r}^{\prime \prime}$ depending only on $r$, which completes the proof of Lemma A1.
Lemma A2. Assume $\phi \in C^{2}(\mathbb{R})$ is chosen so that $\phi, \phi^{\prime}=D^{1} \phi, \phi^{\prime \prime}=D^{2} \phi \in L_{\infty}(\mathbb{R})$. Then for $\varepsilon \in[0,1)$ and $Q \in B_{1 \infty}^{1+\varepsilon}(\mathbb{R})$ the product $\phi \cdot Q \in B_{1 \infty}^{1+\varepsilon}(\mathbb{R})$ and $\|\phi Q\|_{b_{1 \infty}^{1+\varepsilon}} \leq C| | Q \|_{B_{1 \infty}^{1+\varepsilon}}$ for some constant $C=C(\varepsilon, \phi)$ depending only on $\varepsilon$ and $\phi$.

Proof. From the obvious equalities

$$
\begin{array}{cl}
\phi(x+h)=\phi(x)+h \phi^{\prime}(x)+\frac{h^{2}}{2} \phi^{\prime \prime}(x+\alpha \cdot h), & \alpha \in[0,1] ; \\
\phi(x+2 h)=\phi(x)+2 h \phi^{\prime}(x)+\frac{4 h^{2}}{2} \phi^{\prime \prime}(x+\beta \cdot 2 h), \quad \beta \in[0,1] ;
\end{array}
$$

it follows that

$$
\begin{gathered}
\Delta_{h}^{(2)}(\phi Q)(x)=\phi(x) \cdot \Delta_{h}^{(2)} Q(x)+2 h \cdot \phi^{\prime}(x) \Delta_{h} Q(x+h) \\
+2 h^{2} \phi^{\prime \prime}(x+\beta \cdot 2 h) Q(x+2 h)-h^{2} \phi^{\prime \prime}(x+\alpha \cdot h) Q(x+h) .
\end{gathered}
$$

Therefore

$$
\left\|\Delta_{h}^{(2)}(\phi Q)\right\|_{L_{1}} \leq\|\phi\|_{L_{\infty}} \cdot\left\|\Delta_{h}^{(2)} Q\right\|_{L_{1}}+2|h| \cdot\left\|\phi^{\prime}\right\|_{L_{\infty}} \cdot\left\|\Delta_{h} Q\right\|_{L_{1}}+3 h^{2}\left\|\phi^{\prime \prime}\right\|_{L_{\infty}} \cdot\|Q\|_{L_{1}} .
$$

Since

$$
\left\|\Delta_{h}^{(2)} Q\right\|_{L_{1}} \leq\|Q\|_{B_{1 \infty}^{1+\varepsilon}}|h|^{1+\varepsilon}, \quad\left\|\Delta_{h} Q\right\|_{L_{1}} \leq\|Q\|_{B_{1 \infty}^{\varepsilon}}^{\varepsilon} \cdot|h|^{\varepsilon} \leq C(\varepsilon)\|Q\|_{B_{1 \infty}^{1+\varepsilon}}^{1+} \cdot|h|^{\varepsilon}
$$

then for $|h| \leq 1$ we have

$$
\left\|\Delta_{h}^{(2)}(\phi Q)\right\|_{L_{1}} \leq\left(\|\phi\|_{L_{\infty}}+2 C(\varepsilon)\left\|\phi^{\prime}\right\|_{L_{\infty}}+3\left\|\phi^{\prime \prime}\right\| \|_{L_{\infty}}\right) \cdot\|Q\|_{B_{1 \infty}^{1+\varepsilon}}|h|^{1+\varepsilon}
$$

This completes the proof.
Corollary A1. For $r>0$, let $\psi \in C^{\lfloor r\rfloor+1}$ be chosen so that

$$
\max _{n=0,1, \ldots,\lfloor r\rfloor+1}\left\|D^{n} \Psi\right\|_{L_{\infty}}<\infty .
$$

Then there exists a constant $C=C(r, \psi)$ such that $\|\psi F\|_{b_{1 \infty}^{r}} \leq C\|F\|_{B_{1 \infty}^{r}}$ for each $F \in B_{1 \infty}^{r}(\mathbb{R})$.
Since

$$
\|\psi F\|_{b_{1 \infty}^{r}}=\sup _{h:|h| \leq 1} \frac{1}{|h|^{1+\varepsilon}} \cdot\left\|\Delta_{h}^{(2)}(\psi F)^{(l)}\right\|_{L_{1}},
$$

where $l=\lfloor r\rfloor-1$, and $\varepsilon=r-\lfloor r\rfloor$, it is sufficient to show that

$$
\left\|\Delta_{h}^{(2)}(\psi F)^{(l)}\right\|_{L_{1}} \leq C(r, \psi)\|F\|_{B_{1 \infty}^{r}} \cdot|h|^{1+\varepsilon} .
$$

Indeed,

$$
\Delta_{h}^{(2)}(\psi F)^{(l)}=\sum_{n=0}^{l} C_{l}^{n} \Delta_{h}^{(2)}\left(\psi^{(n)} F^{(l-n)}\right) .
$$

For all $n(0 \leq n \leq l)$, the functions $\phi=\psi^{(n)}$ and $Q=F^{(l-n)}$ satisfy all the conditions of Lemma A2. Therefore, taking into account that $\left\|\Delta_{h}^{(2)} Q\right\|_{B_{1 \infty}^{1+\varepsilon}} \leq c(r) h^{1+\varepsilon}\|Q\|_{B_{1 \infty}^{r}}$ and using the result of Lemma A2 one completes the proof of the corollary.
Corollary A2. Let $r>0$ and $\psi \in C^{\lfloor r\rfloor+1}$ be a function with a compact support $\Delta=\operatorname{supp}\{\psi\}$. Then there exists a constant $C=C(r, \psi)$ such that $\|\psi f\|_{B_{1 \infty}^{r}(\mathbb{R})} \leq C\|f\|_{B_{1 \infty}^{r}(\Delta)}$ for each $f \in B_{1 \infty}^{r}(\Delta)$.
Indeed, let us denote by $A$ the extension operator $A: B_{1 \infty}^{r}(\Delta) \rightarrow B_{1 \infty}^{r}(\mathbb{R})$, i.e. $(A f)(x)=f(x)$ for $x \in \Delta$ and $f \in B_{1 \infty}^{r}(\Delta)$. Existence of a bounded linear extension operator is well known (e.g., see [29]). The corollary then follows from

$$
\|\psi f\|_{B_{1_{\infty}}^{r}(\mathbb{R})}=\|\psi \cdot A f\|_{B_{1 o}^{r}(\mathbb{R})} \leq C(r, \psi)\|A f\|_{B_{1 \infty}^{r}(\mathbb{R})} \leq C(r, \psi) \cdot\|A\| \cdot\|f\|_{B_{1 \infty}^{r}(\Delta)} .
$$

Below we give a result about characterization of the Besov space norms through wavelet coefficients.
For a nonnegative integer $L$ we denote by $\mathcal{R}^{L}$ the class of $(L+1)$-times continuously differentiable functions $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfying the following conditions:

$$
\begin{equation*}
\int_{\mathbb{R}} x^{n} f(x) d x=0, \quad \text { for } \quad n=0,1,2, \ldots, L \tag{8.7}
\end{equation*}
$$

$$
\begin{equation*}
\exists \gamma>0, C>0 \quad \text { such that } \quad \left\lvert\, f(x) \leq \frac{C}{(1+|x|)^{2+L+\gamma}} \quad \forall x \in \mathbb{R}\right. \tag{8.8}
\end{equation*}
$$

$$
\begin{equation*}
\exists \varepsilon>0, C_{1}>0 \quad \text { such that } \quad \max _{1 \leq n \leq L+1}\left|D^{n} f(x)\right| \leq \frac{C}{(1+|x|)^{1+\varepsilon}} \quad \forall x \in \mathbb{R} \tag{8.9}
\end{equation*}
$$

It is known(e.g., see, [26], [16], [41]), that under the assumption $\psi \in \mathcal{R}^{\lfloor s\rfloor}$ on a wavelet function $\psi$, the norm $\|f\|_{B_{p q}^{s}}$ in Besov's space $B_{p q}^{s}(R), 1 \leq p, q \leq \infty, s>0$ can be equivalently defined through the wavelet coefficients $\beta_{m j}(f)=\int_{\mathbb{R}} f(x) \psi_{m j}(x) d x, m, j \in \mathbb{Z}$, where $\psi_{m j}(x)=2^{m / 2} \psi\left(2^{m} x-j\right)$. Namely, let us introduce the norm $\|\cdot\|_{B_{p q}^{s}}^{(\Psi)}$ by

$$
\begin{aligned}
\|f\|_{B_{p q}}^{(\psi)}= & \|f\|_{L_{p}}+ \\
& \left\{\sum_{m=-\infty}^{\infty}\left[\sum_{j=-\infty}^{\infty}\left(\left|\beta_{m j}(f)\right| \cdot 2^{m\left(s+\frac{1}{2}-\frac{1}{p}\right)}\right)^{p}\right]^{q / p}\right\}^{1 / q}(1 \leq q<\infty), \\
\|f\|_{B_{p \infty}}^{(\psi)} & =\|f\|_{L_{\infty}}+\sup _{m \in \mathbb{Z}}\left[\sum_{j=-\infty}^{\infty}\left(\left|\beta_{m j}(f)\right| \cdot 2^{m\left(s+\frac{1}{2}-\frac{1}{p}\right)}\right)^{p}\right]^{1 / p}
\end{aligned}
$$

Then there exist constants $C_{1}=C_{1}(p, q, s, \psi)>0, C_{2}=C_{2}(p, q, s, \psi)>0$ such that

$$
\begin{equation*}
C_{1} \cdot\|f\|_{B_{p q}^{s}}^{(\Psi)} \leq\|f\|_{B_{p q}^{s}} \leq C_{2} \cdot\|f\|_{B_{p q}^{s}}^{(\Psi)} \quad \forall f \in B_{p q}^{s}(\mathbb{R}) . \tag{8.10}
\end{equation*}
$$

As an immediate consequence of the last inequality we arrive at
Corollary A3. For $s>0$, let $\psi$ be an orthonormal wavelet function satisfying the condition $\psi \in \mathcal{R}^{\lfloor s\rfloor}$. Then there exists a constant $C=C(p, q, s, \psi)$ such that for each $f \in B_{p q}^{s}(R)$

$$
\begin{equation*}
\left(\sum_{j=-\infty}^{\infty}\left|\beta_{m j}(f)\right|^{p}\right)^{1 / p} \leq C \cdot 2^{-m\left(s+\frac{1}{2}-\frac{1}{p}\right)} \cdot\|f\|_{B_{p q}^{s}} \tag{8.11}
\end{equation*}
$$
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