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Abstract We present in this paper numerical studies of higher order variational time stepping schemes com-
bined with finite element methods for simulations of the evolutionary Navier-Stokes equations. In particular,
conforming inf-sup stable pairs of finite element spaces for approximating velocity and pressure are used
as spatial discretization while continuous Galerkin–Petrov methods (cGP) and discontinuous Galerkin (dG)
methods are applied as higher order variational time discretizations. Numerical results for the well-known
problem of incompressible flows around a circle will be presented.

1 Introduction

The flow of incompressible fluids is described by the time-dependent, incompressible Navier–Stokes equa-
tions. In order to solve them numerically, one has to discretize in space and time. Often the method of lines
is applied where the problem is discretized in space first while the time remains continuous. This technique
leads to a large system of ordinary differential equations which can be solved by suitable ODE solvers. Note
that the resulting system of ODE is nonlinear due to the nonlinear convection term in the Navier–Stokes
equations.

We will consider continuous Galerkin–Petrov and discontinuous Galerkin methods as higher order varia-
tional time discretizations. In continuous Galerkin–Petrov (cGP) methods, the ansatz functions are continu-
ous in time while the discontinuous test functions allow a time marching process. In discontinuous Galerkin
(dG) schemes, ansatz and test functions are from the space and allowed to be discontinuous at the discrete
time points. Hence, a time marching process is possible as well. The cGP method has been studied in [1] for
the heat equation. Theoretical and numerical investigations of higher order variational time discretizations
applied to different type of incompressible flow problems can be found in [2–6]. Note that cGP methods are
A-stable whereas dG methods are even strongly A-stable which might lead to different damping properties
with respect to high frequency error components. We refer to [7] for more information on dG methods.

The inf-sup condition plays a fundamental role for solving incompressible flow problems without addi-
tional pressure stabilization. Using inf-sup stable pairs of finite element space for approximation velocity
and pressure is guided by the observation that flow problems are often part of coupled problems of flow
and transport where mass conservation depends crucially on the properties of the discrete velocity, see [8].
Since the property of a velocity field being discretely divergence-free is disturbed by pressure stabilization,
the use of inf-sup stable discretizations is favorable.

We will describe in this paper the discretization of the evolutionary Navier–Stokes equations in space
by inf-sup stable finite element pairs for approximating velocity and pressure together with higher order
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variational time stepping schemes using continuous Galerkin–Petrov and discontinuous Galerkin methods.
In addition, a post-processing technique given in [9] for systems of ordinary differential equations is adapted
in order to improve the accuracy of the numerical solution. The proposed solution strategy will be applied
to the well-know benchmark problem of an incompressible flow around a circle.

The remainder of this paper is organized as follows. Section 2 introduces the evolutionary, incompress-
ible Navier–Stokes equations and their finite element discretizations. Variational time discretizations by
continuous Galerkin–Petrov and discontinuous Galerkin methods are described in Section 3 where also the
post-processing techniques is given. Numerical results for the benchmark problem ”flow around a circle”
will be given in Section 4.

2 Model problem and its finite element discretization

Let Ω ⊂ Rd , d ∈ {2,3}, be a Lipschitz domain with polyhedral boundary ∂Ω and T > 0 a finite time. The
motion of incompressible fluids is modeled by the time-dependent, incompressible Navier–Stokes equations
which in dimensionless form are defined by

u′−ν∆u+(u ·∇)u+∇p = f in (0,T ]×Ω ,

∇ ·u = 0 in (0,T ]×Ω .
(1)

Here, f is a given body force, ν the viscosity, u and p denote the velocity and pressure fields, respectively.
The partial differential equations in (1) have to be closed by appropriate initial and boundary conditions.
For simplicity, we consider homogeneous Dirichlet boundary conditions on [0,T ]×∂Ω and a given initial
velocity field u0 in Ω .

We introduce the spaces V = H1
0 (Ω)d , Q = L2

0(Ω), and W = {v ∈ L2(0,T ;V) : v′ ∈ L2(0,T ;V′)} with
V′ = H−1(Ω)d as dual space of V.

Assuming f ∈ L2
(
0,T ;L2(Ω)d

)
, a variational formulation of problem (1) reads:

Find u ∈W and p ∈ L2(0,T ;Q) such that u(0) = u0 and for almost all t ∈ (0,T )

〈u′(t),v〉+ν(∇u(t),∇v)+((u(t) ·∇)u(t),v)− (p(t),∇ ·v) = (f(t),v) ∀v ∈ V,

(q,div u) = 0 ∀q ∈ Q.
(2)

Note that 〈·, ·〉 denote the duality pairing between V and V′ while (·, ·) is the inner product in L2(Ω) and its
vector-valued and tensor-valued versions. The corresponding L2-norm is given by ‖ ·‖0 while | · |m indicates
the semi-norm in Hm(Ω) and its vector-valued version.

For finite element discretizations of (2), we are given a family {Th} of shape-regular decomposition of
Ω into d-simplices, quadrilaterals, or hexahedra. The diameter of a cell K is denoted by hK and the mesh
size h is defined by h := max

K∈Th
hK .

We consider pairs of conforming finite element spaces Vh ⊂ V and Qh ⊂ Q for approximation velocity
and pressure where we assume that Vh = Y d

h with a scalar finite element space Yh. The unique solvability
of the system arising from the discretization and linearization of (2) in space requires to satisfy the inf-sup
stability condition

inf
qh∈Qh

sup
vh∈Vh

(qh,∇ ·vh)

‖qh‖0|vh|1,h
≥ β > 0. (3)

Then, the finite element discretization of (2) reads:

Find uh ∈ H1(0,T ;Vh) and ph ∈ L2(0,T ;Qh) such that with uh(0) = u0,h and for almost all t ∈ (0,T )

(u′h(t),vh)+A(uh(t),(uh(t), ph(t)),(vh,qh)) = (f(t),vh) ∀(vh,qh) ∈ Vh×Qh (4)

where u0,h ∈ Vh is a suitable approximation of the initial velocity u0 and A is defined by

A(w,(u, p),(v,q)) = ν(∇u,∇v)+((w ·∇)u,v)− (p,∇ ·v)+(q,∇ ·u)

Note that A is linear in its second and third argument while the problem (4) is nonlinear.
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3 Variational time-stepping schemes

In this section, we discretize problem (4) in time by continuous Galerkin–Petrov (cGP) and discontinuous
Galerkin (dG) methods. To this end, we consider a partition 0 = t0 < t1 < .. . < tN = T of the time interval
I := [0,T ] and set In :=(tn−1, tn], τn = tn−tn−1, n= 1, . . . ,N, and τ :=max1≤n≤N τn. For a given non-negative
integer k, we define the time-continuous and time-discontinuous velocity spaces

Xc
k :=

{
u ∈C(0,T ;Vh) : u|In ∈ Pk(In,Vh),n = 1, . . . ,N

}
,

Xdc
k :=

{
u ∈ L2(0,T ;Vh) : u|In ∈ Pk(In,Vh),n = 1, . . . ,N

}

and time-continuous and time-discontinuous pressure spaces

Y c
k :=

{
q ∈C(0,T ;Qh) : q|In ∈ Pk(In,Qh),n = 1, . . . ,N

}
,

Y dc
k :=

{
q ∈ L2(0,T ;Qh) : q|In ∈ Pk(In,Qh),n = 1, . . . ,N

}

where

Pk(In,Wh) :=
{

u : In→Wh : u(t) =
k

∑
i=0

Uit i, t ∈ In,Ui ∈Wh, i = 0, . . . ,k
}

denotes the space of Wh-valued polynomials of degree less than or equal to k in time. The function in the
spaces Xdc

k and Y dc
k are allowed to be discontinuous at the nodes tn, n = 1, . . . ,N−1. For a piecewise smooth

function w, let
w−n := lim

t→tn−0
w(t), w+

n := lim
t→tn+0

w(t), [w]n := w+
n −w−n

denote the left-sided value, the right-sided value, and the jump, respectively.

3.1 The continuous Galerkin-Petrov method

In this section, we discretize the semi-discrete problem (4) in time by cGP methods to obtain a fully discrete
formulation of (2). Now, the cGP(k) method reads:

Find uh,τ ∈ Xc
k and ph,τ ∈ Y c

k such that uh(0) = u0,h and

∫ T

0

[
(u′h,τ ,vh,τ)+A

(
uh,τ ,(uh,τ , ph,τ),(vh,τ ,qh,τ)

)]
=
∫ T

0
(f,vh,τ) ∀vh,τ ∈ Xdc

k−1,∀qh,τ ∈ Y dc
k−1 (5)

where the index h,τ refers to the full discretization in space and time, respectively.
Since the test functions are allowed to be discontinuous at the discrete time points tn, n = 1, . . . ,N− 1,

we can choose the test function (vh,τ ,qh,τ) = (vh,qh)ψ(t) with time independent (vh,qh) ∈ Vh×Qh and a
scalar function ψ : In→R which is zero on I \ In and a polynomial of degree less than or equal to k−1 on In.
Then, the solution of the cGP(k) method can be determined by successively solving a single local problem
on each time interval.

The fully discrete time marching scheme associated to (5) reads:

Find uh,τ
∣∣
In
∈ Pk(In,Vh) and ph,τ

∣∣
In
∈ Pk(In,Qh) such that for all ψ ∈ Pk−1(In)

∫

In

[
(u′h,τ ,vh)+A

(
uh,τ ,(uh,τ , ph,τ),(vh,qh)

)]
ψ(t) =

∫ T

0
(f,vh)ψ(t) ∀(vh,qh) ∈ Vh×Qh

with uh,τ
∣∣
I1
(t0) = u0,h and uh,τ

∣∣
In
(tn−1) = uh,τ

∣∣
In−1

(tn−1) for n≥ 2.
We apply for the numerical integration of the time integrals the Gauß-Lobatto quadrature rule with (k+1)

points. This formula is exact for polynomials of degree less than or equal to 2k−1. Let t̂ j and ŵ j, j = 0, . . . ,k,
be the Gauß-Lobatto points and the corresponding quadrature weights on [−1,1], respectively. Furthermore,
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we denote by φ̂ j ∈ Pk, j = 0, . . . ,k, and ψ̂ j ∈ Pk−1, j = 1, . . . ,k, the Lagrange basis function with respect
to t̂ j, j = 0, . . . ,k, and t̂ j, j = 1, . . . ,k, respectively. The time polynomials φn, j ∈ Pk(In), j = 0, . . . ,k, and
ψn, j ∈ Pk−1(In), j = 1, . . . ,k, are defined by

φn, j(t) := φ̂ j
(
T−1

n (t)
)

and ψn, j(t) := ψ̂ j
(
T−1

n (t)
)

with the affine reference transformation

Tn : [−1,1]→ In, t̂ 7→ tn−1 +
τn

2
(t̂ +1), (6)

see [9].
Since the restrictions of uh,τ and ph,τ to the interval In are Vh-valued and Qh-valued polynomials of

degree less than or equal to k , they can be represented as

uh,τ
∣∣
In
=

k

∑
j=0

U j
n,hφ j

n,h(t), ph,τ
∣∣
In
=

k

∑
j=0

P j
n,hφ j

n,h(t), t ∈ In,

with coefficients U j
n,h ∈ Vh and P j

n,h ∈ Qh, j = 0, . . . ,k. The particular ansatz ensures

uh,τ(tn, j) =U j
n,h, ph,τ(tn, j) = P j

n,h, j = 0, . . . ,k,

where tn, j := Tn(t̂ j), j = 0, . . . ,k. Since tn,0 = tn−1 and tn,k = tn hold, the initial conditions on the intervals
In, n = 1, . . . ,N, are equivalent to the conditions

U0
1,h = u0,h, and U0

n,h = uh,τ
∣∣
In
(tn−1) =Uk

n−1,h if n≥ 2.

Using the properties of the basis functions in time, we obtain the following coupled system of nonlinear
equations:

For U0
1,h = u0,h and U0

n,h =Uk
n−1,h if n≥ 2, find the coefficients U j

n,h ∈Vh and P j
n,h, j = 1, . . . ,k, such that

k

∑
j=0

αc
i, j

(
U j

n,h,vh

)
+

τn

2
A
(
U i

n,h,(U
i
n,h,P

i
n,h),(vh,qh)

)
=

τn

2
{
(f(tn,i),vh)+β c

i (f(tn−1),vh)
}

(7)

for i = 1, . . . ,k, for all vh ∈ Vh, and for all qh ∈ Qh, where αc
i, j and β c

i are defined by

αc
i, j := φ̂ ′j(t̂i)+β c

i φ̂ ′j(t̂0), β c
i := ŵ0ψ̂i(t̂0), i = 1, . . . ,k, j = 0, . . . ,k,

see [9].
In the following, we write (7) as a nonlinear algebraic block system. For simplicity, we restrict ourselves

to the two-dimensional case. The three-dimensional case is obtained in a straightforward manner.
Let {φi ∈ Yh, i = 1, . . . ,mh} be a finite element basis of Yh and ξ j

n,1,ξ
j
n,2 ∈ R2mh denote the nodal vectors

associated to the components of the finite element function U j
n,h ∈ Vh such that

U j
n,h(x) =

2

∑
l=1

(
mh

∑
ν=1

(
ξ j

n,l

)
ν

φν(x)

)
el , x ∈Ω ,

where e1,e2 ∈ R2 are the canonical unit vectors. Similarly for the pressure, let {ψi ∈ Qh, i = 1, . . . ,nh},
denote a finite element basis of Qh and η j

n the nodal vector of P j
n,h ∈ Qh such that

P j
n,h(x) =

mh

∑
ν=1

(
η j

n
)

ν ψν(x), x ∈Ω .

Furthermore, the mass matrix M ∈Rmh×mh , the matrix A ∈Rmh×mh , the velocity-pressure coupling matrices
Bi ∈ Rnh×mh , and the right-hand side vectors F j

n,i ∈ Rmh , i = 1,2, are given by
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(M)s,k := (φk,φs), (A)s,k := ν(∇φk,∇φs),

(Bi)s,k :=−
(
ψs,∇ · (φkei)

)
, (F j

n,i)k :=
(

f (tn, j),φkei) , i = 1,2.

For a given discrete velocity field wh ∈Vh and its nodal vector w ∈R2mh , the matrix representation N(w) ∈
Rmh×mh of the nonlinear term is defined by

(
N(w)

)
s,k :=

((
w ·∇

)
φk,φs

)
. (8)

We define the block matrices

M =




M 0 0
0 M 0
0 0 0


 , A =




A+N(w) 0 BT
1

0 A+N(w) BT
2

B1 B2 0


 , (9)

and the block vectors

F j
n =




F j
n,1

F j
n,2
0


 , ζ j

n =




ξ j
n,1

ξ j
n,2

η j
n


 . (10)

Then, the fully discrete problem (7) on In is equivalent to the nonlinear k× k block system:

Find ζ j
n ∈ R2mh+nh , j = 1, . . . ,k, such that

k

∑
j=0

M ζ j
n +

τn

2
A ζ i

n =
τn

2

{
F i

n +β c
i
(
F0

n −A ζ 0
n
)}

, i = 1, . . . ,k. (11)

3.2 The discontinuous Galerkin method

The discontinuous Galerkin (dG) method applied to (4) leads to the following problem in In:

Given u−n with u−1 = u0,h, find uh,τ
∣∣
In
∈ Pk(In,Vh) and ph,τ

∣∣
In
∈ Pk(In,Qh) such that for all ψ ∈ Pk(In)

∫

In

[(
u′h,τ ,vh,τ

)
+A

(
uh,τ ,(uh,τ , ph,τ),(vh,qh)

)]
ψ(t)+

(
[uh,τ ]n,v+n−1

)
ψ(tn−1) =

∫

In

(
f,vh,τ

)
ψ(t)

for all vh ∈ Vh and all qh ∈ Qh. Here, the right-sided Gauß-Radau quadrature formula with (k+ 1) points
is applied to evaluate the time integrals numerically. Note that this quadrature rule is exact for polynomials
of degree less than or equal to 2k. Let t̂ j and ŵ j, j = 1, . . . ,k+ 1, denote the points and weights for this
quadrature formula on [−1,1], respectively.

Since uh,τ and ph,τ restricted to the interval In are Vh-valued and Qh-valued polynomials of degree less
than or equal to k , they can be represented as

uh,τ
∣∣
In
(t) =

k+1

∑
j=1

U j
n,hφ j

n,h(t), ph,τ
∣∣
In
(t) =

k+1

∑
j=1

P j
n,hφ j

n,h(t)

with U j
n,h ∈ Vh and P j

n,h ∈ Qh, j = 1, . . . ,k+1. Following [2], one obtains the following coupled system of
nonlinear equations:

Given U0
n,h = u0,h for n = 1 and U0

n,h = Uk+1
n−1 for n ≥ 2, find the coefficients

(
U j

n,h,P
j

n,h

)
∈ Vh×Qh,

j = 1, . . . ,k+1, such that

k+1

∑
j=1

αd
i, j

(
U j

n,h,vh

)
+

τn

2
A
(
U i

n,h,(U
i
n,h,P

i
n,h),(vh,qh)

)
= βi

(
U0

n,h,vh
)
+

τn

2
(f(tn,i),vh) (12)

for i = 1, . . . ,k+1 and for all (vh,qh) ∈ (Vh,Qh) where
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αd
i, j := φ̂ ′j +β d

i φ̂ j(−1), β d
i :=

1
ŵi

φ̂i(−1).

Similarly as for cGP, problem (12) on In results in the (k+1)× (k+1) nonlinear algebraic block system:

Find ζ j
n ∈ R2mh+nh for j = 1, . . . ,k+1 such that

k+1

∑
j=1

αd
i, jM ζ j

n +
τn

2
Aζ i

n = β d
i M ζ 0

n +
τn

2
F i

n. (13)

After solving this system, we enter the next time interval and set the initial value of the time interval In+1 to
ζ 0

n+1 := ζ k+1
n .

3.3 Post-processing

In [9], a simple post-processing for systems of ordinary differential equations was presented which was ex-
tended to time-dependent convection-diffusion-reaction equations in [10] and to transient Stokes problems
in [2]. This simple post-processing allows to construct numerical approximations being in integral-based
norms at least one order better than the originally obtained numerical solution provided that the exact solu-
tion is sufficiently smooth in time.

We will generalize the idea to the Navier-Stokes equations. Let uh,τ and ph,τ denote the solution of either
cGP(k) or dG(k). The post-processed solution

(
Πuh,τ ,Π ph,τ

)
on the time interval In is given by

(Πuh,τ)(t) = uh,τ(t)+gnζn(t), (Π ph,τ)(t) = ph,τ(t)+dnζ ′n(t), t ∈ In,

where gn ∈ Vh and dn ∈ Qh are finite element functions and

ζn(t) =
τn

2
ζ̂ (t̂), t̂ := T−1

n (t),

with Tn from (6). For cGP(k), the polynomial ζ̂ ∈ Pk+1 vanishes in all Gauß-Lobatto points while the
polynomial ζ̂ ∈ Pk+1 for dG(k) vanishes in all Gauß-Radau points. In both cases, it is scaled such that
ζ̂ ′(1) = 1. The nodal vectors γn,1 ∈ Rmh , γn,2 ∈ Rmh of the finite element function gn ∈ Vh and the nodal
vector δn ∈ Rnh of the finite element function dn ∈ Qh are the solution of the saddle-point problem




M 0 BT
1

0 M BT
2

B1 B2 0






γn,1
γn,2
δ n


=




Fe
n,1

Fe
n,2
0


−




A+N(ξn) 0 BT
1

0 A+N(ξn) BT
2

B1 B2 0






ξ e
n,1

ξ e
n,2

ηe
n


−




M 0 0
0 M 0
0 0 0






χe
n,1

χe
n,2
0


 (14)

where χe
n,1, χe

n,2 ∈ Rmh denote the nodal representation of u′h,τ(tn) ∈Vh while ξ e
n = (ξ e

n,1,ξ
e
n,2)

T and ηe
n are

the nodal vectors for uh,τ(tn) and ph,τ , respectively. The matrices are given in (8) and (9).
It has been shown in [9] for systems of ordinary equations that the post-processed solution Πuh,τ(t)

can be interpreted as the solution of a time stepping scheme with ansatz order k+ 1. The extension to the
transient Stokes problems and transient Oseen problems can be found in [2] and [11]. It has been shown
numerically that the simple post-processing leads to solutions which show at the discrete time points a
super-convergence of order 2k (cGP(k)) and 2k+ 1 (dG(k)) for both velocity and pressure. Note that the
post-processing requires, even for the Navier–Stokes equations, just the solution of a linear saddle point
system. The post-processing for the three-dimensional case is obtained in the obvious way.
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4 Numerical results

This section is devoted to an example which illustrates accuracy and performance of combinations of inf-
sup stable spatial discretizations with higher order variational time discretization schemes. All computations
used the finite element code MooNMD [12].

We consider the well-known benchmark problem of the flow around a circle defined in [13]. The geom-
etry and the initial grid (level 0) are given in Fig. 1.

Fig. 1 Domain (top) and initial mesh (bottom) of the test problem.

The Navier-Stokes equations (1) are considered with source term f = 0, viscosity ν = 10−3, and the final
time T = 8. The inflow and outflow boundary conditions are prescribed by

u(t;0,y) = u(t;2.2,y) =
1

0.412 sin
(πt

8

)(6y(0.41− y)
0

)
, 0≤ y≤ 0.41,

while no-slip conditions are applied on all other boundaries. The diameter of the cylinder is L = 0.1 and the
mean inflow velocity is U(t) = sin(πt/8) such that Umax = 1. The density of the fluid is ρ = 1. Hence, the
Reynolds number of this flow is Re = 100.

Important quantities of interest in this example are the drag coefficient cd at the circle and the lift coeffi-
cient cl at the circle which are defined by

cd(t) :=
2

ρLU2
max

∫

S

(
ρν

∂utS(t)
∂n

ny− p(t)nx

)
dS,

cl(t) :=− 2
ρLU2

max

∫

S

(
ρν

∂utS(t)
∂n

nx + p(t)ny

)
dS,

where n = (nx,ny)
T is the unit normal vector on S directing into Ω , tS = (ny,−nx)

T the unit tangential
vector and utS := u · tS the tangential velocity along the circle. Using integration by parts and the weak
formulation (4) of the Navier–Stokes equations, we get

cd(t) =−20
{
(ut ,vd)+ν(∇u,∇vd)+

(
(u ·∇)u,vd

)
− (p,∇ ·vd)

}

for any function vd ∈
(
H1(Ω)

)2 with (vd)
∣∣
S = (1,0)T and vd = (0,0)T on all other boundaries. Similarly,

the lift coefficient can be obtained by

cl(t) =−20
{
(ut ,vl)+ν(∇u,∇vl)+

(
(u ·∇)u,vl

)
− (p,∇ ·vl)

}

with any vl ∈
(
H1(Ω)

)2 as a test function such that vl
∣∣
S = (0,1)T and vl = (0,0)T on all other boundaries.

The third benchmark parameter is the pressure difference between the front and the back of the circle,
given by

∆ p(t) = p(t;0.15,0.2)− p(t;0.25,0.2).
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The Navier-Stokes equations were discretized in space with the inf-sup stable pairs Q2/Pdisc
1 and Q3/Pdisc

2
on quadrilateral meshes. They are obtained from the coarsest mesh (level 0) given in Fig. 1 by regular refine-
ment with boundary adaption to take the curved boundary at the circle into consideration. The computations
were performed on mesh level 4. This results in 107,712 degrees of freedom for the velocity and 39,936
pressure degrees of freedom for Q2/Pdisc

1 while there are 241,440 velocity degrees of freedom and 79,872
pressure degrees of freedom for Q3/Pdisc

2 . The temporal discretizations cGP(k+ 1) and dG(k) lead both to
a single (k+ 1)× (k+ 1) block system of nonlinear equations in each time step. The computations were
performed with the time step lengths τ = 0.02×2− j, j = 1, . . . ,4. The nonlinearity is resolved by a Picard it-
eration (fixed point iteration) and the resulting linear systems were solved by a flexible GMRES method [14]
where coupled multigrid methods with Vanka-type smoothers were used as preconditioner.

The accuracy is measured with respect to the reference values

(tref
d,max,c

ref
d,max) = (3.93625,2.950921575), (tref

l,max,c
ref
l,max) = (5.693125,0.47795), ∆ pref(8) =−0.1116

given in [15] where tref
d,max and tref

l,max denote the times at which drag and lift coefficients achieve their maximal
values cref

d,max and cl,maxref , respectively. We compute the error to the reference values with respect to the drag
and lift coefficients by the distance formula

errd =
√
(tref

d,max− td,max)2 +(cref
d,max− cd,max)2, errl =

√
(tref

l,max− tl,max)2 +(cref
l,max− cl,max)2,

see [16]. The error for the pressure difference will be computed by the simple distance to the reference
value.

All numbers which will be presented in the following graphs are based on post-processed velocity and
post-processed pressure.

Results for the time stepping schemes cGP(2) and dG(1) in combination with the Q2/Pdisc
1 finite element

pair are plotted in Fig. 2. We observe from the simulations that the behavior concerning the accuracy and
efficiency is different for different quantities of interest. For the drag coefficient, the best result for both time
discretization methods can be obtained by using the time step length τ = 0.00125. For the lift coefficient,
dG(1) needs a smaller time step length than cGP(2), see the left plot in Fig. 2. However, the results for the
pressure difference are almost independent of the time step length. Comparing the results for both methods,
cGP(2) shows the best combination of efficiency and accuracy.

0 1 2 3

10−5

10−3

10−1

time step

di
ff

er
en

ce
to

re
fe

re
nc

e
va

lu
es

errd
errl
err∆P

0 1 2 3

10−5

10−3

10−1

time step

di
ff

er
en

ce
to

re
fe

re
nc

e
va

lu
es

errd
errl
err∆P

Fig. 2 Difference to the reference values vs the time step lengths for the cGP(2) (left) and dG(1) (right) methods combined
with the finite element pair Q2/Pdisc

1 .

In Figure 3, the differences to reference values for the combination of cGP(3) and dG(2) with the pair
Q3/Pdisc

2 are plotted. Similar conclusions can be made as for the combination of cGP(2) and dG(1) with the
pair Q2/Pdisc

1 if the drag coefficient is of main interest. However, both time discretization methods perform
similar for the lift coefficient and pressure difference. Moreover, it is observed that the time error is dominant
in the computations of the error of the lift coefficient. This can be seen in Fig. 4 where the difference to the
reference time tref

l,max and value cref
l,max are plotted.
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Fig. 3 Difference to the reference values vs the time step lengths for the cGP(3) (left) and dG(2) (right) methods combined
with the finite element pair Q3/Pdisc

2 .
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Fig. 4 Difference to the reference maximum time and lift values vs the time step lengths for the cGP(3) (left) and dG(2) (right)
methods combined with the finite element pair Q3/Pdisc

2 .

Fig. 5 shows for the four considered combinations of spatial and temporal discretizations the drag and
lift coefficients as well as the pressure difference as a function of time. The corresponding reference curves
from [15] are also given in all plots. If the drag coefficient and pressure difference are of concern, all
methods produce similarly accurate results. Considering the accuracy of the lift coefficient, the situation
is considerably more delicate. The higher order methods cGP(3) and dG(2), both in combination with the
higher order pair Q3/Pdisc

2 as spatial discretization, generate values which are closer to the reference data
than the results obtained for cGP(2) and dG(1), both together with Q2/Pdisc

1 as discretization in space. This
can be seen in a zoom of the lift coefficient around (tref

l,max,c
ref
l,max), shown in the right bottom picture of

Fig. 5. The results of the four discretizations suggest that the behavior of the lift coefficient is much more
influenced by the spatial discretization than the variational time discretization.
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