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#### Abstract

The accurate and efficient discretization of singularly perturbed advectiondiffusion equations on arbitrary 2D and 3D domains remains an open problem. An interesting approach to tackle this problem is the complete flux scheme (CFS) proposed by G. D. Thiart and further investigated by J. ten Thije Boonkkamp. For the CFS, uniform second order convergence has been proven on structured grids. We extend a version of the CFS to unstructured grids for a steady singularly perturbed advection-diffusion equation. By construction, the novel finite volume scheme is nodally exact in 1D for piecewise constant source terms. This property allows to use elegant continuous arguments in order to prove uniform second order convergence on unstructured one-dimensional grids. Numerical results verify the predicted bounds and suggest that by aligning the finite volume grid along the velocity field uniform second order convergence can be obtained in higher space dimensions as well.


## 1 Introduction

Singularly perturbed advection-dominated diffusion problems are extremely challenging to solve numerically $[14,12,19,13]$. Often stabilization techniques are employed to handle numerical instabilities like upwind or streamline upwind Petrov-Galerkin schemes [14, 2]. Especially useful are those schemes for which one can prove uniform and robust convergence in the discrete maximum norm such that the estimate does not depend on the perturbation parameter. To achieve robustness, only given data of the problem should enter the error estimate, avoiding derivatives of the (unknown) solution that would blow up in boundary layers thus making the error estimate practically worthless for singularly perturbed problems. For example, the famous Il'in-Allen-Southwell (IAS) scheme yields uniform first order convergence in the discrete maximum norm on structured meshes [14]. But there are also robust higher order schemes. The El-Mistikawy-Werle scheme, for instance, converges uniformly with second order on structured grids [14, 21]. Another uniform second order method on structured grids was proposed and analyzed in [20]. It uses a Petrov-Galerkin finite element framework. Such robust numerical methods are highly relevant
for many applications but seem to be analyzed mainly in the framework of finite difference methods on structured grids.

However, from an practical point of view, discretization schemes must yield satisfying results on unstructured and even anisotropic 2D and 3D grids. Therefore, the Voronoï finite volume method in combination with the robust ScharfetterGummel scheme - which is just a finite volume variant of the IAS scheme - has become the main tool for solving the van Roosbroeck drift-diffusion equations in semiconductor device simulations $[5,15,1,7,3,24]$. Mesh generators for complicated 2D [16] and 3D [17] domains exist, which allow to construct unstructured Delaunay-Voronoï meshes, though anisotropic meshes in 3D remain a challenge. It is worth pointing out that there are also finite element based simulation tools which take into account the multiscale nature of optoelectronic devices [11].

An interesting attempt to construct uniformly convergent second order finite volume schemes for applications to semiconductor devices and plasma physics was undertaken by the group of J. ten Thije Boonkkamp. In a series of papers $[8,25,23,9]$, he and his coworkers have considerably extended a uniformly convergent second order finite difference scheme originally used by G. D. Thiart [22]. In [25], for the first time this approach was called complete flux scheme (CFS). This name is due to the fact that their finite volume flux approximation adds a potential source term contribution to the well-known Scharfetter-Gummel flux of the differential operator.

However, to the best of our knowledge J. ten Thije Boonkkamp and coworkers have not extended their scheme to unstructured meshes. Therefore, the main goal of this paper is to study the convergence of a practical version of the CFS (interpreted as a Voronoï finite volume method) to unstructured meshes. In order to simplify our arguments, we will restrict our contribution to the case of a constant velocity field. In this case, the stiffness matrix of the scheme is just the well-known Scharfetter-Gummel matrix, which is an M-Matrix and invertible [6]. For more general velocity fields, a CFS on unstructured grids will lead to stiffness matrices whose invertibility still has to be investigated.

We make an adjustment to the CFS which is very useful from a practical point of view. The source term is usually only known discretely at each grid point (which is the case for systems of reaction-advection-diffusion equations). Hence, it is reasonable (and simple!) to assume that the source term is constant on each control volume. This implies that the source term jumps at the interface of two cells. For such a piecewise constant source term, we will derive the total numerical flux in the sense of J. ten Thije Boonkkamp. In particular, this implies that for piecewise constant source terms, the derived finite volume scheme is nodally exact in 1D.

In the theoretical part of our contribution, we will analyze the complete flux scheme on (completely) unstructured one-dimensional grids and prove uniform second order convergence. The proof is not merely an extension of existing work on uniform grids based on standard finite difference techniques [9] but rather involves the Green's function of the one-dimensional advection-diffusion operator as well as uniform second order convergence of a similar scheme where the source term is not piecewise constant but piecewise linear.

Even though the proofs are carried out in 1D, we show how this scheme can be extended to higher dimensions. Numerical studies suggest that in order to keep the second order uniform convergence in 2 D , one has to use locally orthogonal grids where one direction is aligned along the advection vector. This observation
seems to be reasonable since for very small perturbation parameters, information in the advection-diffusion equations is exchanged only along given characteristics. Aligning the grid along these characteristics leads also to a discretization, where the discrete information cannot spoil the discrete solution at neighboring grid points. We point out that the locally orthogonal grids need not be completely structured. Therefore, there is good hope that automatic grid generation for such grids is feasible. We also conjecture that similar grid restrictions hold for finite element discretizations of advection-diffusion problems.

Our paper is structured as follows. After providing a brief introduction to the CFS in the following section, we prove that the CFS with constant source term on each cell converges quadratically on unstructured meshes in the third and present numerical examples which corroborate the theory in the fourth section. In the following, we denote the standard Lebesgue spaces with $L_{p}(\Omega)$. The Sobolev spaces of integrability order $p$ and smoothness $k$ shall be given by $W_{p}^{k}(\Omega)$. As often done, we set $H^{k}(\Omega):=W_{2}^{k}(\Omega)$.

## 2 Complete Flux Scheme

In this section, we give an introduction to the complete flux scheme. Consider on the unit interval $\Omega:=[0,1] \subseteq \mathbb{R}$ the advection-diffusion problem

$$
\begin{equation*}
-D u_{x x}+v u_{x}=s, \quad u(0)=u(1)=0 \tag{1}
\end{equation*}
$$

Here $D>0$ represents the diffusion constant and $v$ represents the constant velocity which we assume to be positive without loss of generality. Even though this is only a one-dimensional problem it can already become quite challenging when the diffusion constant is small compared to the velocity. The source term $s$ is a function which we assume to be in $W_{\infty}^{2}(\Omega)$, i.e. in the Sobolev space where weak derivatives up to second order lie in $L_{\infty}(\Omega)$. This specific choice will become apparent in Section 3. Also note that the whole discussion can be generalised to arbitrary intervals and it is only for notational convenience that we restrict ourselves to the unit interval.

The advection-diffusion problem (1) can be rewritten to

$$
\begin{equation*}
f_{x}=s, \quad u(0)=u(1)=0 \tag{2}
\end{equation*}
$$

where the flux function $f$ is given by

$$
\begin{equation*}
f:=-D u_{x}+v u \tag{3}
\end{equation*}
$$

Hence, a finite volume method is adequate for the numerical solution of the original advection-diffusion problem (1) as it allows to mirror numerically the continuous flux conservation property. The complete flux scheme takes into account that the above problem can be inhomogeneous.

Suppose there are $N+2$ nodes

$$
\begin{equation*}
0=x_{0}<x_{1}<\ldots<x_{N}<x_{N+1}=1 \tag{4}
\end{equation*}
$$

We then define the cell interfaces to be in the middle of two neighboring nodes, that is we set

$$
x_{j+1 / 2}:=\frac{x_{j}+x_{j+1}}{2}
$$



Figure 1: Nodes (orange), Voronoï boxes (grey) and half boxes (dark grey).
for $j=0, \ldots, N$. These points form a new grid which is commonly referred to as Voronoï mesh. The Voronoï boxes or cells are given by

$$
K_{j}:=\left[x_{j-1 / 2}, x_{j+1 / 2}\right]
$$

for $j=1, \ldots, N$. Corresponding to both boundary nodes, we introduce two half boxes

$$
K_{0}:=\left[x_{0}, x_{1 / 2}\right] \quad \text { and } \quad K_{N+1}:=\left[x_{N+1 / 2}, x_{N+1}\right] .
$$

Figure 1 gives an example for such a mesh. Furthermore, it will be useful to define for $j=0, \ldots, N+1$ the mesh parameters

$$
h_{j}:=\operatorname{vol}\left(K_{j}\right) \quad \text { and } \quad h:=\max _{0 \leq j \leq N+1}\left\{h_{j}\right\}
$$

as well as for $j=0, \ldots, N$

$$
\Delta x_{j+1 / 2}:=x_{j+1}-x_{j} \quad \text { and } \quad \Delta x:=\max _{0 \leq j \leq N} \Delta x_{j+1 / 2} .
$$

Before we go into the details of the complete flux scheme, we state now two special cases of the advection-diffusion problem (1). Since in practice one usually only knows constant samples of the source at each node, there are two natural choices for its approximation to the whole unit interval. Firstly, one can extend the sample value to the entire cell and secondly connect the samples via a linear spline interpolant.

Hence, we define two modified advection-diffusion problems. The first one is given by

$$
\begin{equation*}
-D \bar{u}_{x x}+v \bar{u}_{x}=\bar{s}, \quad \bar{u}(0)=\bar{u}(1)=0 . \tag{5}
\end{equation*}
$$

Here $\bar{s}$ is defined to be the following $\mathcal{O}(h)$ approximation of the original source term

$$
\bar{s}(x):= \begin{cases}s\left(x_{0}\right), & x \in\left[x_{0}, x_{1 / 2}\right), \\ s\left(x_{i}\right), & x \in\left[x_{i-1 / 2}, x_{i+1 / 2}\right), \\ s\left(x_{N+1}\right), & x \in\left[x_{N+1 / 2}, x_{N+1}\right],\end{cases}
$$

for $i=1, \ldots, N$, see Figure 2. In Section 3 we will present an alternative proof showing that the solution to the modified problem (5) yields an $\mathcal{O}\left(\Delta x^{2}\right)$ approximation to the solution of the original problem (1).

The second modified advection-diffusion problem is given by

$$
\begin{equation*}
-D \overline{\bar{u}}_{x x}+v \overline{\bar{u}}_{x}=\overline{\bar{s}}, \quad \overline{\bar{u}}(0)=\overline{\bar{u}}(1)=0 . \tag{6}
\end{equation*}
$$

Here $\overline{\bar{s}}$ is defined to be the following piecewise linear $\mathcal{O}\left(\Delta x^{2}\right)$ approximation of the original source term

$$
\overline{\bar{s}}(x):=s_{i+1 / 2}(x):=\frac{s\left(x_{i+1}\right)-s\left(x_{i}\right)}{\Delta x_{i+1 / 2}}\left(x-x_{i}\right)+s\left(x_{i}\right), \quad x \in\left[x_{i}, x_{i+1}\right]
$$



Figure 2: The source term $s$ and its approximations $\bar{s}$ and $\overline{\bar{s}}$.
for $i=0, \ldots, N$.
Now we turn our attention to the complete flux scheme. Following [23], the complete flux scheme is derived from a two-point boundary value problem on each interval limited by two neighboring nodes. Note, that it is possible to consider nonconstant $D$ and $v$. However, we do not pursue this here. For some still to be determined boundary values $u_{j}$ and $u_{j+1}$ we wish to solve on the interval $\left[x_{j}, x_{j+1}\right]$ the problem

$$
\begin{equation*}
f_{x}=\left(-D u_{x}+v u\right)_{x}=s, \quad u\left(x_{j}\right)=u_{j} \quad \text { and } \quad u\left(x_{j+1}\right)=u_{j+1} \tag{7}
\end{equation*}
$$

for all interior nodes, i. e. $j=1, \ldots, N$. The goal is to derive an exact expression for the flux at the cell interface $f_{j+1 / 2}:=f\left(x_{j+1 / 2}\right)$. This implies that the interface flux will not only depend on the diffusion, advection and boundary values but also on the source term. Integrating the above ODE from $x_{j+1 / 2}$ to $x \in\left[x_{j}, x_{j+1}\right]$ yields

$$
\begin{equation*}
f(x)-f_{j+1 / 2}=\int_{x_{j+1 / 2}}^{x} f_{y}(y) d y=\int_{x_{j+1 / 2}}^{x} s(y) d y=: S(x) \tag{8}
\end{equation*}
$$

Defining the Péclet number $P$ as well as the integrating factor $M(x)$

$$
P:=\frac{v}{D}, \quad M(x):=e^{-P\left(x-x_{j+1 / 2}\right)}
$$

and noting that $M_{x}=-P M$ we compute

$$
M f=-D\left(M u_{x}-M P u\right)=-D\left(M u_{x}+M_{x} u\right)=-D(M u)_{x}
$$

Now substituting the expression for $f$ obtained via (8) in the above formula gives after rearrangement

$$
M(x) f_{j+1 / 2}=-D(M(x) u(x))_{x}-M(x) S(x)
$$

From this we deduce via integration from $x_{j}$ to $x_{j+1}$ that the (exact) flux at the cell interface is given by

$$
\begin{equation*}
f_{j+1 / 2}=-D \frac{M\left(x_{j+1}\right) u_{j+1}-M\left(x_{j}\right) u_{j}}{\int_{x_{j}}^{x_{j+1}} M(x) d x}-\frac{\int_{x_{j}}^{x_{j+1}} M(x) S(x) d x}{\int_{x_{j}}^{x_{j+1}} M(x) d x} \tag{9}
\end{equation*}
$$

We define the fluxes

$$
\begin{aligned}
f_{j+1 / 2}^{h} & :=-D \frac{M\left(x_{j+1}\right) u_{j+1}-M\left(x_{j}\right) u_{j}}{\int_{x_{j}}^{x_{j+1}} M(x) d x} \\
f_{j+1 / 2}^{i} & :=-\frac{\int_{x_{j}}^{x_{j+1}} M(x) S(x) d x}{\int_{x_{j}}^{x_{j+1}} M(x) d x} .
\end{aligned}
$$

The first corresponds to the homogeneous flux, that is to problem (7) with $s=0$. Analogously, the second term reflects the inhomogeneous flux. Using the Bernoulli function

$$
B(x):=\frac{x}{e^{x}-1}
$$

we can rewrite the homogeneous flux to

$$
\begin{equation*}
f_{j+1 / 2}^{h}=-\frac{D}{\Delta x_{j+1 / 2}}\left\{B\left(P \Delta x_{j+1 / 2}\right) u_{j+1}-B\left(-P \Delta x_{j+1 / 2}\right) u_{j}\right\} . \tag{10}
\end{equation*}
$$

This is the well-known Scharfetter-Gummel scheme [15]. We can now set up a linear system to determine the unknown $u_{j}$ for $j=1, \ldots, N$. Note that as long as $s$ does not depend on the solution $u$, the inhomogeneous flux will only enter the right-hand side of this system.

By integrating $f_{x}=s$ from (7) over each interior Voronoï box, we obtain

$$
f_{j+1 / 2}-f_{j-1 / 2}=\int_{K_{j}} s d x .
$$

Substituting equations (9) and (10), we obtain the $(N+2) \times(N+2)$ linear system

$$
\left(\begin{array}{ccccc}
1 & 0 & 0 & \ldots & 0  \tag{11}\\
& & \vdots & & \\
& & a_{j}^{T} & & \\
& & \vdots & & \\
0 & 0 & 0 & \ldots & 1
\end{array}\right)\left(\begin{array}{c}
u_{0} \\
\vdots \\
u_{j} \\
\vdots \\
u_{N+1}
\end{array}\right)=\left(\begin{array}{c}
u\left(x_{0}\right) \\
\vdots \\
\int_{K_{j}} s d x-\left(f_{j+1 / 2}^{i}-f_{j-1 / 2}^{i}\right) \\
\vdots \\
u\left(x_{N+1}\right)
\end{array}\right),
$$

where $a_{j}$ is nonzero only for the indices $i=j-1, j, j+1$ and given by

$$
a_{j}=\left(\begin{array}{c}
0 \\
\vdots \\
-\frac{D}{\Delta x_{j-1 / 2}} B\left(-P_{j-1 / 2}\right) \\
D\left\{\frac{B\left(P_{j+1 / 2}\right)}{\Delta x_{j+1}}+\frac{B\left(P_{j-1 / 2)}\right)}{\Delta x_{j-1 / 2}}\right\} \\
-\frac{D_{j}}{\Delta x_{j+1 / 2}} B\left(P_{j+1 / 2}\right) \\
\vdots \\
0
\end{array}\right) \text { for } P_{j+1 / 2}=\frac{v}{D} \Delta x_{j+1 / 2} .
$$

We abbreviate the linear system with

$$
A_{\mathrm{SG}} \mathbf{u}=\mathbf{b}(s)
$$

Note that thus far the linear system (11) yields a numerical solution which exactly reproduces the flux function at each cell interface. However, it is not always feasible to obtain an analytic expression for the right-hand side since the integral of the source term is involved. Hence, we compute the inhomogeneous flux for the two previously introduced special cases.

For the advection-diffusion problem (5), we need to replace the source with a piecewise constant approximation. Setting $s_{j}:=s\left(x_{j}\right)$, we compute for the inhomogeneous flux

$$
\bar{f}_{j+1 / 2}^{i}=-\Delta x_{j+1 / 2}\left\{V\left(P \Delta x_{j+1 / 2}\right) s_{j+1}-V\left(-P \Delta x_{j+1 / 2}\right) s_{j}\right),
$$

where the function $V$ is defined as

$$
V(x):=\frac{e^{x / 2}-1-\frac{1}{2} x}{x\left(e^{x}-1\right)}
$$

It is depicted in Figure 3 and has the following properties:

$$
V(0)=1 / 8, \quad \lim _{x \rightarrow \infty} V(x)=0 \quad \text { and } \quad \lim _{x \rightarrow-\infty} V(x)=1 / 2 .
$$

This results in a right-hand side of the form

$$
\mathbf{b}(\bar{s})=\left(\begin{array}{c}
u\left(x_{0}\right)  \tag{12}\\
\vdots \\
h_{j} s_{j}-\left(\bar{f}_{j+1 / 2}^{i}-\bar{f}_{j-1 / 2}^{i}\right) \\
\vdots \\
u\left(x_{N+1}\right)
\end{array}\right) .
$$

On the other hand for problem (6) we obtain for the inhomogeneous flux

$$
\overline{\bar{f}}_{j+1 / 2}^{i}=-\Delta x_{j+1 / 2}\left\{W\left(P \Delta x_{j+1 / 2}\right) s_{j+1}-W\left(-P \Delta x_{j+1 / 2}\right) s_{j}\right)
$$

with

$$
W(x):=\frac{e^{x}-1-x-\frac{1}{2} x^{2}}{x^{2}\left(e^{x}-1\right)}-\frac{1}{8}
$$

The function is shown in Figure 3 and has the following properties:

$$
W(0)=1 / 24, \quad \lim _{x \rightarrow \infty} W(x)=-1 / 8 \quad \text { and } \quad \lim _{x \rightarrow-\infty} W(x)=3 / 8
$$

In this case, we deduce
$\mathbf{b}(\overline{\bar{s}})=\left(\begin{array}{c}u\left(x_{0}\right) \\ \vdots \\ \frac{1}{8} \Delta x_{j-1 / 2} s_{j-1}+\frac{3}{8}\left(\Delta x_{j-1 / 2}+\Delta x_{j+1 / 2}\right) s_{j}+\frac{1}{8} \Delta x_{j+1 / 2} s_{j+1}-\left(\overline{\bar{f}}_{j+1 / 2}^{i}-\overline{\bar{f}}_{j-1 / 2}^{i}\right) \\ \vdots \\ u\left(x_{N+1}\right)\end{array}\right)$.
We point out that in both cases the matrix is the same; only the right-hand sides differ. Using the right-hand sides (12) or (13), we can now define two schemes that numerically solve the boundary value problem (1).


Figure 3: Bernoulli function, $V(x)$ and $W(x)$.

Definition 1. Let $s \in C(\Omega)$ be the right-hand side of (1) and suppose we are given a (possibly unstructured) grid of the form (4). We define two approximation schemes: one for piecewise constant source term (SPC) and one for piecewise linear source term (SPL). In both cases, we start by evaluating s on the grid. If we use (12) as right-hand side in the linear system (11), we obtain the SPC scheme. Its discrete solution is given by

$$
\begin{equation*}
\mathbf{u}_{S P C}=A_{S G}^{-1} \mathbf{b}(\bar{s}) . \tag{14}
\end{equation*}
$$

Accordingly, the right-hand side (13) yields the SPL scheme. This time the discrete solution is given by

$$
\begin{equation*}
\mathbf{u}_{S P L}=A_{S G}^{-1} \mathbf{b}(\overline{\bar{s}}) . \tag{15}
\end{equation*}
$$

For the SPC scheme it is harder to show the uniform second order convergence on unstructured one-dimensional meshes. However, it is considerably easier to generalize to higher dimensions. On the other hand, for the SPL scheme it is easier to show uniform second order convergence. But it is more difficult to generalize it to higher dimensions.

By construction the following property holds.
Remark 2. The SPC scheme is nodally exact for piecewise constant source terms and the SPL scheme is nodally exact for piecewise linear source terms.

This final remark has fascinating implications: The discrete solutions of both schemes (though they only need discrete values of the source term) can be interpreted as the continuous solutions of the modified boundary value problems (5) and (6) evaluated on the grid. Hence, instead of studying how well the discrete solution vectors $\mathbf{u}_{S P C}$ and $\mathbf{u}_{S P L}$ approximate the unknown continuous solution $u$ of boundary value problem (1), we will examine how the continuous solutions $\bar{u}$ and $\overline{\bar{u}}$ approximate $u$. This is a very beneficial feature of our discretization schemes since we can exploit continuous tools (e.g. the Green's function) for the convergence proofs.

## 3 Error Estimates

We will now discuss error estimates for complete flux schemes based on a piecewise constant approximation as well as a linear approximation of the source term. For this it will be useful to express the solution as a convolution of the source
term and the Green's function. For advection-diffusion problems of the form (1) or (2) the Green's function $G: \Omega \times \Omega \rightarrow \mathbb{R}$ is given by

$$
G(x, y):= \begin{cases}g_{1}(x, y):=\frac{1}{v} \frac{e^{P x}-1}{e^{P}-1}\left(e^{P(1-y)}-1\right), & x \leq y  \tag{16}\\ g_{2}(x, y):=\frac{1}{v} \frac{e^{P}-e^{P x}}{e^{P}-1}\left(1-e^{-P y}\right), & y \leq x\end{cases}
$$

Note, $g_{1}(x, x)=g_{2}(x, x)$ for $x \in \Omega$. Also by construction $G$ is not differentiable when $x=y$. Using the Green's function, we can write the solutions $u, \bar{u}, \overline{\bar{u}}$ to the respective problems (1), (5) and (6) with homogeneous Dirichlet boundary conditions as convolutions of the form

$$
\begin{equation*}
u=G * s=\int_{0}^{1} G(x, y) s(y) d y, \quad \bar{u}=G * \bar{s} \quad \text { and } \quad \overline{\bar{u}}=G * \overline{\bar{s}} \tag{17}
\end{equation*}
$$

Before we proceed with our error discussion, we state useful properties of the Green's function.

Lemma 3. Let $x, y \in \Omega$. For any positive Péclet number $P$, the Green's function (16) satisfies

$$
\begin{equation*}
0 \leq G(x, y) \leq \frac{1}{v} \tag{18}
\end{equation*}
$$

If $0<P \leq 1$, the bound can be sharpened to

$$
\begin{equation*}
0 \leq G(x, y) \leq \frac{P}{4 v} \tag{19}
\end{equation*}
$$

Proof. Since $g_{1}, g_{2} \geq 0$ and $x, y \in \Omega=(0,1)$, we can immediately deduce that $G$ is nonnegative on the whole domain $\Omega$. For $x \leq y$ we have

$$
g_{1}(x, y)=\frac{1}{v} \frac{e^{P x}-1}{e^{P}-1}\left(e^{P(1-y)}-1\right) \leq \frac{1}{v} \frac{e^{P y}-1}{e^{P}-1}\left(e^{P(1-y)}-1\right),
$$

which is maximised for $y=1 / 2$. Hence, we deduce for arbitrary $P>0$

$$
g_{1}(x, y) \leq \frac{1}{v} \frac{\left(e^{P / 2}-1\right)^{2}}{e^{P}-1}=\frac{1}{v} \frac{e^{P / 2}-1}{e^{P / 2}+1} \leq \frac{1}{v}
$$

If $0<P \leq 1$, we find some $\xi \in[0, P / 4] \subseteq[0,1 / 4]$ such that

$$
\frac{e^{P / 2}-1}{e^{P / 2}+1}=\tanh (P / 4)=\tanh ^{\prime}(0) \frac{P}{4}+\frac{\tanh ^{\prime \prime \prime}(\xi)}{3!}\left(\frac{P}{4}\right)^{3} \leq \frac{P}{4}
$$

The last inequality follows from the facts that $\tanh ^{\prime}(0)=1$ and $\tanh ^{\prime \prime \prime}(y)<0$ for $y \in[0,1 / 4]$. In the same fashion, we see that for $y \leq x$

$$
g_{2}(x, y) \leq \frac{1}{v} \frac{e^{P}-e^{P y}}{e^{P}-1}\left(1-e^{-P y}\right) \leq \frac{1}{v} \frac{e^{P / 2}-1}{e^{P / 2}+1}
$$

which yields by the same arguments as before the second claim.

We show now that the solution to problem (6) is an $\mathcal{O}\left(\Delta x^{2}\right)$ approximation to the original solution $u$. The bound works for nonuniform grids and is independent of the Péclet number.
Theorem 4 (Second order convergence for nonuniform linear spline source term). Let $s \in W_{\infty}^{2}(\Omega)$. Then, we have for positive Péclet numbers $P$ the bound

$$
\|u-\overline{\bar{u}}\|_{L_{\infty}(\Omega)} \leq \frac{5}{12 v} \min \{1, P\} \Delta x^{2}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)}
$$

Proof. Let $s \in C^{\infty}(\Omega)$. Using the expansion

$$
\begin{equation*}
s(y)=s\left(x_{i}\right)+s^{\prime}\left(x_{i}\right)\left(y-x_{i}\right)+\frac{1}{2} s^{\prime \prime}\left(\xi_{i}(y)\right)\left(y-x_{i}\right)^{2} \tag{20}
\end{equation*}
$$

for some $\xi_{i}(y) \in\left[x_{i}, x_{i+1}\right]$, we can rewrite the difference between both functions as follows

$$
\begin{aligned}
u(x)-\overline{\bar{u}}(x)= & \int_{0}^{1} G(x, y)\{s(y)-\overline{\bar{s}}(y)\} d y \\
= & \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} G(x, y)\left\{s(y)-s_{i+1 / 2}(y) d y\right. \\
= & \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} G(x, y)\left\{\frac{1}{2} s^{\prime \prime}\left(\xi_{i}(y)\right)\left(y-x_{i}\right)^{2}\right. \\
& \left.+\left(s^{\prime}\left(x_{i}\right)-\frac{s\left(x_{i+1}\right)-s\left(x_{i}\right)}{\Delta x_{i+1 / 2}}\right)\left(y-x_{i}\right)\right\} d y .
\end{aligned}
$$

Expanding $s\left(x_{i+1}\right)$ on the right-hand side according to (20), we find

$$
\begin{aligned}
u(x)-\overline{\bar{u}}(x)=\frac{1}{2} \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} G(x, y) & \left\{s^{\prime \prime}\left(\xi_{i}(y)\right)\left(y-x_{i}\right)^{2}\right. \\
& -s^{\prime \prime}\left(\xi_{i}\left(x_{i+1}\right)\right) \Delta x_{i+1 / 2}\left(y-x_{i}\right) d y
\end{aligned}
$$

We note that by Lemma 3 we can bound the Green's function by

$$
G(x, y) \leq \frac{1}{v} \min \{1, P\}
$$

for any $P>0$. Hence, taking the absolute value, we derive the bound

$$
\begin{aligned}
|u(x)-\overline{\bar{u}}(x)| & \leq \frac{1}{2}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)} \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} G(x, y)\left(\left(y-x_{i}\right)^{2}+\Delta x_{i+1 / 2}\left(y-x_{i}\right)\right) d y \\
& \leq \frac{1}{2 v} \min \{1, P\}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)} \sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}}\left\{\left(y-x_{i}\right)^{2}+\Delta x_{i+1 / 2}\left(y-x_{i}\right) d y\right. \\
& =\frac{5}{12 v} \min \{1, P\}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)} \sum_{i=0}^{N} \Delta x_{i+1 / 2}^{3} \\
& \leq \frac{5}{12 v} \min \{1, P\} \Delta x^{2}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)}
\end{aligned}
$$

The claim follows by the usual density argument for weakly differentiable Sobolev functions which shows that the theorem holds for general $W_{\infty}^{2}(\Omega)$ source terms.

Our goal is now to prove a similar result for piecewise constant source terms. On the one hand, we will need to be able to bound a sum by an integral. For this we use a generalised version of an estimate often used in the context of the integral test of convergence. On the other hand, we need to understand the asymptotic bounds of a particular function.

Lemma 5. Let $f \in L_{1}(\mathbb{R})$ be monotonically decreasing chosen such that for a given sequence of real points $X=\left\{x_{i}\right\}_{i=K}^{M+1}$ with $x_{K}<\cdots<x_{M+1}$ the corresponding function values at these points exist. Then

$$
\int_{x_{K}}^{x_{M+1}} f(x) d x \leq \sum_{j=K}^{M}\left(x_{j+1}-x_{j}\right) f\left(x_{j}\right)
$$

and

$$
\sum_{j=K+1}^{M}\left(x_{j}-x_{j-1}\right) f\left(x_{j}\right) \leq \int_{x_{K}}^{x_{M}} f(x) d x
$$

Proof. Due to the assumed monotone decrease we have for any $x_{j} \in X$

$$
f(x) \leq f\left(x_{j}\right) \quad \text { for } \quad x \in\left[x_{j}, \infty\right) \quad \text { and } \quad f\left(x_{j}\right) \leq f(x) \quad \text { for } \quad x \in\left[x_{K}, x_{j}\right] .
$$

Hence, for all $K \leq j \leq M$,

$$
\begin{equation*}
\int_{x_{j}}^{x_{j+1}} f(x) d x \leq \int_{x_{j}}^{x_{j+1}} f\left(x_{j}\right) d x=\left(x_{j+1}-x_{j}\right) f\left(x_{j}\right) \tag{21}
\end{equation*}
$$

and for all $K+1 \leq j \leq M+1$

$$
\begin{equation*}
\int_{x_{j-1}}^{x_{j}} f(x) d x \geq \int_{x_{j-1}}^{x_{j}} f\left(x_{j}\right) d x=\left(x_{j}-x_{j-1}\right) f\left(x_{j}\right) \tag{22}
\end{equation*}
$$

Using (21), we obtain

$$
\int_{x_{K}}^{x_{M+1}} f(x) d x=\sum_{j=K}^{M} \int_{x_{j}}^{x_{j+1}} f(x) d x \leq \sum_{j=K}^{M}\left(x_{j+1}-x_{j}\right) f\left(x_{j}\right)
$$

and with (22), we find

$$
\sum_{j=K+1}^{M}\left(x_{j}-x_{j-1}\right) f\left(x_{j}\right) \leq \sum_{j=K+1}^{M} \int_{x_{j-1}}^{x_{j}} f(x) d x=\int_{x_{K}}^{x_{M}} f(x) d x
$$

Furthermore, we study the asymptotic behavior of the following function.
Lemma 6. The function

$$
\begin{equation*}
r(x):=1-e^{-x}-x e^{-x / 2} \tag{23}
\end{equation*}
$$

is monotonically increasing and for $x \geq 0$, we have the bounds

$$
0 \leq r(x) \leq 1 \quad \text { and } \quad r(x) \leq \frac{1}{24} x^{3}
$$

Proof. Using the inequality $e^{-x / 2} \geq 1-x / 2$, we find that

$$
r^{\prime}(x)=e^{-x}-\left(1-\frac{x}{2}\right) e^{-x / 2} \geq 0
$$

which implies that $r$ is monotonically increasing and thus

$$
0=r(0) \leq r(x) \leq \lim _{x \rightarrow \infty} r(x)=1
$$

Furthermore, due to the upper bound we immediately see that $r(x) \leq \frac{1}{24} x^{3}$ for $x_{0}:=24^{1 / 3} \leq x$. On the other hand, a Taylor expansion around zero yields

$$
r(x)=\sum_{j=0}^{3} \frac{r^{(j)}(0)}{j!} x^{j}+\frac{r^{(4)}(\xi)}{4!} x^{4}=\frac{1}{24} x^{3}+\frac{r^{(4)}(\xi)}{4!} x^{4}
$$

for $\xi \in\left[0, x_{0}\right]$. If the last term is not positive the desired inequality follows. Since

$$
r^{(4)}(\xi)=-e^{-\xi}+\frac{1}{2} e^{-\xi / 2}-\frac{1}{16} \xi e^{-\xi / 2} \leq 0
$$

for any $\xi \in\left[0, x_{e}\right]$, where $x_{e} \approx 1.94262$ is the unique root of $r^{(4)}$ in the interval $\left[0, x_{0}\right]$. Hence, it only remains to show the inequality for the regime $x_{e} \leq x \leq x_{0}$. In this case it follows from

$$
r(x) \leq r\left(x_{0}\right) \approx 0.26 \leq \frac{1}{24} x_{e}^{3} \leq \frac{1}{24} x^{3} .
$$

The two previous lemmas help us now to prove second order convergence of the original solution of problem (1) to the solution of (5) with piecewise constant source term. The key idea of the proof is to show that the difference between the solutions for discontinuous piecewise constant and continuous piecewise linear source terms is of order $\mathcal{O}\left(\Delta x^{2}\right)$ on the grid points.

Theorem 7 (Second order convergence for piecewise constant source term). Let $s \in W_{\infty}^{2}(\Omega)$ and $P>0$. Then, we have for $0 \leq j \leq N+1$ the bound

$$
\left|u\left(x_{j}\right)-\bar{u}\left(x_{j}\right)\right| \leq \frac{1}{v}\left\{\left(C_{1}+C_{2}\right)\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)}+\frac{5}{12} \min \{1, P\}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)}\right\} \Delta x^{2}
$$

where $C_{1}=C_{1}\left(x_{j}, P\right)$ and $C_{2}=C_{2}\left(x_{j}, P\right)$ are bounded by

$$
\begin{align*}
& C_{1}\left(x_{j}, P\right) \leq \frac{e}{24} \min \{1, P\}(1+\tanh (P / 4)) \leq \frac{e}{12} \min \{1, P\} \quad \text { and } \\
& C_{2}\left(x_{j}, P\right) \leq 2\left(\frac{e}{e-1}\right)^{2}\left(1-e^{-P / 2}\right) \leq 2\left(\frac{e}{e-1}\right)^{2} \min \{1, P / 2\} \tag{24}
\end{align*}
$$

Proof. First we note that since we assume homogeneous boundary conditions for $u$ and $\bar{u}$, we only have to show the stated estimates for $j=1, \ldots, N$. Let $s \in C^{\infty}(\Omega)$. We start by splitting the error into two parts

$$
\begin{equation*}
u\left(x_{j}\right)-\bar{u}\left(x_{j}\right)=G *(s-\bar{s})\left(x_{j}\right)=G *(s-\overline{\bar{s}})\left(x_{j}\right)+G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right) \tag{25}
\end{equation*}
$$

We will bound the last two contributions to the error separately. We start with the second one. We note that the difference $\overline{\bar{s}}-\bar{s}$ is a superposition of pulses of the form

$$
z_{i+1 / 2}(x):= \begin{cases}\frac{s_{i+1}-s_{i}}{x_{i+1}-x_{i}}\left(x-x_{i}\right), & x \in\left[x_{i}, x_{i+1 / 2}\right) \\ \frac{s_{i+1}-s_{i}}{x_{i+1}-x_{i}}\left(x-x_{i+1}\right), & x \in\left[x_{i+1 / 2}, x_{i+1}\right) \\ 0 & \text { otherwise }\end{cases}
$$

With this definition we can write

$$
\begin{aligned}
G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right) & =\sum_{i=0}^{N} \int_{x_{i}}^{x_{i+1}} G\left(x_{j}, y\right) z_{i+1 / 2}(y) d y \\
& =\sum_{i=0}^{j-1} \int_{x_{i}}^{x_{i+1}} g_{2}\left(x_{j}, y\right) z_{i+1 / 2}(y) d y+\sum_{i=j}^{N} \int_{x_{i}}^{x_{i+1}} g_{1}\left(x_{j}, y\right) z_{i+1 / 2}(y) d y .
\end{aligned}
$$

When evaluating the integrals in this expression, we obtain

$$
\begin{aligned}
G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right)=\frac{1}{v P^{2}}\{ & -\left(\frac{e^{P}-e^{P x_{j}}}{e^{P}-1}\right) \sum_{i=0}^{j-1}\left(\frac{s_{i+1}-s_{i}}{x_{i+1}-x_{i}}\right) e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \\
& \left.+e^{P}\left(\frac{e^{P x_{j}}-1}{e^{P}-1}\right) \sum_{i=j}^{N}\left(\frac{s_{i+1}-s_{i}}{x_{i+1}-x_{i}}\right) e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)\right\},
\end{aligned}
$$

where $r$ denotes the function in (23). The factor in front of the first sum approaches one for $x_{j}$ close to the left boundary. Similarly, the factor in front of the second sum approaches one for $x_{j}$ close to the right boundary. Furthermore, we note that the differential quotient appears in both sums. Hence, when applying the absolute value we can bound the error to derive

$$
\begin{align*}
\left|G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right)\right| \leq \frac{\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)}}{v P^{2}}\{ & \left(\frac{e^{P}-e^{P x_{j}}}{e^{P}-1}\right) \sum_{i=0}^{j-1} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \\
& \left.+e^{P}\left(\frac{e^{P x_{j}}-1}{e^{P}-1}\right) \sum_{i=j}^{N} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)\right\} \tag{26}
\end{align*}
$$

Before proving the general case, we will investigate two extreme cases, namely dominating diffusion $P \Delta x<1$ and dominating advection $P \Delta x_{i+1 / 2} \geq 1$ for $0 \leq i \leq N$. That is, we study the case where the global numerical Péclet number (i.e. also all local ones) is smaller than one separately from the case where the local numerical Péclet number is bigger than one.
(a) The case: $P \Delta x<1$

Using Lemma 6, Lemma 5 and the assumption $P \Delta x<1$, we can bound the first sum in (26) by

$$
\begin{align*}
\sum_{i=0}^{j-1} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) & \leq e^{P \Delta x} \sum_{i=0}^{j-1} e^{-P x_{i+1}} r\left(P \Delta x_{i+1 / 2}\right) \\
& \leq \frac{1}{24} P^{3} \Delta x^{2} e^{P \Delta x} \sum_{i=1}^{j} e^{-P x_{i}} \Delta x_{i-1 / 2}  \tag{27}\\
& \leq \frac{1}{24} P^{3} \Delta x^{2} e^{P \Delta x} \int_{x_{0}}^{x_{j}} e^{-P x} d x \\
& \leq \frac{e}{24} P^{2}\left(1-e^{-P x_{j}}\right) \Delta x^{2}
\end{align*}
$$

and similarly the second sum in (26) by

$$
\begin{align*}
\sum_{i=j}^{N} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) & \leq \frac{1}{24} P^{2} e^{P \Delta x}\left(e^{-P x_{j}}-e^{-P x_{N+1}}\right) \Delta x^{2}  \tag{28}\\
& \leq \frac{e}{24} P^{2} e^{-P x_{j}}\left(1-e^{-P\left(1-x_{j}\right)}\right) \Delta x^{2}
\end{align*}
$$

Therefore, we obtain for the error in (26) the estimate

$$
\left|G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right)\right| \leq \frac{1}{v} C_{1}\left(x_{j}, P\right)\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)} \Delta x^{2}
$$

where

$$
C_{1}\left(x_{j}, P\right):=\frac{1}{12} \frac{e}{e^{P}-1}\left(e^{P}-e^{P x_{j}}\right)\left(1-e^{-P x_{j}}\right)
$$

We note that $C_{1}$ is nonnegative, vanishes if $x_{j}$ approaches the boundary and is uniformly bounded by

$$
\begin{aligned}
C_{1}\left(x_{j}, P\right) & =\frac{e}{24}\left\{\frac{e^{P}-e^{P x_{j}}}{e^{P}-1}\left(1-e^{-P x_{j}}\right)+\frac{e^{P}\left(1-e^{-P x_{j}}\right)}{e^{P}-1}\left(1-e^{-P\left(1-x_{j}\right)}\right)\right\} \\
& \leq \frac{e}{24} \max \left\{1-e^{-P x_{j}}, 1-e^{-P\left(1-x_{j}\right)}\right\} \frac{2 e^{P}-e^{P x_{j}}-e^{P\left(1-x_{j}\right)}}{e^{P}-1} \\
& \leq \frac{e}{24} \min \{1, P\} 2 \frac{e^{P}-e^{P / 2}}{e^{P}-1} \\
& =\frac{e}{24} \min \{1, P\}(1+\tanh (P / 4))
\end{aligned}
$$

since $1-e^{x} \leq-x$ for all $x \in \mathbb{R}$.
(b) The case: $P \Delta x_{i+1 / 2} \geq 1$

If on the other hand, we know $P \Delta x_{i+1 / 2} \geq 1$ for $1 \leq i \leq N$, then we bound the function $r$ in (26) simply by one. The error is then bounded by

$$
\begin{align*}
&\left|G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right)\right| \leq \frac{\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)}}{v P^{2}} \frac{e^{P}}{e^{P}-1}\left\{\left(1-e^{-P\left(1-x_{j}\right)}\right) \sum_{i=0}^{j-1} e^{-P x_{i}}\right. \\
&\left.+\left(1-e^{-P x_{j}}\right) \sum_{i=j}^{N} e^{-P\left(x_{i}-x_{j}\right)}\right\} . \tag{29}
\end{align*}
$$

Define the shortest length between any two neighboring nodes

$$
\Delta x_{\min }:=\min _{0 \leq j \leq N} \Delta x_{j+1 / 2}
$$

then

$$
\begin{equation*}
\max \left\{\sum_{i=0}^{j-1} e^{-P x_{i}}, \sum_{i=0}^{N-j} e^{-P\left(x_{i+j}-x_{j}\right)}\right\} \leq \sum_{i=0}^{\infty} e^{-P i \Delta x_{\min }}=\frac{e^{P \Delta x_{\min }}}{e^{P \Delta x_{\min }}-1} \leq \frac{e}{e-1} \tag{30}
\end{equation*}
$$

The first inequality follows from

$$
x_{i} \geq i \Delta x_{\min }
$$

for $0 \leq i \leq j-1$ as well as

$$
x_{i+j}=x_{j}+\left(x_{i+j}-x_{j}\right) \geq x_{j}+i \Delta x_{\min }
$$

for $0 \leq i \leq N-j$ and the last inequality follows from the fact that even for the shortest length between two neighboring nodes we have $P \Delta x_{\min } \geq 1$. Combining inequality (30) with $1 / P \leq \Delta x$, we obtain from (29) for the error this time

$$
\begin{align*}
\left|G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right)\right| & \leq \frac{1}{v P^{2}} \frac{e^{P}}{e^{P}-1}\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)}\left\{2-e^{-P\left(1-x_{j}\right)}-e^{-P x_{j}}\right\} \frac{e}{e-1}  \tag{31}\\
& \leq \frac{1}{v} C_{2}\left(x_{j}, P\right)\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)} \Delta x^{2}
\end{align*}
$$

where

$$
C_{2}\left(x_{j}, P\right):=\left(\frac{e}{e-1}\right)^{2}\left\{2-e^{-P\left(1-x_{j}\right)}-e^{-P x_{j}}\right\} \leq 2\left(\frac{e}{e-1}\right)^{2}\left(1-e^{-P / 2}\right)
$$

In the final inequality in (31) we have used that our assumption implies that $P \geq 1$ which allows us to bound $e^{P} /\left(e^{P}-1\right)$ by $e /(e-1)$.

## (c) The general case:

Finally, let us consider the case between these two extreme cases. We assume that the nodes are distributed in such a way that neither of the previous cases holds for the entire grid. In particular, this implies $1 / P \leq \Delta x$.

For $0 \leq m \leq N$, we define the point sets

$$
\begin{aligned}
X_{m} & :=\left\{x_{k} \in X \mid m \leq k\right\} \\
\bar{Y}_{m} & :=\left\{x_{k} \in X \mid P \Delta x_{k+1 / 2}<1, m \leq k \leq N\right\} \\
Z_{m} & :=\left\{x_{k} \in X \mid P \Delta x_{k+1 / 2} \geq 1, m \leq k \leq N\right\}
\end{aligned}
$$

and corresponding index sets

$$
\begin{aligned}
& I_{\bar{Y}_{m}}:=\left\{k \in \mathbb{N} \mid P \Delta x_{k+1 / 2}<1, m \leq k \leq N\right\}, \\
& I_{Z_{m}}:=\left\{k \in \mathbb{N} \mid P \Delta x_{k+1 / 2} \geq 1, m \leq k \leq N\right\} .
\end{aligned}
$$

The sets $\bar{Y}_{m}$ and $Z_{m}$ are disjoint and we have

$$
X \backslash\left\{x_{0}, \ldots, x_{m-1}, x_{N+1}\right\}=X_{m} \backslash\left\{x_{N+1}\right\}=\bar{Y}_{m} \cup Z_{m}
$$

We want to bound the two sums

$$
\begin{equation*}
\sum_{i=0}^{j-1} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \quad \text { and } \quad \sum_{i=j}^{N} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \tag{32}
\end{equation*}
$$

in (26) for $1 \leq j \leq N$. Using the new notation, the second sum can be expressed as a sum of two sums:

$$
\sum_{i=j}^{N} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)=\sum_{i \in I_{\bar{Y}_{j}}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)+\sum_{i \in I_{Z_{j}}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)
$$

Thus, we have split the sum into an diffusion-dominated part and a advectiondominated. Again, we will bound the final two sums separately. We start with the first sum. We modify the set $\bar{Y}_{j}$ in such a way that we can use our previous estimate. The problem is that currently two neighboring points, say $x_{k}<x_{\ell}$ in $\bar{Y}_{j}$, will violate the smallness condition $P\left(x_{\ell}-x_{k}\right)<1$ if at least one point of the set $Z_{j}$ lies between them. In this case, $\ell>k+1$. Hence, we construct a new set $Y_{j} \supseteq \bar{Y}_{j}$. Apart from $\bar{Y}_{j}$, the new set shall include the point $y_{j}:=x_{j}$ if it is not already included and as many points (all of them bigger than $y_{j}$ ) as necessary until

$$
P \Delta y_{j}<1
$$

is satisfied where

$$
\Delta y_{j}:=\max _{j \leq k \leq N_{Y_{j}}}\left\{y_{k+1}-y_{k}\right\} \leq \Delta \bar{y}_{j}:=\max \left\{\Delta x_{i+1 / 2} \mid i \in I_{\bar{Y}_{j}}\right\}
$$

for $Y_{j}:=\left\{y_{j}, \ldots, y_{N_{Y_{j}}} \mid y_{j}<\ldots<y_{N_{Y_{j}}}<y_{N_{Y_{j}}+1}=1\right\}$ and some natural number $N_{Y_{j}} \geq j$. These additional points do not belong to the original mesh $X$. However, every diffusion-dominated pair of original mesh points in the sense of $\bar{Y}_{j}$ is included. Note that $\Delta \bar{y}_{j}$ is the biggest difference between any two points whose $I_{\bar{Y}_{j}}$ indices are neighbors. Hence, the previously mentioned difference between $x_{k}$ and $x_{\ell}$ would not contribute to the set $Y_{j}$ over which the maximum is taken since new points are filled between them. As before we set $\Delta y_{i+1 / 2}=y_{i+1}-y_{i}$.

With the help of this new set we derive the bound

$$
\begin{aligned}
\sum_{i \in I_{\bar{Y}_{j}}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) & \leq \sum_{i=j}^{N_{Y_{j}}} e^{-P y_{i}} r\left(P \Delta y_{i+1 / 2}\right) \\
& \leq \frac{e}{24} P^{2} e^{-P x_{j}}\left(1-e^{-P\left(1-x_{j}\right)}\right) \Delta y_{j}^{2} \\
& \leq \frac{e}{24} P^{2} e^{-P x_{j}}\left(1-e^{-P\left(1-x_{j}\right)}\right) \Delta x^{2}
\end{aligned}
$$

where we have used that $x_{j}=y_{j}$ and (28). On the other hand, we see similarly as before that

$$
\begin{aligned}
\sum_{i \in I_{Z_{j}}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) & \leq \sum_{i \in I_{Z_{j}}} e^{-P x_{i}}=e^{-P x_{j}} \sum_{i \in I_{Z_{j}}} e^{-P\left(x_{i}-x_{j}\right)} \\
& \leq e^{-P x_{j}}\left(1+\sum_{i=1}^{\infty} e^{-P i \Delta z_{\min }}\right) \\
& =e^{-P x_{j}} \sum_{i=0}^{\infty} e^{-P i \Delta z_{\min }} \leq e^{-P x_{j}} \frac{e}{e-1}
\end{aligned}
$$

where $\Delta z_{\min }=\min _{i \in I_{Z_{j}}}\left\{\Delta x_{i+1 / 2}\right\}$ which satisfies by construction $P \Delta z_{\min } \geq 1$. Since $x_{j}$ is not necessarily in $Z_{j}$, we cannot deduce in the lines above that $\min \left\{Z_{j}\right\}-x_{j} \geq \Delta z_{\text {min }}$. Instead we bound the corresponding exponential $e^{-P\left(\min \left\{Z_{j}\right\}-x_{j}\right)}$ by one. With regard to the first sum in (32), we split it again in two parts:

$$
\sum_{i=0}^{j-1} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)=\sum_{\substack{i \in I_{\bar{Y}_{0}} \\ i \leq j-1}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)+\sum_{\substack{i \in I_{Z_{0}} \\ i \leq j-1}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right)
$$

We construct a finer mesh $Y_{0}$ with similar properties as before to bound the first sum via (27). The second sum can be estimated directly as in the previous discussion. We obtain for both sums on the right-hand side

$$
\begin{aligned}
& \sum_{\substack{i \in I_{\bar{Y}_{0}} \\
i \leq j-1}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \leq \frac{e}{24} P^{2}\left(1-e^{-P x_{j}}\right) \Delta x^{2} \\
& \sum_{\substack{i \in I_{Z_{0}} \\
i \leq j-1}} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \leq \frac{e}{e-1}
\end{aligned}
$$

So combining the above results we find

$$
\begin{aligned}
& \sum_{i=0}^{j-1} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \leq \frac{e}{24} P^{2}\left(1-e^{-P x_{j}}\right) \Delta x^{2}+\frac{e}{e-1} \\
& \sum_{i=j}^{N} e^{-P x_{i}} r\left(P \Delta x_{i+1 / 2}\right) \leq \frac{e}{24} P^{2} e^{-P x_{j}}\left(1-e^{-P\left(1-x_{j}\right)}\right) \Delta x^{2}+e^{-P x_{j}} \frac{e}{e-1}
\end{aligned}
$$

Thus by using these bounds in (26), $1 / P \leq \Delta x$ as well as $P \geq 1$, we have for $1 \leq j \leq N$ the bound

$$
\begin{equation*}
\left|G *(\overline{\bar{s}}-\bar{s})\left(x_{j}\right)\right| \leq \frac{1}{v}\left\{\left(C_{1}+C_{2}\right)\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)}\right\} \Delta x^{2} \tag{33}
\end{equation*}
$$

where the constants $C_{1}=C_{1}\left(x_{j}, P\right)$ and $C_{2}=C_{2}\left(x_{j}, P\right)$ are defined as before. We recall from cases (a) and (b) the bounds

$$
\begin{aligned}
& C_{1}\left(x_{j}, P\right) \leq \frac{e}{24} \min \{1, P\}(1+\tanh (P / 4)) \leq \frac{e}{12} \min \{1, P\} \quad \text { and } \\
& C_{2}\left(x_{j}, P\right) \leq 2\left(\frac{e}{e-1}\right)^{2}\left(1-e^{-P / 2}\right) \leq 2\left(\frac{e}{e-1}\right)^{2} \min \{1, P / 2\}
\end{aligned}
$$

Finally, we bound the first part in (25) using Theorem 4 by

$$
\begin{equation*}
\left|G *(s-\overline{\bar{s}})\left(x_{j}\right)\right| \leq \frac{5}{12 v} \min \{1, P\} \Delta x^{2}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)} \tag{34}
\end{equation*}
$$

The claim follows by the usual density argument for Sobolev spaces after taking the absolute value and inserting the bounds (33) and (34) in (25).

We point out that the bound on $C_{1}$ for small $P$ approaches a similar bound one would obtain for the corresponding diffusion problem i. e. when $v=0$. By Remark 2, we automatically obtain now the following bounds for our numerical schemes.

Theorem 8. Let $s \in W_{\infty}^{2}(\Omega)$. For $0 \leq j \leq N+1$, we have

$$
\left|u\left(x_{j}\right)-\left(\mathbf{u}_{S P L}\right)_{j}\right| \leq \frac{5}{12 v} \min \{1, P\} \Delta x^{2}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)}
$$

and

$$
\left|u\left(x_{j}\right)-\left(\mathbf{u}_{S P C}\right)_{j}\right| \leq \frac{1}{v}\left\{\left(C_{1}+C_{2}\right)\left\|s^{\prime}\right\|_{L_{\infty}(\Omega)}+\frac{5}{12} \min \{1, P\}\left\|s^{\prime \prime}\right\|_{L_{\infty}(\Omega)}\right\} \Delta x^{2}
$$

with $C_{1}$ and $C_{2}$ satisfying (24).

## 4 Numerical Examples

### 4.1 1D Test Problem

We verify our theoretically obtained bound for the SPC scheme on unstructured grids now numerically. Consider the source term

$$
\begin{equation*}
s(x)=D \pi^{2} \sin (\pi x)+\pi v \cos (\pi x) \tag{35}
\end{equation*}
$$



Figure 4: 1D convergence plots for the Scharfetter-Gummel scheme (red) and the complete flux scheme with piecewise constant source term (blue) piecewise constant source term for $D=10^{-12}$ and $v=1$. The successively finer nonuniform grids are constructed from uniformly distributed pseudorandom numbers. The green line shows the (weakest) bound derived in Theorem 7.

| $D$ | central difference | simple upwind | Scharfetter-Gummel | SPC |
| :---: | :---: | :---: | :---: | :---: |
|  | $5.94 \times 10^{-1}$ | $1.18 \times 10^{+0}$ | $1.01 \times 10^{+0}$ | $2.65 \times 10^{-1}$ |
| $10^{-2}$ | $1.60 \times 10^{-2}$ | $8.31 \times 10^{-2}$ | $4.90 \times 10^{-2}$ | $1.51 \times 10^{-3}$ |
|  | $2.82 \times 10^{-7}$ | $8.95 \times 10^{-4}$ | $7.25 \times 10^{-6}$ | $5.06 \times 10^{-8}$ |
|  | $1.73 \times 10^{+0}$ | $1.21 \times 10^{+0}$ | $1.05 \times 10^{+0}$ | $2.57 \times 10^{-1}$ |
| $10^{-3}$ | $1.88 \times 10^{-2}$ | $7.27 \times 10^{-2}$ | $7.10 \times 10^{-2}$ | $1.52 \times 10^{-3}$ |
|  | $1.29 \times 10^{-6}$ | $1.26 \times 10^{-3}$ | $1.87 \times 10^{-4}$ | $1.51 \times 10^{-7}$ |
|  | $1.31 \times 10^{+1}$ | $1.21 \times 10^{+0}$ | $1.06 \times 10^{+0}$ | $2.57 \times 10^{-1}$ |
| $10^{-4}$ | $2.59 \times 10^{-2}$ | $7.46 \times 10^{-2}$ | $6.99 \times 10^{-2}$ | $1.52 \times 10^{-3}$ |
|  | $3.28 \times 10^{-6}$ | $1.61 \times 10^{-3}$ | $1.23 \times 10^{-3}$ | $7.12 \times 10^{-8}$ |
| $10^{-5}$ | $1.27 \times 10^{+2}$ | $1.21 \times 10^{+0}$ | $1.06 \times 10^{+0}$ | $2.57 \times 10^{-1}$ |
|  | $1.15 \times 10^{-1}$ | $7.46 \times 10^{-2}$ | $6.98 \times 10^{-2}$ | $1.52 \times 10^{-3}$ |
|  | $4.29 \times 10^{-6}$ | $1.76 \times 10^{-3}$ | $1.72 \times 10^{-3}$ | $7.33 \times 10^{-8}$ |
| $10^{-6}$ | $1.27 \times 10^{+3}$ | $1.21 \times 10^{+0}$ | $1.06 \times 10^{+0}$ | $2.57 \times 10^{-1}$ |
|  | $7.68 \times 10^{-1}$ | $7.46 \times 10^{-2}$ | $6.98 \times 10^{-2}$ | $1.52 \times 10^{-3}$ |
|  | $4.58 \times 10^{-6}$ | $1.78 \times 10^{-3}$ | $1.78 \times 10^{-3}$ | $7.35 \times 10^{-8}$ |

Table 1: Maximum errors for different schemes, decreasing diffusion constants $D$ as well as different grid sizes. The first, second and third values in each box correspond to the mesh sizes $\Delta x=0.5472, \Delta x=0.0775$ and $\Delta x=0.0011$, respectively. The nonuniform grids are constructed from uniformly distributed pseudorandom numbers.


Figure 5: Two Voronoï cells belonging to collocation node $\mathbf{x}_{K}$ and $\mathbf{x}_{L}$.
for problem (1) with $D=10^{-12}$ and $v=1$. This implies that the solution is given by $u(x)=\sin (\pi x)$. We then solve (5) with the complete flux scheme. Figure 4 shows convergence plots for different errors, comparing the ScharfetterGummel scheme with the complete flux scheme. The successively finer grids are constructed from uniformly distributed pseudorandom numbers. Also depicted is the (weakest) bound derived in Theorem 7. It is worth pointing out that not only the maximum error but also the $H^{1}$ error converges quadratically. Initially, the condition numbers grow quadratically. On finer grids, however, their growth becomes linear.

In Table 1, we compare the maximum errors of the SPC scheme to three other schemes: a central difference, a simple upwind and a Scharfetter-Gummel discretization of the flux [14]. It can be observed that on unstructured grids only the central difference and the SPC scheme converge quadratically. However, the former is not robust with respect to the diffusion constant $D$. Even though the simple upwind and the Scharfetter-Gummel scheme converge only linearly, their maximum error does not explode when the diffusion constant decreases. The SPC scheme yields for all grids and diffusion constants the smallest error.

### 4.2 2D Test Problem

In order to study how the presented one-dimensional scheme can be used in higher space dimensions, we study the problem

$$
\begin{equation*}
-D \operatorname{div}(\operatorname{grad}(u))+\operatorname{div}(u \mathbf{v})=s \tag{36}
\end{equation*}
$$

on the two-dimensional domain $\Omega=[0,1]^{2}$ with $\mathbf{v}=(v, 0)^{T}$ and

$$
\begin{equation*}
s(x, y)=2 D \pi^{2} \sin (\pi x) \sin (\pi y)-\pi v \cos (\pi x) \sin (\pi y) \tag{37}
\end{equation*}
$$

as well as homogeneous Dirichlet boundary conditions. The analytical solution is then given by

$$
u(x, y)=\sin (\pi x) \sin (\pi y)
$$

In order to discretize the domain $\Omega$, we employ a Voronoï box based finite volume method introduced in [10], also known as box method due to [1]. It uses a simplical boundary conforming Delaunay grid [18] which allows to obtain control volumes surrounding each given collocation point by joining the circumcenters of the simplices containing it. Figure 5 shows the construction of two Voronoï boxes belonging to collocation nodes $\mathbf{x}_{K}$ and $\mathbf{x}_{L}$. The main advantage of constructing grids in this fashion is that one can project the higher dimensional flux on a


Figure 6: Examples of an unstructured grid (left) and advection-aligned grid (right) used for the numerical computations. Note that for the latter grid the grading along the advection and the grading along the orthogonal direction are different. The two-dimensional finite volume method uses the dual grids of these grids to define the control volumes. The dual grid of the triangulation on the right is locally orthogonal and aligned with the advection vector since the diagonal edges in the primary triangulation have no effect on the dual grid (the circumcenters of the those triangles adjacent to diagonal edges coincide).
one-dimensional edge. Thus, effectively reducing the complexity of the problem. This kind of finite volume method has been extensively studied in [4, 5]. In Figure 6 two different kind of meshes are shown which will be used to study the convergence behavior: an unstructured and a graded advection-aligned grid. Each vertex in both grids corresponds to a node in the mesh. The dual mesh (the so-called Voronoï mesh) is then used to setup the control volumes.

Figure 7 shows the absolute, the $L_{1}$, the $L_{2}$ and $L_{\infty}$ errors for $D=10^{-5}$ and $v=1$ when using successively finer unstructured triangle grids to define the control volumes. It can be observed that in this case the complete flux scheme converges only linearly. However, if one uses graded advection-aligned grids as in Figure 8 the uniform second order convergence can be recovered. The grading in the direction of the advection vector is different from the grading in the orthogonal direction as can be seen in Figure 6. For this type of mesh, the $H^{1}$ error converges again quadratically just as for the one-dimensional example.

This numerical example suggests that in order to keep the second order uniform convergence in 2 D , one has to use locally orthogonal grids where one direction is aligned along the advection vector. This observation seems to be reasonable since for very small perturbation parameters, information in the advection-diffusion equations is exchanged only along given characteristics. Aligning the grid along these characteristics leads also to a discretization, where the discrete information cannot spoil the discrete solution at neighboring grid points. We note that the locally orthogonal grids need not be completely structured as the right image in Figure 6 shows. Therefore, there is good hope that automatic grid generation for such grids is feasible. We also conjecture that similar grid restrictions hold for finite element discretizations of advectiondiffusion problems.


Figure 7: 2D convergence plot for (36) using the complete flux scheme with piecewise constant source term generated from (37) with $D=10^{-5}$ and $v=1$ where the control volumes are generated from successively finer unstructured triangle grids.


Figure 8: 2D convergence plot for (36) using the complete flux scheme with piecewise constant source term generated from (37) with $D=10^{-10}$ and $v=1$ where the control volumes are generated from successively finer, graded advectionaligned grids.

## 5 Conclusion

We have shown uniform second order convergence of two one-dimensional complete flux schemes. One of these schemes approximates the source term by a piecewise constant source term. Numerical results suggest that locally orthogonal advection-aligned grids lead to uniform second order convergence for the latter scheme in higher dimensions as well. We conjecture that flow-aligned grids are a universal restriction to finite volume and finite element discretizations if one wishes to obtain uniform second order convergence for singularly perturbed advection-diffusion equations. Future research needs to be done to understand how our approach can be extended to variable velocity fields.
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