WeierstraB-Institut
fir Angewandte Analysis und Stochastik

Leibniz-Institut im Forschungsverbund Berlin e. V.

Preprint ISSN 2198-5855

Parameter identification in a semilinear hyperbolic system

Herbert Egger', Thomas Kugler', Nikolai Strogies?®

submitted: July 13, 2016

' Technische Universitat Darmstadt 2 Weierstrass Institute
Fachbereich Mathematik Mohrenstra3e 39
AG Numerik und Wissenschaftliches Rechnen 10117 Berlin
DolivostraBBe 15 Germany
64293 Darmstadt E-Mail: nikolai.strogies@wias-berlin.de
Germany

E-Mail: egger@mathematik.tu-darmstadt.de
kugler@mathematik.tu-darmstadt.de

No. 2278
Berlin 2016

I\
NS}

-

2010 Mathematics Subject Classification. 35R30, 49420, 49N45, 65J22, 74J25.

Key words and phrases. Parameter identification, semilinear wave equation, nonlinear inverse problem, Tikhonov
regularization, approximate source condition, conditional stability.

Acknowledgments. The authors are grateful or financial support by the German Research Foundation (DFG) via
grants IRTG 1529, GSC 233, and TRR 154.



Edited by

Weierstra3-Institut fir Angewandte Analysis und Stochastik (WIAS)
Leibniz-Institut im Forschungsverbund Berlin e. V.

MohrenstraBe 39

10117 Berlin

Germany

Fax: +493020372-303

E-Mail: preprint@wias—berlin.de

World Wide Web: http://www.wias-berlin.de/



ABSTRACT. We consider the identification of a nonlinear friction law in a one-dimensional
damped wave equation from additional boundary measurements. Well-posedness of the
governing semilinear hyperbolic system is established via semigroup theory and contrac-
tion arguments. We then investigate the inverse problem of recovering the unknown
nonlinear damping law from additional boundary measurements of the pressure drop
along the pipe. This coefficient inverse problem is shown to be ill-posed and a varia-
tional regularization method is considered for its stable solution. We prove existence of
minimizers for the Tikhonov functional and discuss the convergence of the regularized so-
lutions under an approximate source condition. The meaning of this condition and some
arguments for its validity are discussed in detail and numerical results are presented for
illustration of the theoretical findings.

1. INTRODUCTION

We consider a one-dimensional semilinear hyperbolic system of the form

Op(x,t) + Opu(x,t) =0, z e (0,1), t>0, (1.1)
Owu(z,t) + 0p(z,t) + a(u(x,t)) =0, ze (0,1), t>0, (1.2)

which models, for instance, the damped vibration of a string or the propagation of pressure
waves in a gas pipeline. In this latter application, which we consider as our model problem
in the sequel, p denotes the pressure, u the velocity or mass flux, and the nonlinear
damping term a(u) accounts for the friction at the pipe walls. The two equations describe
the conservation of mass and the balance of momentum and they can be obtained under
some simplifying assumptions from the one dimensional Euler equations with friction;
see e.g. [2, 20, 31]. Similar problems also arise as models for the vibrations of elastic
multistructures [30] or in the propagation of heat waves on microscopic scales [27].
The system (1.1)—(1.2) is complemented by boundary conditions

U(O’t) = gO(t)v u(17 t) = gl(t)7 t>0, (13)
and we assume the initial values to be known and given by
p(z,0) = po(z), u(z,0)=wup(z), xz € (0,1). (1.4)

Motivated by well-known friction laws in fluid dynamics for pipes [31], we will assume
here that there exist positive constants ai, as such that

0<a; <d() <ay forall £ eR. (1.5)

In particular, friction forces are monotonically increasing with velocity. This condition
allows us to establish well-posedness of the system (1.1)—(1.4). It is also reasonable to
assume that a(—¢) = —a(§), i.e., the magnitude of the friction force does not depend on
the flow direction, and consequently we will additionally assume that a(0) = 0.



In this paper, we are interested in the inverse problem of determining an unknown
friction law a(u) in (1.1)—(1.4) from additional observation of the pressure drop

h(t) = Ap(t) :==p(0,t) — p(1,1), t>0 (1.6)

along the pipe. Such data are readily available in applications, e.g., gas pipeline networks.
Before proceeding, let us comment on previous work for related coefficient inverse prob-
lems. By combination of the two equations (1.1)—(1.2), one obtains the second order form

Oyt — Oyt + @' (u)Oyu = 0, z e (0,1), t >0, (1.7)

of a wave equation with nonlinear damping. The corresponding linear problem with
coefficient a’(u) replaced by ¢(x) has been considered in [1, 3, 23]; uniqueness and Lipschitz
stability for the inverse coefficient problem have been established in one and multiple space
dimensions. A one-dimensional wave equation with nonlinear source term ¢(u) instead of
a'(u)0yu has been investigated in [5]; numerical procedures for the identification and some
comments on the identifiability have been provided there. In [28], the identification of
the parameter function ¢(9,u) in the quasilinear wave equation dyu — 0, (c(0,u)0,u) = 0
has been addressed in the context of piezo-electricity; uniqueness and stability has been
established for this inverse problem. Several results are available for related coefficient
inverse problems for nonlinear parabolic equations; see e.g. [4, 9, 10, 12, 24, 32|. Let us
also refer to [25, 29] for an overview of available results and further references.

To the best of our knowledge, the uniqueness and stability for the nonlinear coefficient
problem (1.1)—(1.6) considered in this paper are still open. Following arguments proposed
in [12] for the analysis of a nonlinear inverse problem in heat conduction, we will derive
approximate stability results for the inverse problem stated above, which can be obtained
by comparison with the linear inverse problem for the corresponding stationary problem.
This allows us to obtain quantitative estimates for the reconstruction errors in depen-
dence of the experimental setup, and provides a theoretical basis for the hypothesis that
uniqueness holds, if the boundary fluxes g;(t) are chosen appropriately.

For the stable numerical solution in the presence of measurement errors, we consider a
variational regularization defined by

J(a:p,u) = /0 |Ap() — B (1)[2dt + alla — a*|[2 = min (1.8)
subject to  (1.1) — (1.4) and (1.5). (1.9)

This allows us to appropriately address the ill-posedness of the inverse coefficient problem
(1.1)—(1.6). Here v > 0 is the regularization parameter, a* € R is an a-priori guess for the
damping law, and h° denotes the measurements of the pressure drop across the pipe for
the time interval [0, T]. The precise form of regularization term will be specified below.

As a first step, we establish the well-posedness of the system (1.1)—(1.4) and prove
uniform a-priori estimates for the solution. Semigroup theory for semilinear evolution
problems will be used for that. In addition, we also show the continuous dependence and
differentiability of the states (u,p) with respect to the parameter a(-).

We then study the optimal control problem (1.8)—(1.9). Elimination of (p,u) via so-
lution of (1.1)—(1.4) leads to reduced minimization problem corresponding to Tikhonov
regularization for the nonlinear inverse problem F(a) = h’ where F is the parameter-
to-measurement mapping defined implicitly via the differential equations. Continuity,



compactness, and differentiability of the forward operator F' are investigated, providing
a guideline for the appropriate functional analytic setting for the inverse problem. The
existence and stability of minimizers for (1.8)—(1.9) then follows with standard arguments.
In addition, we derive quantitative estimates for the error between the reconstructed and
the true damping parameter using an approzimate source condition, which is reasonable
for the problem under consideration. Such conditions have been used successfully for the
analysis of Tikhonov regularization and iterative regularization methods in [13, 21].

As a third step of our analysis, we discuss in detail the meaning and the plausibility
of this approximate source condition. We do this by showing that the nonlinear inverse
problem is actually close to a linear inverse problem, provided that the experimental setup
is chosen appropriately. This allows us to derive an approximate stability estimate for the
inverse problem, and to justify the validity of the approximate source condition. These
results suggest the hypothesis of uniqueness for the inverse problem under investigation,
and they allow us to make predictions about the results that can be expected in practice
and that are actually observed in our numerical tests.

The remainder of the manuscript is organized as follows: In Section 2 we fix our notation
and briefly discuss the underlying linear wave equation without damping. The well-
posedness of the state system (1.1)—(1.4) is established in Section 3 via semigroup theory.
For convenience of the reader, some auxiliary results are summarized in an appendix.
In Section 4, we then investigate the basic properties of the parameter-to-measurement
mapping F. Section 5 is devoted to the analysis of the regularization method (1.8)—
(1.9) and provides a quantitative estimate for the reconstruction error. The required
approximate source condition and the approximate stability of the inverse problem are
discussed in Section 6 in detail. Section 7 presents the setup and the results of our
numerical tests. We close with a short summary of our results and a discussion of possible
directions for future research.

2. PRELIMINARIES

Throughout the manuscript, we use standard notation for Lebesgue and Sobolev spaces
and for classical functions spaces, see e.g. [17]. For the analysis of problem (1.1)—(1.4),
we will employ semigroup theory. The evolution of this semilinear hyperbolic system is
driven by the linear wave equation

Op(x,t) + Opu(z,t) =0, x€(0,1), t>0, (2.1)
Owu(z,t) + Opp(z,t) =0, x€(0,1), t >0,
with homogeneous boundary values
uw(0,t) =u(l,t) =0, t>0, (2.3)

and initial conditions given by p(-,0) = py and u(-,0) = uy on (0,1). This problem can
be written in compact form as an abstract evolution equation

y(t)+Ay(t) =0, t >0, y(0) = o, (2.4)

with state vector y = (p, u), initial value yo = (po, uo), and operator A = (a() %)

The starting point for our analysis is the following



Lemma 2.1 (Generator). Let X = L*(0,1) x L*(0,1) and D(A) = H'(0,1) x H}(0,1).
Then the operator A : D(A) C X — X generates a C°-semigroup of contractions on X .

Proof. One easily verifies that A is a densely defined and closed linear operator on X.
Moreover, (Ay,y)x = 0 for all y € D(A); therefore, A is dissipative. By direct calcula-
tions, one can see that for any f,g € L?*(0,1), the boundary value problem

ﬁ(x) + awa('I) = fT(l‘), YIS (07 1)7
u(z) + 0up(z) = g(x), = €(0,1),

with %(0) = a(1) = 0 is uniquely solvable with solution (p,u) € H'(0,1) x Hj(0,1). The
assertion hence follows by the Lumer-Phillips theorem [33, Ch 1, Thm 4.3]. O

The analysis of the model problem (1.1)-(1.4) can now be done in the framework of
semigroups. For convenience, we collect some of the required results in the appendix.

3. THE STATE SYSTEM

Let us return to the semilinear wave equation under consideration. For proving well-
posedness of the system (1.1)—(1.4), and in order to establish some additional regularity
of the solution, we will assume that

(A1) a € W2®(R) with a(0) =0, ag < '(:) < a1, |a”(-)] < ag, and |a” ()| < as

loc

for some positive constants ag, a, as, az > 0. Since the damping law comes from a model-
ing process involving several approximation steps, these assumptions are not very restric-
tive in practice. In addition, we require the initial and boundary data to satisfy

(A2) uy =0 and py = ¢ with ¢ € R;

(A3) go, 1 € C*([0,T]) for some T > 0, go(0) = ¢,(0) = 0, and g}(0) = g;(0) = 0.
The system thus describes the smooth departure from a system at rest. As will be clear
from our proofs, the assumptions on the initial conditions and the regularity requirements

for the parameter and the initial and boundary data could be relaxed without much
difficulty. Existence of a unique solution can now be established as follows.

Theorem 3.1 (Classical solution).
Let (A1)-(A3) hold. Then there exists a unique classical solution

(p,u) € C*([0,T); L*(0,1) x L*(0,1)) N C([0,T); H'(0,1) x H'(0,1))
for the initial boundary value problem (1.1)—(1.4) and its norm can be bounded by
(2, wlleqo,ryar < ary + 12y w) lerqoryzexeey < C

with constant C' only depending on the bounds for the coefficients and the data and the
time horizon T'. Moreover, Ap := p(0,-) — p(1,-) € CV([0,T1]), for any 0 <~ < 1/2, and

|1 Apllev oy < C'(7).

Proof. The proof follows via semigroup theory for semilinear problems [33]. For conve-
nience of the reader and to keep track of the constants, we sketch the basics steps:

Step 1: We define a(z,t) = (1 — 2)go(t) + zg1(t) and set p(a,t) = [} pa(s, t)dz with
Pe(z,t) = (x —1)(algo(t)) + go(t)) — x(a(g1(t)) + g (t)). Then we decompose the solution



into (p,u) = (p, ) + (p, w) and note that (p,a) € C([0,T]; H' x H') by construction and
assumption (A3). The second part (p, @) solves

O + 0yt = fr, p(:,0) = Ppo,

8tﬂ+a:vﬁ:f27 a<70) 05
with f1(£) = ~0up(t) — 0,0(0), ot (1)) = —B,alt) — D,5(t) — a(a(t) + a(r)) and initial
values po = po — p(0), @p = up — @(0). In addition, we have w(0,t) = a(l,t) =0 for t > 0.
This problem can be written as abstract evolution

y'()+Ay(t) = f(t.y(®),  y(0) = o,

on X = [? x [? with y = (p,a), f(t,y) = (f1(t), f2(t,y2)), and D(A) = H' x H{.

Step 2: We now verify the conditions of Lemma A.3 stated in the appendix. By
assumptions (A2) and (A3) one can see that yo = (o, @) € H'(0,1) x H3(0,1). For every
y € H'(0,1)x Hj(0,1), we further have f(t,y) = (fi(t), f2(t,y2)) € H'(0,1) x H}(0,1) by
construction of 4 and p. Moreover, f is continuous w.r.t. time. Denote by |u|g1 = ||0,ul| 2
the seminorm of H'. Then

[2(t,v) = falt, w)|gr = |a(a(t) +v) — a(a(t) + w)|m
/ la'(4(t) + (1 — s)v + sw)(v — w)|mds

< ar|v — w|g + az|a(t) + (1 — s)v + sw|gi|v — w|g.

Here we used the embedding of H'(0,1) into L>(0, 1) and the bounds for the coefficients.
This shows that f is locally Lipschitz continuous with respect to y, uniform on [0, 7. By
Lemma A.3, we thus obtain local existence and uniqueness of a classical solution.

Step 3: To obtain the global existence of the classical solution, note that

g fEy)llx < g AN + 1408 at))]] 2
< O+ Gy + || 0wa(t) || 2),
where the first term comes from estimating f; and the other three terms from the estimate

for fs. The constants C', C5 here depend only on the bounds for the data. Global existence
of the classical solution and the uniform bound now follow from Lemma A.4. 0J

Qz

Note that not all regularity assumptions for the data and for the parameter were re-
quired so far. The conditions stated in (A1)—(A3) allow us to prove higher regularity of
the solution, which will be used for instance in the proof of Theorem 4.1 later on.

Theorem 3.2 (Regularity). Under the assumptions of the previous theorem, we have

| (p, u)||C’1([0,T];H1><H1)mC2([0,T};L2><L2) <"

with C" only depending on the bounds for the coefficient and data, and the time horizon.

Proof. To keep track of the regularity requirements, we again sketch the main steps:
Step 1: Define (r,w) = (Oyp, Oyu) and (r,w) = (7, W) + (7, w) with (7#,w) = (Oyp, Oy)
and (7, w) = (Oyp, Opti) as in the previous proof. The part z = (7, @) can be seen to satisfy
Opz(t) + Az(t) = g(t, 2(t)), 2(0) = zo, (3.1)

with right hand side g(¢, 2) = (=07 (t) — O,w(t), =0y (t) — 0,7 (t) — a’(u(t))z2) and initial
value zy = (9;p(0) — 9,;p(0), Ou(0) — 9;u(0)) = (—=0rug — 0p(0), —0po — a(ug) — 04w(0)).



Step 2: Using the assumptions (A1)—(A3) for the coefficient and the data, and the
bounds for the solution of Theorem 3.1, and the definition of p and wu, one can see that
20 € Y = H' x H} and that g : [0,7] x H*(0,1) x Y — Y satisfies the conditions of
Lemma A.3. Thus z(¢) is a local classical solution.

Step 3: Similarly as in the previous proof, one can show that

19t z0))llx < C1+ Caoll#'(B)llx + Csll A= (1)1 x

for all sufficiently smooth function z. The global existence and uniform bounds for the
classical solution then follow again by Lemma A .4. O

4. THE PARAMETER-TO-OUTPUT MAPPING

Let ug, po, go, g1 be fixed and satisfy assumptions (A2)—(A3). Then by Theorem 3.1, we
can associate to any damping parameter a satisfying the conditions (A1) the corresponding
solution (p,u) of problem (1.1)—(1.4). By the uniform bounds of Theorem 3.1 and the
embedding of H'(0,1) in C[0, 1], we know that

u < u(z,t) <7, rew, 0<t<T, (4.1)

for some constants u, w independent of the choice of a. Without loss of generality, we
may thus restrict the parameter function a to the interval [u,u]. We now define the
parameter-to-measurement mapping, in the sequel also called forward operator, by

F: D(F) C H*(u,u) — L*(0,T), a— Ap (4.2)
where Ap = p(0,-) — p(1, ) is the pressure drop across the pipe and (p,u) is the solution
of (1.1)—(1.4) for parameter a. As domain for the operator F', we choose

D(F) = {a € H*(u,u) : (A1) holds}, (4.3)
which is a closed and convex subset of H?*(u,u). By Theorem 3.1, the parameter-to-

measurement mapping is well-defined on D(F'). In the following, we establish several
further properties of this operator, which will be required for our analysis later on.

Theorem 4.1 (Lipschitz continuity). The operator F' is Lipschitz continuous, i.e.,
| F(a) — F(a)| t20m) < Crlla — al| g2(wa)- Va,a € D(F)
with some uniform Lipschitz constant C, independent of the choice of a and a.

Proof. Let a,a € D(F) and let (p,u), (p, %) denote the corresponding classical solutions
of problem (1.1)-(1.4). Then the function (r,w) defined by r = p — p, w = @ — u satisfies

Or + Oyw = 0,
Oyw + 0,r = a(u) — a(a) =: fa,
with initial and boundary conditions r(z,0) = w(z,0) = w(0,t) = w(l,t) = 0. By
Theorem 3.1, we know the existence of a unique classical solution (r,w). Moreover,
15 ol < [l(a'(u) = @' (@))Opull 2 + [[(a' (@) — @' (@))Opul| 2 + 1@’ (@) (Fpu — Dyd) | 2
< azfwll 2|0l + lla”" — @'[| Lo |Oul| L2 + as |G| 2

Using the uniform bounds for v provided by Theorem 3.1 and 3.2 and similar estimates as
in the proof of Lemma A.4, one obtains ||(r, w)|¢(ora1 xup) < Clla’ — @ ||z with C only
depending on the bounds for the coefficients and the data and on the time horizon. The



assertion then follows by noting that F(a) — F(a) = r(0,-) — r(1,-) and the continuous
embedding of H*(0,1) in L>(0,1) and H?(u,u) to Wh*°(u, u). O

By careful inspection of the proof of Theorem 4.1, we also obtain

Theorem 4.2 (Compactness). The operator F' maps sequences in D(F) weakly converging
in H?*(u,n) to strongly convergent sequences in L*(0,T). In particular, F is compact.

Proof. The assertion follows from the estimates of the previous proof by noting that
the embedding of H?(u, ) into W' (u, u) is compact. The forward operator is thus a
composition of a continuous and a compact operator. O

As a next step, we consider the differentiability of the forward operator.

Theorem 4.3 (Differentiability).
The operator F' is Frechet differentiable with Lipschitz continuous derivative, i.e.,

| F'(a) — F'(@)|| 2 @m—r201) < Llla — a|l g2um) for all a,a € D(F).

Proof. Denote by (p(a),u(a)) the solution of (1.1)—(1.4) for parameter a and let (r,w) be
the directional derivative of (p(a),u(a)) with respect to a in direction b, defined by

r= £1_r>r(1) %(p(a +sb) —p(a)) and w= il_r}I(l] é(u(a + sb) — u(a)). (4.4)

Then (r,w) is characterized by the sensitivity system

Or 4+ O,w = 0, (4.5)

duw + 0,1 = —a'(u(a))w — b(u(a)) =: fo (4.6)
with homogeneous initial and boundary values

r(z,0) = w(z,0) = w(0,t) = w(l,t) = 0. (4.7)

The right hand side fo(t, w) = —d'(u(a;t))w — b(u(a;t)) can be shown to be continuously
differentiable with respect to time, by using the previous results and (A1)-(A3). Hence
by Lemma A.2 there exists a unique classical solution (r,w) to (4.5)—(4.7). Furthermore

15 f2llz2 < lla" ()l O]l e [lwll 2 + N’ (u) | O]l 2 + (11 () [ oo | O 2.

By Lemma A.4 we thus obtain uniform bounds for (w,r). The directional differentiability
of (p(a),u(a)) follows by verifying (4.4), which is left to the reader. The function (r,w)
depends linearly and continuously on b and continuously on a which yields the continuous
differentiability of (p(a),u(a)) with respect to the parameter a. The differentiability of
the forward operator F' then follows by noting that F'(a)b = r(0,-) — r(1,-). For the
Lipschitz estimate, we repeat the argument of Theorem 4.1. An additional derivative of
the parameter a is required for this last step. 0

5. THE REGULARIZED INVERSE PROBLEM

The results of the previous section allow us to rewrite the constrained minimization
problem (1.8)—(1.9) in reduced form as

Tifa) = 1 F(@) = B[y + ol — " [agu) — min (5.1



which amounts to Tikhonov regularization for the nonlinear inverse problem F(a) = h°.
As usual, we replaced the exact data h by perturbed data h’ to account for measurement
errors. Existence of a minimizer can now be established with standard arguments [15, 16].

Theorem 5.1 (Existence of minimizers). Let (A2)-(A3) hold. Then for any o > 0 and
any choice of data h® € L*(0,T), the problem (5.1) has a minimizer a’, € D(F).

Proof. The set D(F') is closed, convex, and bounded. In addition, we have shown that
F is weakly continuous, and hence the functional J° is weakly lower semi-continuous.
Existence of a solution then follows as in [15, Thm. 10.1]. O

Remark 5.2. Weak continuity and thus existence of a minimizer can be shown without
the bounds for the second and third derivative of the parameter in assumption (Al).

Let us assume that there exists a true parameter a' € D(F) and denote by h = F(a')
the corresponding exact data. The perturbed data h’ are required to satisfy

||h6 - h”LZ(O,T) S 5 (52)

with 0 being the noise level. These are the usual assumptions for the inverse problem.
In order to simplify the following statements about convergence, we also assume for the
moment that the solution of the inverse problem is unique, i.e., that

F(a) # F(a') for alla € D(F)\ {a'}. (5.3)

This assumption is only made for convenience here, but we also give some justification
for its validity in the following section. Under this uniqueness assumption, we obtain the
following result about the convergence of the regularized solutions; see [15, 16].

Theorem 5.3 (Convergence). Let (5.3) hold and h® be a sequence of data satisfying (5.2)
for § = 0. Further, let a’, be corresponding minimizeres of (5.1) with a = «(8) chosen
such that o — 0 and 6% /o — 0. Then ||al, — a|| g2(um — 0 with § — 0.

Remark 5.4. Without assumption (5.3) about uniqueness, convergence holds for subse-
quences and towards an a*-minimum norm solution a'; see [15, Sec. 10] for details.

To obtain quantitative estimates for the convergence, some additional conditions on the
nonlinearity of the operator F and on the solution a' are required. Let us assume that

a —a* = F'(a')'w+e (5.4)

holds for some w € L*(0,T) and e € H?(u,u). Note that one can always choose w = 0
and e = a! — a*, so this condition is no restriction of generality. However, good bounds
for ||w|| and ||e]| are required in order to really take advantage of this splitting later on.
Assumption (5.4) is called a approximate source condition, and has been investigated for
the convergence analysis of regularization methods for instance in [13, 21] By a slight
modification of the proof of [15, Thm 10.4], one can obtain

Theorem 5.5 (Convergence rates). Let (5.4) hold and let L||w| g2 < 1. Then
la' =l < C(8/a+alwl? +lwlmun + leler).  (65)

The constant C' in the estimate only depends on the size of L||w|| g2 (waz)-



Proof. Proceeding as in [15, 16], one can see that
|F(aq) — h[* + allag — a'||* < 0% + 2a(a’ — ag, af —a*).
Using the approximate source condition (5.4), the last term can be estimated by
.I_

(a' — a3, a’ —a”) = (F'(a")(a - @), w) + (a' — ag, e)
< [[F'(a")(a" — ag)[[llw] + [la” — ag][le]-
By elementary manipulations and the Lipschitz continuity of the derivative, one obtains
1F"(a")(a" = aQ) | < [IF(ag) — h°ll + 6 + Fllaq — a||*.
Using this in the previous estimates and applying Young inequalities leads to

17 (ag) = B[ + allag — a'||?
1
<0+ 207 |w]* + 20d]|wl| + C'alle]]” + Sl F(ag) = B°I1* + allag, — al|*(Llwll + ).

If Ljw|| < 1, we can choose C” sufficiently large such that L|lw| + & < 1 and the last
two terms can be absorbed in the left hand side, which yields the assertion. U

Remark 5.6. The bound of the previous theorem yields a quantitative estimate for the
error. If the source condition (5.4) holds with e = 0 and L||jw|| < 1, then for a ~ ¢ one
obtains |ad — af|| = O(6'/?), which is the usual convergence rate result [15, Thm. 10.4].
The theorem however also yields estimates and a guideline for the choice of the regular-
ization parameter in the general case. We refer to [21] for an extensive discussion of the
approximate source condition (5.4) and its relation to more standard conditions.

Remark 5.7. If the deviation from the classical source condition is small, i.e., if (5.4)
holds with ||e|| =~ 6'/2 and L|lw|| < 1, then for a ~ § one still obtains the usual estimate
|ad — at|| = O(6'/2). As we will illustrate in the next section, the assumption that ||e||
is small is realistic in practice, if the experimental setup is chosen appropriately. The
assumption that ||e]| is sufficiently small in comparison to « also allows to show that
the Tikhonov functional is locally convex around minimizers and to prove convergence of
iterative schemes; see [14, 26] for some recent results in this direction.

Numerical methods for minimizing the Tikhonov functional usually require the appli-
cation of the adjoint derivative operator. For later reference, let us therefore briefly give
a concrete representation of the adjoint that can be used for the implementation.

Lemma 5.8. Let ¢p € H'(0,T) with ¢(T) = 0 and let (q,v) denote the solution of
0iq+ 0y =0 z e (0,1), t<T, (5.6)
O+ 0,q=d (u)v, xe(0,1), t<T,
with terminal conditions v(x,T) = q(z,T) = 0 and boundary conditions
v(0,t) =v(l,t) =(t), t<T. (5.8)
Then the action of the adjoint operator ¢ = F'(a)*y is given by

T
(6,0) o) = /0 (b(w), 0)eonydt, Vb€ H(u, ). (5.9)
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Proof. By definition of the adjoint operator, we have
(b, F'(a)" ) 2wy = (F' ()b, ¥) 12(0,7)

Using the characterization of the derivative via the solution (r,w) of the sensitivity equa-
tion (4.5)—(4.6) and the definition of the adjoint state (¢, v) via (5.6)—(5.7), we obtain

(F(a)b, ) 2oy = /O #(0,£)0(0,£) — (1, t)o(1, £)dt
= /o —(0yr,v) — (1, 0v)dt = /0 (Oyw + a' (u)w + b(u),v) + (r, dyq)dt

= /0 — (0w — d'(u)v,w) + (b(u),v) + (Opw, q)dt = /0 (b(u),v)dt.

For the individual steps we only used integration-by-parts and made use of the boundary
and initial conditions. This already yields the assertion. ([l

Remark 5.9. Existence of a unique solution (g,v) of the adjoint system (5.6)—(5.7)
with the homogeneous terminal condition v(z,T") = ¢(x,T) = 0 and boundary condition
q(0,t) = q(1,t) = ¥(t) follows with the same arguments as used in Theorem 3.1. The
presentation of the adjoint formally holds also for ¢ € L?(0,T), which can be proved by a
limiting process. The adjoint problem then has to be understood in a generalized sense.

6. REMARKS ABOUT UNIQUENESS AND THE APPROXIMATE SOURCE CONDITION

We now collect some comments about the uniqueness hypothesis (5.3) and the approx-
imate source condition (5.4). Our considerations are based on the fact that the nonlinear
inverse problem is actually close to a linear inverse problem provided that the experimen-
tal setup is chosen appropriately. We will only sketch the main arguments here with the
aim to illustrate the plausibility of these assumptions and to explain what results can be
expected in the numerical experiments presented later on.

6.1. Reconstruction for a stationary experiment. Let the boundary data (1.3) be
chosen such that go(t) = g1(t) = g € R for t > ty. By the energy estimates of [18], which
are derived for an equivalent problem in second order form (1.7) there, one can show that
the solution (p(t),u(t)) of the system (1.1)—(1.4) converges exponentially fast to a steady
state (p, @), which is the unique solution of

d,u=0, ze(0,1), (6.1)
O.p+a(u) =0, ze€(0,1), (6.2)

with boundary condition @(0) = u(1) = g. From equation (6.1), we deduce that the
steady state @ is constant, and upon integration of (6.2), we obtain

a(g) = a(u) = /0 a(t)dr = —/0 Opp()dz = p(0) — p(1) = Lp. (6.3)

The value a(g) can thus be determined by a stationary experiment. As a consequence, the
friction law a(-) could in principle be determined from an infinite number of stationary
experiments. We will next investigate the inverse problem for these stationary experiments
in detail. In a second step, we then use these results for the analysis of the inverse problem
for the instationary experiments that are our main focus.
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6.2. A linear inverse problem for a series of stationary experiments. Let us fix
a smooth and monotonic function ¢ : [0,7] — [u,u] and denote by Ap(t) = a(g(t)) the
pressure difference obtained from the stationary system (6.1)—(6.2) with boundary flux
g = g(t). The forward operator for a sequence of stationary experiments is then given by

K : H*(u,u) — L*(0,T), a a(g(+)), (6.4)
and the corresponding inverse problem with exact data reads
(Ka)(t) = a(g(t)) = Ap(t),  t€[0,T]. (6.5)

This problem is linear and its solution is given by the simple formula (6.3) with g and Ap
replaced by g(t) and Ap(t) accordingly. From this representation, it follows that

T
la — @l 2z = /0 la(g(t)) — alg(t))I’lg'(t)ldt < C||Ka — K72 ),

where we assumed that |¢'(¢)] < C for all ¢. Using the uniform bounds in assumption
(A1), embedding, and interpolation, one can further deduce that

la— @l < CylKa— K|l (6.6)

This shows the Holder stability of the inverse problem (6.5) for stationary experiments.
As a next step, we will now extend these results to the instationary case by a perturbation
argument as proposed in [12] for a related inverse heat conduction problem.

6.3. Approximate stability for the instationary inverse problem. If the varia-
tion of the boundary data g(t) with respect to time is sufficiently small, then from the
exponential stability estimates of [18], one may deduce that

Ip(t) = POl + lut) — a(t) |z <e. (6.7)

Hence the solution (p(t),u(t)) is always close to the stationary state (p(t), u(t)) with the
corresponding boundary data w(0,t) = u(1,t) = g(t). Using Ap(t) = p(0,t) — p(1,t) =
— fol 0,p(y,t)dy and the Cauchy-Schwarz inequality leads to

|Ap(t) — alg(®)] = |Ap(t) — Ap(t)] < [Ip(t) — ()| m101) < € (6.8)
From the definition of the nonlinear and the linear forward operators, we deduce that
F(a) = Ka+ O(e). (6.9)

Remark 6.1. As indicated above, the error € can be made arbitrarily small by a proper
design of the experiment, i.e., by slow variation of the boundary data g(t). The term O(¢)
can therefore be considered as an additional measurement error, and thus the parameter
a can be determined approximately with the formula (6.3) for the stationary experiments.
As a consequence of the stability of the linear inverse problem, we further obtain

la = all w2 < CLIF () = F(@) s + Cle™ (6.10)

In summary, we may thus expect that the identification from the nonlinear experiments
is stable and unique, provided that the experimental setup is chosen appropriately.
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6.4. The approximate source condition. With the aid of the stability results in [18]
and similar reasoning as above, one can show that the linearized operator satisfies

F'(a)h = Kh+ O(e|[h]| 12 (um)-
A similar expansion is then also valid for the adjoint operator, namely
Fl(a)w = K*w + O(elJw| r201))-

This follows since L = F'(a) — K is linear and bounded by a multiple of ¢, and so is the
adjoint L* = F'(a)* — K*. In order to verify the approximate source condition (5.4), it
thus suffices to consider the condition z = K*w for the linear problem. From the explicit
representation (6.4) of the operator K this can be translated directly to a smoothness
condition on z in terms of weighted Sobolev spaces and some boundary conditions; we
refer to [11] for a detailed derivation in a similar context.

Remark 6.2. The observations made in this section can be summarized as follows:

(i) If the true parameter a is sufficiently smooth, and if the boundary data are varied
sufficiently slowly (e small), such that the instationary solution at time ¢ is close to
the steady state corresponding to the boundary data ¢(t), then the parameter can be
identified stably with the simple formula for the linear inverse problem. The same stable
reconstructions will also be obtained with Tikhonov regularization (5.1).

(ii) For increasing e, the approximation (6.9) of the nonlinear problem by the linear
problem deteriorates. In this case, the reconstruction by the simple formula (6.3) will
get worse while the solutions obtained by Tikhonov regularization for the instationary
problem can be expected to still yield good and stable reconstructions.

Remark 6.3. Our reasoning here was based on the approzimate stability estimate (6.10)
that is inherited from the stationary problem by a perturbation argument. A related
analysis of Tikhonov regularization under ezact conditional stability assumptions can be
found [7, 22] together with some applications.

7. NUMERICAL TESTS

For illustration of our theoretical considerations discussed in the previous section, let us
we present some numerical results which provide additional evidence for the uniqueness
and stability of the inverse problem.

7.1. Discretization of the state equations. For the space discretization of state sys-
tem (1.1)—(1.4), we utilize a mixed finite element method based on a weak formulation
of the problem. The pressure p and the velocity u are approximated with continuous
piecewise linear and discontinuous piecewise constant finite elements, respectively. For
the time discretization, we employ a one step scheme in which the differential terms are
treated implicitly and the nonlinear damping term is integrated explicitly. A single time
step of the resulting numerical scheme then has the form

Lo an) — (Wit Ouan) = 207 an) + 96 an(0) — g7 an(1),
%(UZ—H» Uh) + (axpz-i_l? Uh) = %(ugv Uh) - (a(u2)7 Uh):

for all test functions ¢, € Pi(T) N C[0,1] and vy, € Py(T}). Here T}, is the mesh of
the interval (0,1), P.(7}) denotes the space of piecewise polynomials on T}, 7 > 0 is
the time-step, and g' = g¢;(t") are the boundary fluxes at time t" = nr. The functions
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(py,uy) serve as approximations for the solutions (pn(t™),un(t")) at the discrete time
steps. Similar schemes are used to approximate the sensitivity system (4.5)-(4.7) and
the adjoint problem (5.9)—(5.8) in a consistent manner. The spatial and temporal mesh
size were chosen so small such that approximation errors due to the discretization can be
neglected; this was verified by repeating the tests with different discretization parameters.

7.2. Approximation of the parameter. The parameter function a(-) was approxi-
mated by cubic interpolating splines over a uniform grid of the interval [u,@]. The splines
were parametrized by the interpolation conditions s(u;) = s;, i = 0,...,m and knot-a-
knot conditions was used to obtain a unique representation. To simplify the implementa-
tion, the L?, H', and H? norm in the parameter space were approximated by difference
operators acting directly on the interpolation points s;, © = 0,...,m. To ensure mesh
independence, the tests were repeated for different numbers m of interpolation points.

7.3. Minimization of the Tikhonov functional. For minimization of the Tikhonov
functional (5.1), we utilized a projected iteratively regularized Gau-Newton method with
regularization parameters o = ¢q", ¢ < 1. The bounds in assumption (Al) for the
parameters were satisfied automatically for all iterates in our tests such that the projection
step was never carried out. The iteration was stopped by a discrepancy principle, i.e.,
when ||[F(a") — h?|| < 1.56 was valid the first time. The regularization parameter o™ of
the last step was interpreted as the regularization parameter « of the Tikhonov functional
(5.1). We refer to [13] for details concerning such a strategy for the iterative minimization
of the Tikhonov functional. The discretizations of the derivative and adjoint operators
F'(a) and F'(a)* were implemented consistently, such that (F'(a)h,v) = (h, F'(a)*y)
holds exactly also on the discrete level. The linear systems of the Gaufl-Newton method
were then solved by a preconditioned conjugate gradient algorithm.

7.4. Setup of the test problem. As true damping parameter, we used the function
al(u) = uv'1 + u2. (7.1)

The asymptotic behavior here is a(u) ~ u for |u| < 1 and a(u) =~ u|u| for |u| > 1, which
corresponds to the expected behavior of the friction forces in pipes [31]. Restricted to any
bounded interval [u, 7], the function a' satisfies the assumptions (A1).

For our numerical tests, we used the initial data ug = 0, pg = 1, and we chose

9o(t) = g1(t) = g(t) = 2sin(F5t)* (7.2)
as boundary fluxes. A variation of the time horizon T thus allows us to tune the speed

of variation in the boundary data, while keeping the interval [u, U] of fluxes that arise at
the boundary fixed.

7.5. Simulation of measurement data. The boundary data ¢(¢;T) and the resulting
pressure drops Ap(t;T') across the pipe resulting are displayed in Figure 7.1 for different
choices of T'. For comparison, we also display the pressure drop Ap obtained with the
linear forward model.

The following observations can be made: For small values of T', the pressure drop Ap
varies rapidly all over the time interval [0,7] and therefore deviates strongly from the
pressure drop Ap of the linearized model corresponding to stationary experiments. In
contrast, the pressure drop Ap is close to that of the linearized model on the whole time
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FIGURE 7.1. Boundary flux g(t) and pressure drops Ap(t) and Ap(t) for
the instationary and the linearized model for time horizon T'= 1,2, 5, 10.

interval [0,7], when T is large and therefore the variation in the boundary data g¢(t) is
small. As expected from (6.9), the difference between Ap and Ap becomes smaller when
T is increased. A proper choice of the parameter T thus allows us to tune our experimental
setup and to verify the conclusions obtained in Section 6.

7.6. Convergence to steady state. We next demonstrate in more detail that the so-
lution (p(t),u(t)) of the instationary problem is close to the steady states (p(t),u(t)) for
boundary data u(0) = u(1) = g(t), provided that g(¢) varies sufficiently slowly; cf (6.7).
In Table 7.1, we list the errors

e(T) o= g (5 T) = P T2+l T) = 0(t:T) 1
between the instationary and the corresponding stationary states for different values of T’
in the definition of the boundary data ¢(¢; 7). In addition, we also display the difference

d(T) = max [Ap(t) — Ap(t)|
in the measurements corresponding to the nonlinear and the linearized model. The speed

T 1 2 ) 10 20 50
e(T) || 1.016 | 0.647 | 0.207 | 0.105 | 0.054 | 0.022
d(T) || 1.044 | 1.030 | 0.479 | 0.225 | 0.114 | 0.045

TABLE 7.1. Error e(T') between instationary and stationary solution and
difference d(T') in the corresponding measurements.

of variation in the boundary data decreases when T" becomes larger, and we thus expect
a monotonic decrease of the distance e(T') to steady state with increasing time horizon.
The same can be expected for the error d(T') in the measurements. This is exactly the
behavior that we observe in our numerical tests.
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7.7. Reconstructions for nonlinear and linearized model. Let us now turn to the
inverse problem and compare the reconstructions for the nonlinear inverse problem ob-
tained by Tikhonov regularization with that computed by the simple formula (6.3) for the
linearized inverse problem corresponding to stationary experiments. The data for these
tests are generated by simulation as explained before, and then perturbed with random
noise such that 6 = 0.001. Since the noise level is rather small, the data perturbations do
not have any visual effect on the reconstructions here; see also Figure 7.3 below.

In Figure 7.2, we display the corresponding results for measurements h = Ap(-;T)
obtained for different time horizons 7" in the definition of the boundary data g(-; 7).

L L L L L L L L L L L L L L L L
i} 0z 04 06 08 1 1z 14 16 168 2 i} 0z 04 06 08 1 1z 14 16 18 2

0P

L L L L L L L L L . L L L L L L L L L
o 0z 04 0.6 08 1 1.2 14 18 18 I3 o 0z 04 0.6 08 1 1.2 14 18 18 2

FIGURE 7.2. True parameter a', reconstruction a’ obtained by Tikhonov
regularization with initial guess a*, and result a obtained by formula (6.3).
The data h° are perturbed by random noise of size § = 0.001. The images
correspond to time horizons 7' = 1,2, 5 (left) and 7" = 10, 20, 50 (right).
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As can be seen from the plots, the reconstruction with Tikhonov regularization works
well in all test cases. The results obtained with the simple formula (6.3) however show
some systematic deviations due to model errors, which however become smaller when
increasing 7. Recall that for large T', the speed of variation in the boundary fluxes ¢(t;7T)
is small, so that the system is close to steady state on the whole interval [0,7]. The
convergence of the reconstruction a for the linearized problem towards the true solution
a' with increasing T is thus in perfect agreement with our considerations in Sections 6.

7.8. Convergence and convergence rates. In a last sequence of tests, we investigate
the stability and accuracy of the reconstructions a’ obtained with Tikhonov regulariza-
tion in the presence of data noise. Approximations for the minimizers a’ are computed
numerically via the projected iteratively regularized Gauf-Newton method as outlined
above. The iteration is stopped according to the discrepancy principle. Table 7.2 displays
the reconstruction errors for different time horizons T" and different noise levels 0.

SNC1 ]2 | 5 | 10 | 20 | 50
0.10000 ][ 0.8504 | 0.3712 ] 0.1027 | 0.0417 [ 0.0324 | 0.0092
0.05000 || 0.6243 | 0.2742 [ 0.0706 | 0.0239 | 0.0081 | 0.0055
0.02500 || 0.3911 | 0.1616 | 0.0496 | 0.0096 | 0.0066 | 0.0032
0.01250 || 0.2264 | 0.1050 | 0.0355 | 0.0065 | 0.0024 | 0.0019
0.00625 || 0.1505 | 0.0630 | 0.0316 | 0.0030 | 0.0015 | 0.0012

TABLE 7.2. Reconstruction error ||al, — a'||r2(,z for Tikhonov regulariza-
tion for different noise levels § and various time horizons 7.

Convergence is observed for all experimental setups, but the absolute errors decrease
monotonically with increasing time horizon T', which is partly explained by our consid-
erations in Section 6. The reconstructions for time horizon T' = 2, corresponding to the
third column of Table 7.2, are depicted in Figure 7.3; also compare with Figure 7.2.

Note that already for a small time horizon T = 2 and large noise level § of several
percent, one can obtain good reconstructions of the damping profile. For larger time
horizon or smaller noise levels, the reconstruction a’ visually coincides completely with

e
the true solution a'. This is in good agreement with our considerations in Section 6.

8. DIscussIioN

In this paper, we investigated the identification of a nonlinear damping law in a semilin-
ear hyperbolic system from additional boundary measurements. Uniqueness and stability
of the reconstructions obtained by Tikhonov regularization was observed in all numerical
tests. This behavior could be explained theoretically by considering the nonlinear inverse
problem as a perturbation of a nearby linear problem, for which uniqueness and stability
can be proven rigorously.

In the coefficient inverse problem under investigation, the distance to the approximating
linearization could be chosen freely by a proper experimental setup. A similar argument
was already used in [12] for the identification of a nonlinear diffusion coefficient in a
quasi-linear heat equation. The general strategy might however be useful in a more
general context and for many other applications.
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FIGURE 7.3. True parameter a', reconstruction a’ obtained by Tikhonov

regularization, and initial guess a* for time horizon T' = 2 and noise levels
d =0.1,0.05,0.025 (left) and § = 0.0125,0.00625,0.003125 (right).

Based on the uniqueness and stability of the linearized inverse problem, we could obtain
stability results for the nonlinear problem up to perturbations; see Section 6 for details.
Such a concept might be useful as well for the convergence analysis of other regularization
methods and more general inverse problems.

In all numerical tests we observed global convergence of an iterative method for the
minimization of the Tikhonov functional. Since the minimizer is unique for the linearized
problem, such a behavior seems not too surprising. At the moment, we can however not
give a rigorous explanation of that fact. Let us note however, that Holder stability of the
inverse problem can be employed to prove convergence and convergence rates for Tikhonov
regularization [6, 7] and also global convergence of iterative regularization methods [§]
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without further assumptions. An extension of these results to inverse problems satisfying
approximated stability conditions, as the one considered here, might be possible.
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APPENDIX
We consider semilinear evolution problems of the abstract form
Yy () + Ay(t) = f(t.y(t), t >0,  y(0) =y, (A1)

where X is a Banach space and A : D(A) C X — X is the generator of a C°-semigroup of
contractions on X denoted by {e~4*};5¢. The analysis of such systems is well-established;
see e.g. [33, Ch 6.2]. We recall some basic results here for later reference.

Lemma A.1 (Mild solution). Let f:[0,7] x X — X be continuous on [0,T] with
If®lx < Cy

and assume that f is uniformly Lipschitz-continuous with respect to vy, i.e.,
1f(ty) — Ft.2)lx < Lly—2x  forally,z € X andt € [0,T].
Then for any yo € X the Cauchy problem (A.1) has a unique mild solutiony € C(]0,T]; X)

defined by the variation-of-constants formula

t
y(t) = e Ay, +/ e~ A9 f (5, y(s))ds. (A.2)
0
The solution is bounded by ||y|c(o,r;x) = maxo<<r [|y(t)||x < C'(T,Ch, L, |lyol| x)-

Proof. The existence of a unique mild solution is stated in [33, Ch 6, Thm 1.2]. Since the
semigroup is contractive, we have [le=4%||x <1 for s > 0, and thus

HMWHSMMx+AHﬂ&M@MM&

The assertion now follows by using the bound for f and the Gronwall inequality [19]. O

The existence of classical solutions can be guaranteed under stronger assumptions.
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Lemma A.2 (Classical solution).
Assume in addition that f :[0,T] x X — X is continuously differentiable with

1@ ylx <G and  |fy(ty)llx-x < Cs

forally € X and t € [0,T]. Then for any yo € D(A) the mild solution of Lemma A.1 is
a classical solution of (A.1), i.e., y € C*([0,T]; X)NC([0,T]; D(A)), and

9l qo.11:30nc o peay < C"(T, Ch, Co, Cs, [lyollx + [l Aol x)-

The norm here is given by |[ylles (o,z1x0ncorspay = 102x [ly(0)[Lx+Iy ()]l x+1 Ay (t)llx-

Proof. The regularity statement can be found in [33, Ch 6, Thm 1.5]. By formal derivation
of (A.1) with respect to time, one obtains the linear system

Z(t) + Az(t) = fult,y(8) + fy (8, y(0)2(1),  2(0) = 2,

with z(t) = ¢/(t) and zp = ¥'(0) = f(0,v0) — Ayo. The previous lemma provides existence
of a mild solution z and the bound ||y/(¢)||x = ||2(¢)||x < C. The assertion then follows
by making use of equation (A.1). O

The following result provides an alternative way for proving existence of a classical
solution. Let us define Y = D(A) = {y € X : Ay € X}, which is again a Banach space
when equipped with the norm [|y[|2 = ||y||% + [|Ay|/%-

Lemma A.3 (Local classical solution). Let f :[0,7] x Y — Y be continuous with
Nf(&,0)]ly <Cy  forallte0,T] (A.3)

and assume that f is locally Lipschitz-continuous with respect to y uniformly in t, i.e.,
for allC >0 and y,z € Y with ||ly|ly, ||z]ly < C there exists Lo < oo such that

1F(ty) = F(t2)lly < Lolly = =2lly ¢ €[0,T], (A.4)

Then for any yo € Y problem (A.1) has a unique local classical solution y € C([0,T"];Y)
and ||yllcqoryy < C" with T" and C™ only depending on C, L¢, and Cy.

Proof. The assertion is a consequence of Lemma A.1 and the fact, that {e=4%},5q also
defines a contraction semigroup on Y; see [33, Ch 6, Thm 1.7] for details. O

The following result allows to deduce global existence and a-priori bounds.

Lemma A.4 (Global classical solution). In addition assume that

d
Hd_tf(t’ y(1)lx < CL+ Col|0wy(t) | x + Cs| Ay(t)||x,

for any y € C*([0,T]; X) N C([0,T]; D(A)). Then the solution of Lemma A.3, can be
extended to the whole interval [0, T] and bounded as in Lemma A.2.

Proof. By Lemma A.3, a local classical solution y exists. Formal differentiation of (A.1)
shows that the derivative z(t) = 3/(t) satisfies

2'(t) + Az(t) = g(t, 2(¢)), 2(0) = 2
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with 2o = 3/(0) and g(t, 2(t)) = 4 f(¢t,y(t)). Since y is a classical solution, we see that a
mild solution z = 0,y exists. Using the variation of constants formula (A.2) for z yields

t
l2(®)llx < lle™*llxllzollx +/ le™ A x [l £ (5, 5(5)) | xds.
0

Hence the classical solution y of (A.1) is uniformly which implies the assertion. O



