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Abstract

We consider the problem to optimize the stationary temperature distribution and the

equilibrium shape of the solid-liquid interface in a two-phase system subject to a temper-

ature gradient. The interface satisfies the minimization principle of the free energy, while

the temperature is solving the heat equation with a radiation boundary conditions at the

outer wall. Under the condition that the temperature gradient is uniformly negative in the

direction of crystallization, the interface is expected to have a global graph representation.

We reformulate this condition as a pointwise constraint on the gradient of the state, and

we derive the first order optimality system for a class of objective functionals that account

for the second surface derivatives, and for the surface temperature gradient.

1 Introduction

In this paper, we consider the problem to optimize the stationary temperature distribution and
the equilibrium position of the solid-liquid interface S in a two-phase system Ω ⊂ R

3 subject to
a temperature gradient. In semiconductor crystal growth, there is evidence for the fact that the
the curvature profile of S near the boundary of the growth container influences the incorpora-
tion of defects in the crystal [DDEN08]. The temperature gradient on the interface is the source
of thermal stresses that influence the crystal quality as well. In this context the mathematical
optimization has to consider the shape of the interface up to the second order geometrical prop-
erties (curvatures, convexity), and at the same time quantities like the tangential temperature
gradient on the surface.

The objective to prescribe desired curvatures and other quantities on an unknown surface
makes sense in the context of industrial crystal growth only because the crystallization occurs
in a privileged direction. Mathematically speaking the interface S is expected to be the graph of
a function.

The free surface S is modeled by the minimization principle of the free energy Ψ (see [Vis96],
Chapter VI for a mathematically oriented introduction to the Gibbs-Thompson law), given by

Ψ(S, θ) :=

∫

S

σ(s, ν) dS +

∫

∂Ω

κχS dH −

∫

Ω

λ(θ)χS dx . (1)

Here σ = σ(x, z, q) ((x, z) ∈ Ω, q ∈ R
3) is a given, positive one-homogeneous function in

the q variable. The unit normal to the interface pointing into the solid phase is denoted ν. The
functions κ : ∂Ω → R and λ : R

+ → R are given, and θ denotes the absolute temperature in
Ω. The phase-function χS associated with S takes the value 1 in the solid, and −1 in the liquid.
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Figure 1: A model configura-
tion Ω: ’Hot’ bottom (red), and
’cold’ top (blue)

Throughout the paper, the privileged growth direction is taken
to be the z− axis. According to the assumption that the in-
terface S is a graph, we consider Ω = G×] − L,L[ with
a bounded domain G ⊂ R

2, and L > 0. It is well known
that the Euler-Lagrange equation for nonparametric variations
of the free energy leads to a boundary-value problem for the
minimizer ψ : G →] − L,L[. For the case that the functions
σ and κ do not depend on the z−variable, this boundary value
problem has the form

div σq(x, −∇ψ, 1) = λ(θ(x, ψ)) in G , (2)

σq(x, −∇ψ, 1) · n = κ(x) on ∂G , (3)

where n is the outward unit normal to ∂G. We assume that
heat mainly propagates in Ω by conduction, the heat transfer in

Ω can be modeled by the heat equation

− div(kS ∇θ) = f in Ω \ S, (4)

[θ] = 0, [−kS ∇θ · ν] = 0 on S (5)

−kS ∇θ · n = β (θ4 − θ4
Ext) on ∂Ω . (6)

In the equation (4), the heat conductivity kS is defined in Ω \ S. In general it depends on the
solution S to the geometric equation (2) (dependence on the phase), and additionally on the
temperature. The conditions (5) are the usual Stefan conditions at equilibrium. In this paper
where the focus is on optimal control, we only treat the special case that the heat-conductivities
of the solid and the liquid phase are equal at the interface, that is

∃ k ∈ C1(Ω; R
3×3) : kS = k in Ω . (7)

The equations (2) and (4) then decouple, which provides a major simplification for the mathe-
matical analysis of the forward problem. In accordance with the equation (2), anisotropy affects
only in the x−direction, that is

k =

(
k̃ 0
0 1

)
, k̃ ∈ C1(Ω; R

2×2) . (8)

The function f is a given heat source density. In the condition (6), β is a positive constant, and
θExt is the given external temperature that is applying a temperature-gradient to the system. The
nonlinear Stefan-Boltzmann radiation condition is here considered instead of more classical
linear boundary conditions due the high-temperatures characteristic of semiconductor crystal
growth.

We denote (P ) the forward problem of finding ψ subject to (2), (3), and θ satisfying (4), (5), (6)
with kS = k.

For the optimal control, we will consider the problem of controlling the external temperature of
the system in the condition (6). For a given control u, we denote (P (u)) the problem of solving
(P ) for θExt = u.
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We are in general interested in objective functionals J = J(ψ, θ) on the space C2(G) ×
C1(Ω): The reason for this is the wish to control the surface up to second order, and the tem-
perature up to its surface gradient. Convenient to handle are integral functionals

J(ψ, θ) =

∫

G

j1(x, ψ, Dψ, D
2ψ)dx+

∫

S

j2(s, θ, ∇Sθ) dS . (9)

with suitable functions j1, j2. A typical quadratic example is given by

J(ψ, θ) :=
1

2
‖ψ − ψd‖

2
W 2,2(G) +

1

2
‖θ − θd‖

2
W 1,2(S) , (10)

where ψd is a desired interface, and θd a desired temperature profile on the surface.

Moreover we have to incorporate pointwise state-constraints in the optimal control problem. The
temperature has to remain in a certain range to prevent melting of the growth container, and the
interface should not approach too near the setG×{−L, L} (top and bottom of the container).
We require that

θmin ≤ θ ≤ θmax in Ω, −L′ ≤ ψ ≤ L′ in G , (11)

where θmin < θmax and L′ < L are positive real numbers.

We cannot expect for general temperature profiles that the solution of the minization problem for
the interface energy Ψ is a smooth graph. The z−direction is a privileged growth direction for
the crystal only if the decreasing temperature gradient shows in that direction. The mathematical
expression for this constraint is ∂zθ ≤ 0 in Ω, which turns out to be a pointwise constraint on
the gradient of the state. For reason inherent in the analysis of the problem, we consider the
stronger constraint

∂zθ ≤ γ in Ω , (12)

where γ < 0 is a parameter. We denote (Popt) the problem of finding the optimal control
u = θExt in order to minimize the objective functional J = J(ψ, θ) (cf. (9), (10)), where ψ, θ
are subject to the boundary-value problem (P (u)) and to the state constraints (11), (12).

Notations and main assumptions on the data Throughout the paper, the domain G ⊂ R
2

is of class C2,α for a fixed α ∈]0, 1]. The potential σ : G × R
3 → R appearing in (2) is

assumed to satisfy

σ ∈ C3,α(G× R
3 \ {0}) (α > 0) . (13)

We assume that there exist positive constants νj (j = 0, 2) and µi (i = 0, . . . , 4) such that for
all (x, q) ∈ G× R

n+1

ν0 |q| ≤ σ(x, q) ≤ µ0 |q| (14a)

|σq(x, q)| ≤ µ1 (14b)

ν2

|q|
|ξ|2 ≤

3∑

i,j=1

σqi,qj(x, q) ξi ξj ≤
µ2

|q|
|ξ|2

for all ξ ∈ R
3 such that ξ · q = 0

(14c)
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3∑

i=j

σqi,qj(x, q) qj = 0 for i = 1, . . . , n+ 1 (14d)

|σq,x(x, q)| ≤ µ3 , |σq,x,x(x, q)| ≤ µ4 . (14e)

Note that the hypotheses (14a), (14b), (14c) and (14d) are completely natural and in particular
satisfied if σ is positively homogeneous of degree one in the q variable (cf. [Ura71] a.o. for a
proof). A well known example is σ(x, q) = σ(x) |q| (σ = isotropic surface tension coefficient):
The problem (16), (17) is nothing else but the contact angle problem for the mean-curvature
equation.

Instead of σ, it is convenient to introduce a function F : G× R
2 → R

F (x, p) = σ(x, −p, 1), (x, p) ∈ G× R
2 . (15)

The system (2), (3) then reads

− divFp(x, ∇ψ) = λ(θ(x, ψ)) in G , (16)

−Fp(x, ∇ψ) · n = κ(x) on ∂G , (17)

The equation (16) has a singularity of mean-curvature type. For κ, we assume that

κ ∈ C1,α(∂G) (α > 0) , ‖κ‖L∞(∂G) < ν0 on ∂G , (18)

with the constant of (14a). For the function λ, we assume that

λ ∈ C1,α(R), inf
R

λ′ > 0 . (19)

Moreover, λ has one zero at θeq ∈ R
+. These assumptions of course allow for the linear model

λ(θ) = λ0 (θ − θeq), λ0 ∈ R
+.

For the data of the heat equation, we assume that

f ∈ Lq(Ω) (q > 3), f ≥ 0 almost everywhere in Ω . (20)

Since we are interested in the interface S and in the temperature, we call state a pair y =
(ψ, θ), and define for α as in (13) and (18), and for q as in (20) the state space

Y := C2,α(G) ×W 2,q(Ω) . (21)

The control for the problem is the external temperature θExt. The natural choice for a control
space is the trace space W 1/q′,q(∂Ω). Since we can always identify elements of this space
with some of their extension into Ω, we find it more convenient to choose

U = W 1,q(Ω) . (22)

The main challenges for the analysis of the optimal control problem are the second order objec-
tive functional and the pointwise constraint on the gradient in the first order analysis. Here we
need the corresponding higher regularity of the state. Due to regularity results for second order
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elliptic equations on polyhedra [Dau92, Dau88] (cp. Lemma A.1), it is worth noticing that we do
not need to assume that the domain Ω is convex or smooth. The existence of the control to state
mapping in classical function spaces relies on the results of [Ura71, Ura73, Ura75, Ura82] on the
solvatility of the problem (16), (17) (see [Dru11] for a recent summary and further references).
The basic ideas for the derivation of first order optimality conditions in presence of pointwise
constraints on the gradient of the state are to find in [CF93, HK09]. Essential differences to
these investigations are the higher-order objective functional in connection with boundary con-
trol and with the nonlinearity (6). Moreover, we consider a nonlinear system with mean-curvature
type singsularity that neither fits into the single equation setting of [CF93], nor into the abstract
linear differential setting of [HK09].

The structure of the paper is as follows. In the section 2, we prove the existence of the control
to state mapping S. For reasons inherent in the analysis of the problem (16), (17), the natural
solution mapping cannot be introduced on the entire control space U , and has to be extended.
We study the differentiability of S in the section 3. In the section 4, we prove the existence of
local solutions to the optimal control problem, and we derive the first order optimality system
for a class of objective functionals having the application-relevant properties. In the final section
5, we illustrate our analysis at the example of the functional (10). In the appendix we have
collected a few auxiliary propositions. To our knowledge, the Lemma A.1 on higher regularity for
the nonhomogeneous Neumann problem of the heat equation also deserves some attention.

2 Control to state mapping

The first ingredient is the solution operator to the heat equation (4).

Proposition 2.1. Assume that Ω = G×] − L, L[, with G ⊂ R
2 a bounded domain of class

C2,α. Assume that (20) is valid for f , that k satisfies (8), and let u ∈ U (cp. (22)), u ≥ 0 in Ω.

Then, there is a unique θ ∈W 2,q(Ω) that satisfies the equation (4) and the boundary condition

(6) with θExt = u. Moreover θ ≥ inf∂Ω u in Ω.

Proof. Consider the weak solution space V 2,5(Ω) := {θ ∈W 1,2(Ω) : trace(θ) ∈ L5(∂Ω)}.
Due to standard results about monotone operators, we easily prove the existence of a unique
θ ∈ V 2,5(Ω) such that

∫

Ω

k∇θ · ∇φ+

∫

∂Ω

β (|θ|3 θ − |u|3 u)φ =

∫

Ω

f φ, ∀φ ∈ V 2,5(Ω) . (23)

This was for the first time proved in [DPZ87]. Since f is nonnegative, the usual weak maximum
principle helps proving that θ ≥ inf∂Ω u ≥ 0. Therefore, we can replace |θ|3 θ by θ4 in (23),
proving the existence of a weak solution.

Using standard regularity arguments (Stampacchia’s Lemma, cf. for instance [Tro87], Th. 2.7),
there is C = C(Ω, q) > 0 such that

sup
Ω
θ ≤ sup

∂Ω
u+ C ‖f‖Lq/2(Ω) .
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Using that W 1,q(Ω) is continuously embedded in C(Ω), the latest implies that θ4 − u4 ∈
L∞(Ω). Clearly, the functional

F (φ) := −

∫

∂Ω

β (θ4 − u4)φ+

∫

Ω

f φ , (24)

extends by density to a continuous element of [W 1,1(Ω)]∗. By the arguments of [Dau92], Th.
3.2, we obtain the estimate

‖∇θ‖Lq(Ω) ≤ C ‖F‖W 1,q′(Ω) . (25)

Using that the embedding W 1,q(Ω) →֒ C(Ω) is continuous for q > 3 and the chain rule for
Sobolev functions, one now sees that θ4 ∈ W 1,q(Ω). Due to the trace theorem, it follows that
θ4 ∈ W 1/q′,q(∂Ω). Thus, defining Q := β (θ4 − u4) and using that u ∈ U , we see that
Q ∈ W 1/q′,q(∂Ω). Thus, the problem (4), (6) has the required structure to apply Lemma A.1.
The claim follows.

We define Sheat : U+ → W 2,q(Ω) the solution mapping to the problem (4), (6) according to
Lemma 2.1. (Here U+ = {u ∈ U : u ≥ 0}).

At second, we need the solution operator to the mean-curvature-type equation (16) with contact-
angle condition (17). In the following statement, we somewhat abuse notation, definingC1,α(G×
R) := {θ ∈ C(G× R) : ∇θ ∈ Cα(G× R)}. Note that this space is not complete.

Proposition 2.2. LetG ⊂ R
2 be a bounded domain of class C2,α, α ∈]0, 1]. Assume that (13),

(14) are valid for σ, and let κ ∈ C1,α(∂G) satisfy (18). Let λ satisfy (19). Assume moreover

that θ ∈ C1,α(G× R) satisfies the monotonicity condition

γ0 := sup
G×R

θz < 0 in G× R . (26)

Then there is a unique ψ ∈ C2,α(G) solution to (16), (17).

Moreover, there is a number M independent on θ except for γ0 and ‖θ‖L∞(G×{0}) such that

−M ≤ ψ(x) ≤ M for all x ∈ G. There further exists a constant C depending on the domain

G on the number ν0 − ‖κ‖L∞(∂G), on γ0, infR λ
′ and on ‖∇θ‖L∞(G×[−M,M ]) so that

‖D2ψ‖Cα(G) ≤ C (‖λ(θ)‖Cα(S) + ‖κ‖C1,α(∂S)) .

Proof. The unique solvability of contact-angle problems (capilarity problems) for generalized
equations of mean-curvature type under the condition (26) was first proved in papers by Uralt-
seva (cf. [Ura71], [Ura73], [Ura75], [Ura82]). A unified presentation can also be found in the
survey paper [Dru11]. Due to the assumption (19), note that

∂zλ(θ) = λ′(θ) θz ≤ γ0 inf
R

λ′ < 0 in G× R ,

which garanties the applicability of these results. The L∞ estimate and the higher-order esti-
mates on ψ are proved in the same references.
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We define Scurv : C1,α(G× R) → C2,α(G) as the solution mapping to the problem (16), (17)
according to Proposition 2.2.

Remark 2.3. Despite the Propositions 2.1 and 2.2, it is still not completely straightforward to

introduce the solution operator to the problem (P ), due to the following two reasons:

(1) The solution θ to (4), (6) does not necessarily satisfy the assumption (26);

(2) The heat-transfer problem detemines θ only in the cylinder G×]−L,L[. To apply Proposi-

tion 2.2, we would at least need that the temperature is defined in G×] −M,M [, M > L
being possible.

To solve the difficulties raised by the Remark 2.3 we go for a practical way to indroduce a
control to state mapping. To this aim we formulate a technical assumption about the existence
of a suitbable extension and monotonization operator. We refer to Lemma B.1 for a justification.

Assumption 2.4. Let γ < 0, and 0 < L′ < L. Then, there is a continuously differentiable

operator E = Eγ, L′ : W 2,q(Ω) → C1,α(G× R) such that

sup
G×R

∂zE(θ) < 0 for all θ ∈W 2,q(Ω) . (27)

Moreover, E(θ) = θ in ΩL′ for all θ ∈W 2,q(Ω) such that supΩ ∂zθ ≤ γ.

Presently we are interested in the following direct consequence.

Corollary 2.5. Under the Assumption 2.4, there is a for every u ∈ U+ a unique pair (ψ, θ) ∈
C2,α(G) ×W 2,q(Ω) such that θ satisfies (4), (6), and such that ψ satisfies

− divFp(x, ∇ψ) = λ(E(θ)(x, ψ)) in G , (28)

−Fp(x, ∇ψ) · n = κ(x) on ∂G , (29)

Proof. For u ∈ U+, let θ := Sheat(u). Due to Lemma 2.1, θ belongs to W 2,q(Ω). Choose E
according to the Assumption 2.4. Obviously, E(θ) satisfies the assumptions of Proposition 2.2.
There is a unique ψ ∈ C2,α(G) such that (28) and (29) are valid.

Definition 2.6. We denote S = SE : U+ → Y = C2,α(G) ×W 2,q(Ω) the (extended) map-

ping u 7→ (ψ, θ) according to Corollary 2.5. We call it the control-to-state mapping associated

with (P ).

The construction of the mapping S includes some obvious arbitrariness, since the choice of the
extension operator E is by no means unique. However, the next Remark 2.7 shows that this
procedure does not affect the core of the optimal control problem.

Remark 2.7. Call feasible the controls u ∈ U+ such that the solution (ψ, θ) to (P (u)) satisfies

the state constraints (11) and (12). If u is feasible and if E1, E2 both satisfy the Assumption

2.4, then SE1
(u) = SE2

(u).
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3 Differentiability

In this section, we study the continuous differentiability of the mapping S. We recall that the
state space is given by

Y := {(ψ, θ) : ψ ∈ C2,α(G), θ ∈W 2,q(Ω)} . (30)

We prove the differentiability of S by means of the implicit function theorem. To this aim it is
convenient to put the PDE problem in its operator setting.

Denote A1 the second order nonlinear differential operator associtated with the equation (16),
that is

A1(ψ, θ) := −
2∑

i=1

d

dxi
Fpi

(x, ∇ψ) − λ(E(θ)(x, ψ)) . (31)

The operator A1 obviously maps Y into Cα(G). Denote B1 the boundary differential operator
associated with the condition (17). Since we want to consider B1 on Y as well, we define

B1(ψ, θ) = B1(ψ) := n · Fp(x, ∇ψ) − κ(x) . (32)

Then, B1 : Y → C1,α(∂G). We denote A2 the affine differential operator associated with the
heat equation

A2(ψ, θ) = A2(θ) := − div(k∇θ) − f , (33)

which maps Y into Lq(Ω). In order to deal with the boundary condition (6), we introduce

B2(ψ, θ, u) = B2(θ, u) := −k∇θ · n− β (θ4 − u4) . (34)

Obviously, B2 : Y × U → W 1/q′,q(∂Ω). The vector valued operator

T (y, u) := (A1(y), B1(y), A2(y), B2(y, u)) y ∈ Y, u ∈ U , (35)

maps the space Y × U into the image space

Z = Cα(G) × C1,α(∂G) × Lq(Ω) ×W 1/q′,q(∂Ω) . (36)

For u ∈ U , observe that T (y, u) = 0 if and only if y = S(u). For y = (ψ, θ) ∈ Y are
equivalent:

y is a solution to (P (u)) ⇐⇒ T (y, u) = 0 . (37)

Moreover the following Lemma is a straightforward exercise.

Lemma 3.1. For all y ∈ Y , the mapping T : Y × U → Z is Fréchet-differentiable. For

u∗, u ∈ U it holds

∂uT (y, u∗) u = (0, 0, 0, 4 β (u∗)3 u) ∈ Z . (38)
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We now prove the solvability of the linearized problem.

Lemma 3.2. Let u∗ ∈ U+, and denote (ψ∗, θ∗) = y∗ = S(u∗). Let F ∈ Z arbitrary. Then,

the equation ∂yT (y∗, u∗) y = F has a unique solution y = (ψ, θ) ∈ Y such that

−
d

dxi
(Fpi, pj

(x, ∇ψ∗) ∂xj
ψ) − λ′(E(θ∗)(x, ψ∗)) ∂zE(θ∗)(x, ψ∗)ψ

= λ′(E(θ∗)(x, ψ∗))E ′(θ∗) θ(x, ψ∗) + F1 in G , (39)

−ni Fpi, pj
(x, ∇ψ∗) ∂xj

ψ = F2 on ∂G , (40)

− div(k∇θ) = F3 in Ω, (41)

−k∇θ · n = 4 β (θ∗)3θ + F4 on ∂Ω . (42)

Proof. Since T is differentiable, we easily show that ∂yT (y∗, u∗) y = F ∈ Z if and only if the
system (39), (40), (41), (42) is valid.

The equation (41) with the boundary condition (42) can be solved independently. As in the proof
of Lemma 2.1, we first obtain the regularity θ ∈ W 1,q(Ω). Then Q := 4 β (θ∗)3 θ + F4 ∈
W 1/q′,q(∂Ω). We obtain the higher regularity θ ∈W 2,q(Ω) from Lemma A.1.

Due to the choice of E, supG×R ∂zE(θ∗) < 0. Moreover, since ψ∗ ∈ C2,α(G), the matrix
{Fpi,pj

(x, ∇ψ∗)} is uniformly elliptic and belongs to C1,α(G). Since G is of class C2,α, the
vector ni Fpi, pj

(x, ∇ψ∗) belongs to C1,α(∂G). Standard results on the classical solvability of
elliptic second order problems (among others [Tro87], Theorems 3.23 and 3.28) imply that (39),
(40) admits a unique solution ψ ∈ C2,α(G). This proves the claim.

We are now ready to prove a differentiability property of S.

Corollary 3.3. The control-to-state mapping S : U → Y is continuously differentiable. Its

derivative at u∗ ∈ U+ in arbitrary direction u ∈ U is given by

S ′(u∗) u = [∂yT (S(u∗), u∗)]−1 (0, 0, 0, −4 β (u∗)3 u) . (43)

Proof. The derivative ∂yT (S(u∗), u∗) is an isomorphism from Y into Z according to Lemma
3.2. Since T (S(u), u) = 0 for all u ∈ U , the claim follows from the implicit function theorem
in Banach spaces [GT01], Theorem 17.6. The formula (43) follows from the (38).

4 The optimal control problem

For J : Y → R
+, we also denote J : Y × U → R

+ the regularization

J(y, u) := J(y) +
ρ

q
‖u‖qU , ρ > 0 . (44)

In order to define the set of admissible control, note that the external temperature should not vi-
olate the bounds on the temperature inside. Moreover, a meaningful control of the crystallization
process must ensure that the temperature at the bottom G × {−L} of the container is larger
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than at its top G× {L}. Recalling that θeq > 0 is the only zero of the function λ, we define the
set of admissible controls

Uad :=




u ∈ U :





θmin ≤ u ≤ θmax on ∂Ω

u ≥ θeq on G× {−L}

u ≤ θeq on G× {L}




. (45)

Clearly, this is a closed and convex subset of U . We investigate the problem

minimize
(ψ, θ, u) ∈ Y × Uad

T (ψ, θ, u) = 0

J(ψ, θ, u) , (46)

subject to the state-constraints

−L′ ≤ ψ(x) ≤ L′ for x ∈ G , (47)

θmin ≤ θ(x, z) ≤ θmax for (x, z) ∈ Ω , (48)

∂zθ(x, z) ≤ γ for x ∈ G, z ∈] − L, L[ . (49)

Invoking the definition (45) and the control-to-state mapping S, the problem (Popt) can be re-
duced to

(Popt) =

{
min

(y, u)∈Y×Uad

f(u) := J(S(u), u)

subject to (47), (48), (49) .
(50)

We call a control u ∈ Uad feasible if the corresponding state y = S(u) satisfies the state
constraints (47), (48), (49).

Proposition 4.1. Assume that the functional J is nonnegative and lower-semicontinuous in the

topology ofC2(G)×C1(Ω). If there is at least one a feasible control for (Popt), then (50) admits

a (possibly not unique) solution u ∈ Uad.

Proof. Since the set of the feasible controls for (Popt) is not empty, we can choose a minimal
sequence {un} of feasible controls. Since the Tychonov regularization of J is coercive on U ,
there is a constant independent on n such that ‖un‖U ≤ C . Due to the fact that U is a reflexive
space, we can find a subsequence (that we not relabel) and u ∈ Uad such that un ⇀ u in
U . Denote (ψn, θn) = S(un). Due to the estimates in Proposition 2.1, the sequence {θn}
is uniformly bounded in W 2,q(Ω), and supΩ ∂zθn ≤ γ. Moreover, since for all n ∈ N the
control un is feasible, we have ‖ψn‖L∞(G) ≤ L′. Therefore, the Proposition 2.2 implies that the
sequence {ψn} is uniformly bounded inC2,α(G). Using well-known compactness results, there
are θ ∈ W 2,q(Ω), ψ ∈ C2,α(G) such that passing to a subsequence θn → θ in C1(Ω) and
ψn → ψ in C2(G). By assumption, the functional J is lower-semicontinuous in the topology of
C2(G) × C1(Ω). Using the lower semicontinuity of ‖ · ‖U , we see that (ψ, θ, u) solves the
optimal control problem (50).
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If J is continuously differentiable on the state space, then f is continuously differentialbe and

f ′(u∗) u = ∂yJ(S(u∗), u∗)S ′(u∗) u+ ∂uJ(S(u∗), u∗) u . (51)

Next we discuss the existence of Lagrange multipliers associated with the pointwise state con-
straints. Due to the well-known duality between the space of Borel-regular Radon-measures
and the continuous functions, these constraints lead to measure-valued Lagrange-multipliers.

Definition 4.2. The Lagrange functional L : Uad × [M(G×Ω)]2 ×M(Ω) → R associated

with (Popt) has the expression

L (u, µa, µb, µγ) := f(u)

+

∫

G×Ω

(ya − S(u)) dµa +

∫

G×Ω

(S(u) − yb) dµb +

∫

Ω

(∂zS2(u) − γ) dµγ .

with ya = (−L′, θmin) and yb = (L′, θmax).

Here we identify for the sake of brevity µa, µb ∈ M(G × Ω) with pairs (µa,1, µa,2) and
(µb,1, µb,2) in M(G) ×M(Ω). We have for instance

∫

G×Ω

(ya − S(u)) dµa =

∫

G

(−L′ − S1(u)) dµa,1 +

∫

Ω

(θmin − S2(u)) dµa,2 .

Definition 4.3. Let u∗ ∈ Uad be a local solution to (Popt). Then, (µa, µb, µγ) ∈ [M(G ×
Ω)]2 × M(Ω) is called a Lagrange multiplier associated with the state constraints (47), (48)
and (49) if and only if

∂uL (u∗, µa, µb, µγ) (u− u∗) ≥ 0, ∀u ∈ Uad

µa, µb, µγ ≥ 0∫

G×Ω

(ya − S(u∗)) dµa = 0 =

∫

G×Ω

(S(u∗) − yb) dµb =

∫

Ω

(∂zS2(u) − γ) dµγ .

In the presence of box constraints, the adjoint state associated with the optimal control problem
(Popt) has usually low regularity. Due to the pointwise constraint (49) on the gradient of the
state, the regularity is even getting worse. In order to introduce the adjoint state in the present
situation, we assume that there are α > 0, s > 3 such that

∂ψJ : Y → [C2,α(G)]∗, ∂θJ : Y → [W 2,s(Ω)]∗ . (52)

Here and for the remainder of the paper, we identify a measure µ ∈ M(Ω) with the functional
µ(φ) :=

∫
Ω
φ dµ, φ ∈ C(Ω). For ease of writing, we moreover set

∂zµ(φ) := µ(∂zφ), µ ∈ M(Ω), φ ∈ C1(Ω) .
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Proposition 4.4. Let u∗ ∈ Uad be feasible. Define (ψ∗, θ∗) = y∗ := S(u∗) ∈ Y . Let

(µ1, µ2, µ3) ∈ M(G) × M(Ω) × M(Ω). Assume that J : Y → R satisfies (52). Then,

there exists a unique pair p = (p1, p2) ∈ [Cα(G)]∗ × Lq
′

(Ω) such that

〈
p1,

(
−

d

dxi
(Fpi, pj

(x, ∇ψ∗) ∂xj
ξ) − λ′(θ∗(x, ψ∗)) θ∗z(x, ψ

∗) ξ

)〉

= ∂ψJ(y∗)(ξ) + µ1(ξ) ∀ξ ∈ C2,α(G) : ∂ψB1(y
∗) ξ = 0 , (53)∫

Ω

p2 (− div(k∇φ)) + 〈p1, λ
′(θ∗(x, ψ∗))φ(x, ψ∗)〉 = ∂θJ(y∗)(φ) + (µ2 + ∂zµ3)(φ)

∀φ ∈W 2,q(Ω) : ∂θB2(y
∗)φ = 0 . (54)

Proof. For ψ∗ ∈ C2,α(G), the matrix {Fpi, pj
(x, ∇ψ∗)} is uniformly elliptic, and belongs to

C1,α(G). The coefficient θ∗z(x, ψ
∗) is of class Cα(G), and uniformly negative. Let g ∈ Cα(G)

arbitrary. Due to classical results of regularity theory for linear second order uniformly elliptic
equations ([Tro87], Theorem 3.28), there is a unique ξ ∈ C2,α(G) satisfying the linear problem

−
d

dxi
(Fpi, pj

(x, ∇ψ∗) ∂xj
ξ) − λ′(θ∗(x, ψ∗)) θ∗z(x, ψ

∗) ξ = g in G (55)

ni Fpi, pj
(x, ∇ψ∗) ∂xj

ξ = 0 on ∂G . (56)

Moreover, there is a constant depending on ψ∗, θ∗ and on the domainG, but not on g such that
‖ξ‖C2,α(G) ≤ c ‖g‖Cα(G). We denote A−1

1 the solution operator g 7→ ξ. Obviously

|µ1 ◦ A
−1
1 (g)| ≤ ‖µ1‖M(G) ‖A

−1
1 (g)‖C(G) ≤ c ‖g‖Cα(G) . (57)

Consider now the linear functional

〈p1, g〉 := (∂yJ(y∗) + µ1) ◦ A
−1
1 (g), g ∈ Cα(G) .

Due to (57) and the assumption (52), p1 is continuous on Cα(G), and

‖p1‖[Cα(G)]∗ ≤ c (‖µ1‖M(G) + ‖∂yJ(y∗)‖[C2,α(G)]∗) . (58)

Choosing g = A1(ξ), ξ ∈ C2,α(G) arbitrary such that (56) is valid (that is ∂ψB1(y
∗) ξ = 0),

we easily show that p1 satisfies (53).

We now turn our attention to the relation (54). We introduce a linear functional

F1(φ) := 〈p1, λ
′(θ∗(x, ψ∗))φ(x, ψ∗)〉 (59)

Due to the continuity of the embedding W 1,q(Ω) →֒ Cα(Ω) for q > 3 and α ≤ 1 − 3/q, and
to the estimate (58), it follows that

|F1(φ)| ≤ ‖p1‖[Cα(G)]∗ ‖λ
′(θ∗(x, ψ∗))φ(x, ψ∗)‖Cα(G) ≤ c ‖φ‖W 1,q(Ω) . (60)

Here we use the assumption (19) and the regularity θ∗ ∈ C1(Ω). For g ∈ Lq(Ω), there is
according to Lemma A.1 a unique φ ∈W 2,q(Ω) satisfying

− div(k∇φ) = g in Ω, −k∇φ · n = 4 β |θ∗|3 φ on ∂Ω .
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and the estimate ‖φ‖W 2,q(Ω) ≤ c ‖g‖Lq(Ω). We denote A−1
2 the solution operator g 7→ φ.

Since the embedding W 1,q(Ω) → C(Ω) is continuous, there is c independent of g such that

|(µ2 + ∂zµ3) ◦ A
−1
2 (g))| ≤ (‖µ2‖M(Ω) + ‖µ3‖M(Ω)) ‖A

−1
2 (g)‖W 1,∞(Ω)

≤ c ‖g‖Lq(Ω) . (61)

Consider the linear functional

F (g) := (∂θJ(y∗) + µ2 + ∂zµ3 − F1) ◦ A
−1
2 )(g), g ∈ Lq(Ω) .

Due to the Riesz representation theorem for Lq(Ω), there is p2 ∈ Lq
′

(Ω) such that
∫
Ω
p2 g =

F (g) for all g ∈ Lq(Ω). For g = A2(φ), φ ∈W 2,q(Ω) such that −k∇φ · n = 4 β (θ∗)3 φ on
∂Ω, the relation (54) follows.

In order to interpret the adjoint state as the solution to a boundary value problem, we assume
that the functional J satisfies a stronger assumption: There are r > 1, s > 3 such that

∂ψJ : Y → [W 2,r(G)]∗, ∂θJ : Y → [W 2,s(Ω)]∗ . (62)

We then have a regularity result.

Proposition 4.5. Assumptions of Proposition 4.4 with (62). Then, the pair (p1, p2) belongs to

Lr
′

(G) × Lq
′

(Ω) and solves the following boundary value problem in the distributional sense:

−
d

dxi
(Fpi, pj

(x, ∇ψ∗) ∂xj
p1) − λ′(θ∗(x, ψ∗)) θ∗z(x, ψ

∗) p1

= ∂ψJ(y∗) + µ1 in G (63)

ni Fpi, pj
(x, ∇ψ∗) ∂xj

p1 = 0 on ∂G (64)

− div(k∇p2) = ∂θJ(y∗) + µ2 + ∂zµ3 in Ω (65)

[−k∇p2 · ν
∗] = ν∗3 λ

′(θ∗) p1 on S∗ (66)

− k∇p2 · n = 4 β (θ∗)3 p2 on ∂Ω . (67)

Here we have used the convention to write functionals in the right-hand side of the equation and

not to recall their contribution in the boundary or transmission conditions.

Proof. Due to standard results of regularity theory for linear second order uniformly elliptic equa-
tions in smooth domains (cf. [Dau92], Theorem 3.2), the operator A−1

1 of the proof of Proposition
4.4 g 7→ ξ is continuous from Lr(G) into W 2,r(G). Since r > 1 and G ⊂ R

2, the embedding
W 2,r(G) → C(G) is continuous, and therefore

|µ1 ◦ A
−1
1 (g)| ≤ ‖µ1‖M(G) ‖A

−1
1 (g)‖C(G) ≤ c ‖g‖Lr(G) . (68)

Thus, due to (62), the functional p1 is continuous on Lr(G). In view of the Riesz representation
theorem for Lr, there is p1 ∈ Lr

′

(G) such that
∫
G
p1 g = F (g) for all g ∈ Lr(G), and

‖p1‖Lr′(G) = ‖F‖[Lr(G)]∗ ≤ c (‖µ1‖M(G) + ‖∂yJ(y∗)‖[W 2,r(G)]∗) . (69)
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Thus, the function p1 is a distributional solution to the problem (63), (64). The surface mea-
sure on the surface S∗ := graph(ψ∗;G) is given by dS =

√
1 + |∇ψ∗|2 dx, where dx

is the Lebesque measure in G. Since the upper unit normal ν∗ is given by ν∗ = (1 +
|∇ψ∗|2)−1/2 (−∇ψ∗, 1), we have dS = 1/ν∗3 dx on S∗. Using the regularity of p1, the func-
tional F1 of the proof of Proposition 4.4, (59) has the representation

F1(φ) =

∫

G

p1(x)λ
′(θ∗(x, ψ∗))φ(x, ψ∗) dx =

∫

S∗

ν∗3 p1 λ
′(θ∗)φ dS . (70)

Thus, p2 solves the problem (65), (66), (67) in the distributional sense.

Since we obtain p2 only in Lq
′

, the boundary condition (67) has to be interpreted in a very weak
sense as in the following statement. Similar ideas were used in [CF93], Th. 5 in the context of
optimal control. Trace theorems in spaces of negative order (dual spaces) were introduced in
[LM63], Th. 7.1.

Lemma 4.6. Assumptions of Proposition 4.4. Then, there is p̃2 ∈ [W 1/q′,q(∂Ω)]∗ such that

∀φ ∈ W 2,q(Ω)

∫

Ω

p2 (− div(k∇φ)) + 〈p̃2,
(
−k∇φ · n− 4 β (θ∗)3 φ

)
〉

= −〈p1, λ
′(θ∗(x, ψ∗))φ(x, ψ∗)〉 + ∂θJ(y∗)φ+ (µ2 + ∂zµ3)(φ) . (71)

Proof. Let p2 ∈ Lq
′

(Ω), F ∈ [W 2,q(Ω)]∗ be such that

∫

Ω

p2 (− div(k∇φ)) = F (φ) ∀φ ∈W 2,q(Ω), ∂θB2(y
∗)φ = 0 , (72)

as in the proof of Proposition 4.4. We show how to interpret the trace of p2 as a functional
p̃2 ∈ [W 1/q′,q(∂Ω)]∗. Define

F(ξ) :=

∫

Ω

p2 div(k∇φ) + F (φ), φ ∈W 2,q(Ω) .

We easily show that F ∈ [W 2,q(Ω)]∗. On the other hand, according to Lemma A.1 it is possible
to introduce an operator B : Lq(Ω) ×W 1/q′,q(∂Ω) → W 2,q(Ω), (f, g) 7→ φ, where φ is the
solution to the linear problem

− div(k∇φ) = f in Ω , −k∇φ · n− 4 β (θ∗)3 φ = g on ∂Ω . (73)

The functional F ◦ B clearly belongs to the dual of Lq(Ω) ×W 1/q′,q(∂Ω). Moreover, due to
(72) F ◦ B(f, 0) = 0 for all f ∈ Lq(Ω). This proves that the value of F ◦ B(f, g) depends
only on g, and means nothing else but that there is p̃2 ∈ [W 1/q′,q(∂Ω)]∗ such that

[F ◦ B](f, g) = 〈p̃2, g〉 for all (f, g) ∈ Lq(Ω) ×W 1/q′,q(∂Ω) .

Choosing (f, g) := B−1(φ) with φ ∈ W 2,q(Ω) arbitrary (cf. (73)), the claim follows.
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Remark 4.7. In the Proposition 4.4, 4.5, we have only considered the case of u∗ ∈ Uad feasible,

because this is clearly the relevant one. If u∗ ∈ Uad is not feasible, we can compute the adjoint

state by instead solving:

−
d

dxi
(Fpi, pj

(x, ∇ψ∗) ∂xj
p1) − λ′(E(θ∗)(x, ψ∗)) ∂zE(θ∗)(x, ψ∗) p1

= ∂ψJ(y∗) + µ1 in G (74)

ni Fpi, pj
(x, ∇ψ∗) ∂xj

p1 = 0 on ∂G . (75)

Once the distributional solution p1 ∈ Lr(G) (resp. p1 ∈ [Cα(G)]∗) to (74) at hand, (75), define

F̃1(φ) :=
∫
S∗
ν∗3 λ

′(E(θ∗)) p1E
′(θ∗)φ dS, and solve

− div(k∇p2) = ∂θJ(y∗) + µ2 + ∂zµ3 in Ω (76)

[−k∇p2 · ν
∗] = F̃1 on S∗ (77)

−k∇p2 · n = 4 β (θ∗)3 p2 on ∂Ω . (78)

We now derive the first order optimality system under a classical linearized Slater condition.

Proposition 4.8. Let u∗ ∈ Uad be a local solution to (Popt) which is regular in the sense of

[ZK79]. Define y∗ = S(u∗), and let the assumption (52) be valid. Then, there are a Lagrange

multiplier (cf. the Definition 4.3) for the problem (Popt), and an adjoint state p ∈ [Cα(G)]∗ ×
Lq

′

(Ω), such that

ρ

∫

Ω

{|∇u∗|q−2 ∇u∗ · ∇(u− u∗) + |u∗|q−2 u∗ (u− u∗)} − 〈p̃2, 4β (u∗)3 (u− u∗)〉

≥ 0 ∀u ∈ Uad .

Here, p̃2 ∈ [W 1/q′,q(∂Ω)]∗ denotes the trace of p2 (cp. Lemma 4.6).

Proof. The existence of the Lagrange multipliers follows from [ZK79].

Denote now (ψ, θ) ∈ Y the solution of the linearized system (cf. Lemma 3.1) with u replaced
by u− u∗. Define µ1 := µb,1 − µa,1 ∈ M(G). Using the distributional formulation (53) of the
equation (63) with the boundary condition (64) and the testfunction ξ = ψ, we obtain that

〈
p1,

(
−

d

dxi
(Fpi, pj

(x, ∇ψ∗) ∂xj
ψ) − λ′(θ∗(x, ψ∗)) θ∗z(x, ψ

∗)ψ

)〉

= ∂yJ(y∗)ψ + µ1(ψ) . (79)

On the other hand, we have θ ∈ W 2,q(Ω), and

− k∇θ · n− 4β (θ∗)3 θ = −4β (u∗)3 (u− u∗) .

Choosing ξ = θ in the dirstributional formulation (71) with µ2 := µb,2 −µa,2 and µ3 := µγ , we
obtain that

− 〈p̃2,
(
4 β (u∗)3 (u− u∗)

)
〉

+ 〈p1, λ
′(θ∗(x, ψ∗)) θ(x, ψ∗)〉 = ∂θJ(y∗)(θ) + (µ2 + ∂zµ3)(θ) . (80)
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Adding the relations (79) and (80), we identify

∂yJ(y∗)(ψ, θ) + (µb − µa)(ψ, θ) + µγ(∂zθ)

= ∂yJ(y∗)ψ + µ1(ψ) + ∂θJ(y∗)(θ) + (µ2 + ∂zµ3)(θ)

= −〈p̃2, 4 β (u∗)3 (u− u∗)〉 . (81)

Using now the variational inequality in the Definition 4.3 of the Lagrange multipliers, we obtain
for u∗, u ∈ Uad arbitrary that

0 ≤ ∂uL (u∗, µa, µb, µγ) (u− u∗)

= −〈p̃2, 4 β (u∗)3 (u− u∗)〉 + ∂uJ(y∗, u∗) (u− u∗) . (82)

proving the projection formula.

5 One example

Finally we want to illustrate the theory at the example of the functional

J(ψ, θ) :=
1

2
‖ψ − ψd‖

2
W 2,2(G) +

1

2
‖θ − θd‖

2
W 1,2(S) . (83)

We recall that here, S := graph(ψ; G).

The functional (83) is of interest because it does not entirely fits into the abstract setting of the
precedent section. This gives us the occasion to point at two additional features of the practical
problem. First, the natural domain of definition of J is not the entire Y , but the open subset
{(ψ, θ) ∈ Y : ‖ψ‖L∞(G) < L}. This is due to the fact (Remark 2.3) that J cannot be
evaluated if parts of the surface graph(ψ; G) are not contained in the domain Ω. And, second,
we need more regularity of the solution to establish the differentiability of J .

Throughout the section, we assume in this section that there is p > 1 (without loss of generality
p ≤ q) such that the data have the additional regularity

‖∂zf‖Lp(Ω) + ‖∇∂zA‖Lp(Ω) < +∞ . (84)

For 0 < M < L, we introduce the Banach space

Y (p, M) := {y = (ψ, θ) ∈ Y : ‖∂zθ‖W 2,p(ΩM ) < +∞}

‖y‖Y (p,M) := ‖y‖Y + ‖∂zθ‖W 2,p(ΩM ) ,

and an open subset Y0(p, M)

Y0(p, M) := {y ∈ Y (p, M) : ‖ψ‖L∞(G) < M} .

Lemma 5.1. Assume that ψd ∈W 2,2(G) and θd ∈W 2,q(Ω) with ∂zθd ∈ W 2,p(Ω). Then, the

functional J given by (83) is continuously differentiable in Y0(p, M). Moreover, the derivative

∂yJ satisfies

∂ψJ : Y0(p, M) → [W 2,2(G)]∗, ∂θJ : Y0(p, M) → [W 2,2(Ω)]∗ .
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Proof. Let y∗ = (ψ∗, θ∗) ∈ Y0(p; M). Denote S∗ := graph(ψ∗, G). Throughout the proof,
we use the abbreviation w := θ∗ − θd ∈ W 2,q(Ω). We denote δ the tangential differential
operator on S∗, that is

δ f := ∇f − (ν∗ · ∇f) ν∗ f ∈ C1(S∗) ,

where ν∗ denotes a unit normal to S∗. Let J1(ψ) := 1/2 ‖ψ − ψd‖
2
W 2,2(G). Obviously

∂ψJ1(ψ
∗)ψ = (ψ∗ − ψd, ψ)W 2,2(G) , (85)

and it follows that ∂ψJ1(y
∗) ∈ [W 2,2(G)]∗.

Consider J2(ψ, θ) := 1/2 ‖θ − θd‖
2
W 1,2(S). Again, it is straightforward to compute that the

derivative ∂θJ2(ψ
∗, θ∗) in some direction θ ∈W 2,2(Ω) has the expression

∂θJ2(ψ
∗, θ∗)θ =

∫

S∗

{w θ + δ w · δ θ} dS = (w, θ)W 1,2(S∗) .

Since S∗ is of class C2,α and S∗ ⊂ ΩM , the trace theorem implies that

|∂θJ2(ψ
∗, θ∗)θ| ≤ ‖w‖W 1,2(S∗) ‖θ‖W 1,2(S∗) ≤ c ‖w‖W 2,2(ΩM ) ‖θ‖W 2,2(ΩM ) ,

proving that ∂θJ2(y
∗) ∈ [W 2,2(Ω)]∗.

The ψ−derivative of J2 has a more complex expression. Due to the assumptions, ∂zw ∈
W 2,p(ΩM). We derive from elementary calculus that

∂ψJ2(ψ
∗, θ∗)ψ

=
1

2

∫

G

∇ψ∗ · ∇ψ√
1 + |∇ψ∗|2

[w2 + | δ w|2](x, ψ∗) +

∫

G

√
1 + |∇ψ∗|2 [wwz](x, ψ

∗)ψ

︸ ︷︷ ︸
=:〈a(w), ψ〉

+

∫

G

√
1 + |∇ψ∗|2 [δ w · δ wz](x, ψ

∗)ψ −

∫

G

[(ν∗ · ∇w) δ w](x, ψ∗) · δ ψ

︸ ︷︷ ︸
=:〈b(w), ψ〉

.

Using that ψ∗ ∈ C2,α(G) and w ∈W 2,q(Ω) →֒ C1(Ω), we easily show that

|〈a(w), ψ〉| ≤ c(w) ‖ψ‖W 1,1(G) . (86)

The additional regularity is needed to handle the integral 〈b(w), ψ〉 that makes sense only if the
tangential derivatives of the function ∂zw are available on the surface S∗. Under the additional
assumptions, we have δ wz ∈W 1/p′,p(S∗). Thus

|〈b(w), ψ〉| ≤ c1 ‖ δ w‖L∞(S∗) ‖ δ wz‖Lp(S∗) ‖ψ‖Lp′ (G) + c2 ‖∇w‖
2
L∞(S∗) ‖ δ ψ‖L1(G)

≤ c(w) ‖ψ‖W 1,2(G) .

Thus, ∂ψJ2(y
∗) ∈ [W 1,2(G)]∗, and using the standard Sobolev embedding, ∂ψJ2(y

∗) ∈
[W 2,1(G)]∗. The claim follows.
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Lemma 5.2. Let u∗ ∈ U be a feasible control. Then, there are ρ0 > 0 and 0 < M < L such

that the control to state mapping S maps Bρ(u
∗; U) continously into Y0(p, M) for all ρ ≤ ρ0.

Proof. Since u∗ is feasible, the state (ψ∗, θ∗) = S(u∗) satisfies ‖ψ∗‖L∞(G) ≤ L′ < L. Since
S is continous, we easily obtain for (ψ, θ) = S(u), u ∈ Bρ(u

∗; U) that ‖ψ‖L∞(G) ≤M < L.

It remains to prove that ∂zθ ∈W 2,p(ΩM ). This is the object of Lemma 5.3 below.

Lemma 5.3. Under the additional assumption (84), the solution θ = Sheat(u), u ∈ U satisfies

∂zθ ∈W 2,p(ΩM) for M < L arbitrary.

Proof. According to Lemma 2.1, θ ∈ W 2,q(Ω). Thus, u := ∂zθ ∈ W 1,q(Ω). It follows that
θ3 u ∈W 1,q(Ω), and from the trace theorem, we get θ3 u ∈W 1/q′,q(∂Ω).

The function u satisfies

− div(A∇u) = ∂zf + div(∂zA∇θ) ∈ Lp(Ω)

−A∇u · n = 4 β θ3 ∂zθ + ∂zA∇θ · n ∈W 1/p′,p(Γ1) .

The claim u ∈W 2,p(ΩM) near Γ1 follows from local regularity results for the Neumann-problem
near a surface of class C2 (special case of [Dau92], Th. 3.2 among others).

To sum up, we can prove the following result.

Corollary 5.4. Let (84) be valid. Assume that ψd ∈ W 2,2(G) and θd ∈ W 2,q(Ω), ∂zθd ∈
W 2,p(Ω) (1 < p ≤ q). For every feasible u∗ ∈ U , there is a neighbourhood Bρ(u

∗) such

that the operator ∂yJ ◦ S exists and is continuous on Bρ(u
∗). Moreover, ∂ψJ2 ◦ S : Bρ →

[W 2,1(G)]∗, and ∂θJ2 ◦ S : Bρ → [W 2,2(Ω)]∗.

Proof. Since S maps Bρ(u
∗) into Y0(p, M) continuously (cf. Lemma 5.2), and since J is a

C1 mapping on this set according to Lemma 5.1, the claim follows from the chain rule for the
Fréchet derivative.

A The regularity result

Throughout this section, the domain Ω is the curvilinear polygon G×] − L,L[ with G ⊂ R
2 a

bounded domain of class C2,α for some α ∈ [0, 1]. Let n denote the outward unit normal on
∂G. We denote Γ1 := ∂G×] − L,L[ with outward unit normal n, and Γ2 = G × {−L,L}
with unit normal nΓ2

= ±e3. We denote W 1,p
Γk

(Ω), k = 1, 2 the subspace of W 1,p(Ω) the

elements of which have a vanishing trace on Γk. We assume that there are Ã ∈ C1(Ω; R
2×2),

and a0 > 0 such that

Ãi,j ηi ηj ≥ a0 |η|
2 ∀η ∈ R

2 , (87)
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and we define a uniformly elliptic matrix A ∈ C1(Ω; R
3×3) via

A =

(
Ã 0
0 1

)
. (88)

The following claim is proved for Q = 0 in [Dau92], Theorem 3.2.

Lemma A.1. Assume that A ∈ C1(Ω; R
3×3) satifies (88), with Ã satisfying (87). Let f ∈

Lq(Ω) and Q ∈ W 1/q′,q(∂Ω) with 3 < q < ∞. Assume that u ∈ W 1,2(Ω) satisfies

− div(A∇u) = f in Ω, −A∇u · n = Q on ∂Ω in the weak sense. Then u ∈ W 2,q(Ω),

and the estimate

‖∇u‖W 1,q(Ω) ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) , (89)

is valid, with a constant c that depends only on Ω, q and A.

Proof. Throughout the proof we need some preliminary regularity, whose proof can be found in
the papers [Dau92, Dau88]:

‖∇u‖Lq(Ω) ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) , (90)

‖∇u‖H1/2+δ(Ω) ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) , (91)

for a 0 < δ < 1/2. In particular, it follows that

‖u‖W 1+δ,2(∂Ω) ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) . (92)

At the end of the proof, we show for i = 1, 2, 3 that u satisfies the relation
∫

Ω

∂xi
u div(A∇φ) +

∫

∂Ω

A∇φ · (δ(u ni) − δi(u n))

+

∫

∂Ω

Q∂xi
u = F0(φ) , ∀φ ∈ C∞(Ω) ,

(93)

where n = outward unit normal, δ = ∇− n (n · ∇) = tangential differential operator on ∂Ω,
and the functional F0 is defined via

F0(φ) :=

∫

Ω

∂xi
A∇φ · ∇u+

∫

Ω

f ∂xi
φ .

Due to the estimate (90), we easily prove for F = F0 that

|F (φ)| ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) ‖∇φ‖Lq′(Ω) . (94)

The regularity claim is well-known near the interior of the surfaces Γ1 and Γ2 (cf. [Tro87], Theo-
rem 3.17). It is sufficient to prove the regularity in the neighbourhood of the edge l := Γ1 ∩ Γ2.
For s0 ∈ l, we simplify the discussion assuming that there is R > 0 such that the surface
Γ1,R := BR(s0) ∩ Γ1 is flat. Then, lR := l ∩ BR(s0) is a line, and we can assume that
e2 = (0, 1, 0) is the unit tangent to lR. If these simplifying assumptions are not satisfied, we
map the neighbourhood ΩR(s0) := BR(s0) ∩ Ω onto this model-configuration by means of a
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C2− diffeomorphism that flattens the boundary of the domainG and affects only the x direction.
This transfomation clearly preserves the structural assumption (88) on the matrix A.

We define ΣR := ∂Ω ∩BR(s0). Our assumptions imply that H = 0 on ΣR, and | δ n| = 0 on
ΣR. Let φ ∈ C∞(Ω) arbitrary, and η ∈ C∞

c (ΩR ∪ ΣR) fixed. We choose φ η as testfunction
in (93), and we define wi := η ∂xi

u. It follows that

∫

Ω

wi div(A∇φ) +

∫

∂Ω

A∇(φ η) · (δ u ni − δi u n) +

∫

∂Ω

η Q∂xi
φ = F1(φ)

:= F0(η φ) −

∫

Ω

∂xi
u (2A∇η · ∇φ+ div(A∇η)φ) −

∫

∂Ω

Q∂xi
η φ .

(95)

The linear functional F = F1 satisfies the same estimate (94) with constants depending on η.
We omit the proof of this straightforward estimate.

Note that δ u ∈ L2(∂Ω) ((92)), and thatwi ∈ Lq(Ω) ((90)). SinceC∞(Ω) is a dense subset of
W 2,q′(Ω), the validity of (95) extends to all φ ∈ W 2,q′(Ω). We now specialize the relation (95)
to i = 3. The facts that n3 = 0 on Γ1, that δ3 = 0 on Γ2, and that | δ n| = 0 on supp(η)∩ ∂Ω
yield the identity

∫

∂Ω

A∇(φ η) · (δ u ni − δi u n)

= −

∫

Γ1

A∇(η φ) · n δ3 u+

∫

Γ2

A∇(η φ) · δ u n3 .

Observe also that if trace(φ) = 0 on Γ2, then δ u · A∇(φ η) = 0 on Γ2. This is due to the
property (88), that implies that Aδ u is a tangential vector on Γ2.

On the other hand, due again to the property (88) and the Gauss theorem,

∫

∂Ω

η Q∂x3
φ =

∫

Γ1

η Q δ3 φ+

∫

Γ2

η Qn · A∇φ

=

∫

Γ1

η Q (δ3 φ−A∇φ · n) +

∫

Ω

div(Qη A∇φ) .

Thus, for w̃3 := w3 + η Q, it follows from (95) for all φ ∈W 2,q′(Ω) ∩W 1,1
Γ2

(Ω) that

∫

Ω

w̃3 div(A∇φ) −

∫

Γ1

(δ3 u+Q) η (A∇φ · n) = F2(φ) ,

:= F1(φ) −

∫

Ω

A∇φ · ∇(η Q) −

∫

Γ1

η Q δ3 φ+

∫

Γ1

δ3 u (A∇η · n)φ .

(96)

For φ ∈ W 2,q′(Ω) ∩ W 1,1
Γ2

(Ω), use the Gauss theorem again (recall that mean curvature
vanishes on supp(η) ∩ ∂Ω) to show that

∫

Γ1

δ3 u (A∇η · n)φ = −

∫

Γ1

u δ3((A∇η · n)φ) .
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Using Lemma A.2, (1) we prove for φ ∈W 2,q′(Ω) ∩W 1,1
Γ2

(Ω) the estimates

∣∣∣∣
∫

Γ1

η Q δ3 φ

∣∣∣∣ ≤ c ‖η Q‖W 1/q′,q(∂Ω) ‖∇φ‖Lq′(Ω)

∣∣∣∣
∫

Γ1

δ3 u (A∇η · n)φ

∣∣∣∣ ≤ c ‖(A∇η · nΓ1)φ‖W 1,q′(Ω) ‖u‖W 1,q(Ω) ,

showing that the functional F = F2 again satisfies the continuity estimate (94) (since Γ1 is
of class C2, the normal nΓ1 has an extension in [C1(Ω)]3). For k ∈ {1, 2, 3} arbitrary and
ψ ∈ C∞

c (ΩR), define v0 to be the weak solution to the mixed problem

− div(A∇v0) = ∂xk
ψ in Ω, −A∇v0 · n = 0 on Γ1, v = 0 on Γ2 .

According to the result of [Dau92], Theorem 3.2, v0 ∈ W 2,s(Ω) for all 1 < s < 2, and for all
1 < p <∞, there is a constant depending on Ω, A, p such that

‖v0‖W 1,p(Ω) ≤ c ‖∂xk
ψ‖[W 1,p′(Ω)]∗ ≤ c ‖ψ‖Lp(Ω) .

Putting v0 into (96), we obtain that

∣∣∣∣
∫

Ω

w̃3 ∂xk
ψ

∣∣∣∣ ≤ |F2(v0)| ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) ‖v0‖W 1,q′ (Ω)

≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) ‖ψ‖Lq′(Ω) .

Thus, recalling the definition of w̃ := η (∂x3
u + Q), we obtain that ∇(η ∂x3

u) ∈ [Lq(ΩR)]3.
For R′ < R arbitrary and suitable choice of the localization η, we obtain that

‖∇∂x3
u‖Lq(ΩR′ ) ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) . (97)

We now consider (95) for i = 2. Since n2 = 0 on supp(η) ∩ ∂Ω, it follows that

∫

Ω

w2 div(A∇φ) −

∫

∂Ω

A∇(φ η) · n δ2 u+

∫

∂Ω

η Q∂x2
φ = F1(φ) .

Note that e2 = (0, 1, 0) is everywhere tangent on ΣR. Using Lemma A.2, (2) we can put the
relation in the form

∫

Ω

w2 div(A∇φ) −

∫

∂Ω

δ2 u η (A∇φ · n) = F3(φ)

:= F1(φ) −

∫

∂Ω

{η Q δ2 φ− A∇η · n δ2 u φ} ,

with a functional F3 that again satisfies the estimate (94). Defining v0 ∈ W 2,s(Ω), s < ∞
arbitrary (cp. [Dau92], Theorem 3.2) to be the weak solution to the homogeneuous Neumann
problem

− div(A∇v0) = ∂xk
ψ in Ω, −A∇v0 · n = 0 on ∂Ω .
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for k ∈ {1, 2, 3} and ψ ∈ C∞
c (ΩR) arbitrary, we argue as above to prove that

‖∇∂x2
u‖Lq(ΩR′ ) ≤ c (‖f‖Lq(Ω) + ‖Q‖W 1/q′,q(∂Ω)) . (98)

In the case i = 1, we know from the previous steps that the mixed weak derivatives ∂2
x1, xj

u

exist for j 6= 1 and belong to Lq(Ω). Due to standard interior regularity results, u ∈ W 2,q
loc (Ω).

Using the equation − div(A∇u) = f , we can show that ∂x1
u also has a x1 weak derivative

that almost everywhere satisfies

−∂x1
(a1,1 ∂x1

u) = f + ∂x1
(a1,2 ∂x2

u) + ∂x2
(a2,1 ∂x1

u+ a2,2 ∂x2
u) + ∂2

x3
3

u ∈ Lq(Ω) .

In order to complete the proof, it remains to prove the relation (93). Since u is a weak solution,

−

∫

Ω

u div(A∇φ) +

∫

∂Ω

uA∇φ · n+

∫

∂Ω

Qφ =

∫

Ω

f φ , ∀φ ∈ C∞(Ω) .

We choose in the latest relation φ of the form ∂xi
φ (i = 1, 2, 3), and we use a few integration

by parts to prove that

∫

Ω

∂xi
u div(A∇φ) −

∫

∂Ω

ni u div(A∇φ) +

∫

∂Ω

u ∂xi
(A∇φ) · n+

∫

∂Ω

Q∂xi
φ

=

∫

Ω

∂xi
A∇φ · ∇u+

∫

Ω

f ∂xi
φ = F0(φ) . (99)

Using the tangential differential operators δ and div∂Ω on ∂Ω, we have

−ni div(A∇φ) + ∂xi
(A∇φ) · n = −ni div∂Ω(A∇φ) + δi(A∇φ) · n on ∂Ω .

Thus, (99) turns to be equivalent to

∫

Ω

∂xi
u div(A∇φ) +

∫

∂Ω

u (−ni div∂Ω(A∇φ) + δi(A∇φ) · n)

+

∫

∂Ω

Q∂xi
φ = F0(φ) .

(100)

Using the Gauss Theorem, we obtain the identity

∫

∂Ω

u (−ni div∂Ω(A∇φ) + δi(A∇φ) · n) =

∫

∂Ω

A∇φ · (δ(u ni) − δi(u n))

+

∫

∂Γ1

u (−A∇φ · n′ ni + A∇φ · nn′
i)

+

∫

∂Γ2

u (−A∇φ · n′ ni + A∇φ · nn′
i) ,

where n′ = conormal on the curve l = ∂Γj from the respective surface. Using that n′
Γi

= nΓj

on l, i, j = 1, 2 and i 6= j, the line integrals vanish, and (100) yields (93).

Lemma A.2. Let h ∈W 1/q′,q(∂Ω), q > 3.
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(1) If g ∈ W 2,1(Ω) ∩W 1,1
Γk

(Ω), k ∈ {1, 2} then

∣∣∣∣∣

∫

Γj

h δi g

∣∣∣∣∣ ≤ c ‖h‖W 1/q′,q(∂Ω) ‖∇g‖W 1,q′(Ω), j ∈ {1, 2}, j 6= k and i = 1, 2, 3 ;

(2) Assume that τ ∈ [C1(Ω)]3 satisfies τ ·n = 0 on ∂Ω. For g ∈W 2,1(Ω) it then follows that

∣∣∣∣
∫

∂Ω

h τ · δ g

∣∣∣∣ ≤ c ‖h‖W 1/q′,q(∂Ω) ‖∇g‖W 1,q′(Ω) .

Proof. Due to the trace theorem, we can assume without loss of generality that h ∈ W 1,q(Ω).
Moreover, since Γj is a C2 surface for j = 1, 2, we can assume that there are extensions
nΓj ∈ [C1(Ω)]3 for the normal vectors. Let V ∈ [C1(Ω)]3. Using the Gauss theorem, we can
compute for j = 1, 2

∫

Ω

curl(h (V × nΓj )) · ∇g =

∫

∂Ω

h [(V × nΓj ) × n] · ∇g .

(1): Let V = ei−n
Γj

i nΓj . Then [(V ×n)×n] = −V on Γj . Since [(V ×nΓj )×n] is tangent
on Γk and trace g = 0 on Γk, we obtain the representation

∫

Γj

h δi g = −

∫

Ω

curl(h (V × nΓj )) · ∇g ,

which clearly proves the claim.

(2): Let V = τ . Then, (V × nΓj ) × nΓj ] = −τ on Γj , and (V × nΓj ) × nΓk = 0 for j 6= k
and the claim follows from the representation

2∑

j=1

∫

Ω

curl(h (V × nΓj)) · ∇g =

∫

∂Ω

h τ · ∇g .

B The extension operator

We now turn to the problem of finding an operator E like in Assumption 2.4. First we have to
’monotonize’ the function θ ∈ W 2,q(Ω). A simple idea for γ < 0 is to use

P (θ)(x, z) := θ(x, z) − ‖[∂zθ − γ]+‖L∞(Ω) z, θ ∈W 2,q(Ω), (x, z) ∈ Ω .

But this only leads to a Lipschitz continuous operator. Therefore, we introduce g0(t) := [t−γ]+,
t ∈ R and we choose a sequence of functions {gk}k∈N ⊂ C1(R) such that

gk(t) = 0 for t ≤ γ, gk(t) ≥ [t− γ + 1/k]+, gk → g0 in Cloc(R) .
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Denote c0 = embedding constant for W 1,q(Ω) → C(Ω). We then define

P (θ)(x, z) = θ(x, z) − c−1
0 ‖gk(θz)‖W 1,q(Ω) z, θ ∈W 2,q(Ω), (x, z) ∈ Ω . (101)

We verify that P (θ) = θ in Ω if supΩ θz ≤ γ. Moreover, in Ω

∂zP (θ) = ∂zθ − c−1
0 ‖gk(θz)‖W 1,q(Ω) ≤ ∂zθ − ‖gk(θz)‖C(Ω)

≤ ∂zθ − ‖g0(θz)‖C(Ω) ≤ ∂zθ − [∂zθ − γ + 1/k]+

≤ γ + 1/k .

Lemma B.1. Let γ < 0, 0 < L′ < L. There is a continuously differentiable operator E =
Eγ,L′ : W 2,q(Ω) → C1,α(G×R), such that supG×R ∂zE(θ) ≤ γ0 < 0 for all θ ∈ W 2,q(Ω),

and such that E(θ) = θ in ΩL′ for all θ with ∂zθ ≤ γ in Ω.

Proof. For θ ∈W 2,q(Ω) we construct an extension operator. For k ∈ N, let fk : R →]−L, L[
be a smooth function such that

fk(t) ≤ f0(t) := sign(t) min{|t|, L} t ∈ R

fk(t) = f0(t) for |t| ≤ L− 1/k

f ′
k > 0, t ∈ R fk → f0 uniformly on compact sets as k → ∞ .

For θ ∈W 2,q(Ω), take P from (101), and define

E(θ)(x, z) := P (θ)(x, fδ(z)) (x, z) ∈ G× R . (102)

References

[CF93] E. Casas and L. A. Fernández. Optimal control of semilinear elliptic equations with
pointwise constraints on the gradient of the state. Appl. Math. Optim., 27:35–56,
1993.

[Dau88] M. Dauge. Elliptic boundary value problems on corner domains, volume 1341 of
Lecture notes in mathematics. Springer Verlag. Berlin, 1988.

[Dau92] M. Dauge. Neumann and mixed problems on curvilinear polyhedra. Integr. Equat.

Oper. Th., 15:227–261, 1992.

[DDEN08] W. Dreyer, F. Duderstadt, S. Eichler, and M. Naldzhieva. On unwanted nucleation
phenomena at the wall of a VGF chamber. Preprint 1312 of the Weierstass-Institute
for Applied Analysis and Stochastics (WIAS), Berlin, 2008. Available in pdf-format
at http://www.wias-berlin.de/preprint/1312.

[DPZ87] M. Delfour, G. Payre, and J. Zolesio. Approximation of nonlinear problems associ-
ated with radiating bodies in space. SIAM J. Numer. Anal., 24:1077–1094, 1987.

24



[Dru11] P.-É. Druet. The classical solvability of the contact angle problem for general-
ized equations of mean-curvature type. Matheon preprint 745, 2011. available at
http://opus4.kobv.de/opus4-matheon/frontdoor/index/index/docId/745

[GT01] D. Gilbarg and N.S. Trudinger. Elliptic partial differential equations of second order.
Springer Verlag. Berlin, Heidelberg, 2001.

[HK09] M. Hintermüller and K. Kunisch. PDE-constrained optimization subject to pointwise
constraints on the control, the state, and its derivative. SIAM J. Optim., 20:1133–
1156, 2009.

[LM63] J.-L. Lions and E. Magenes. Problèmes aux limites non homogènes (VI). J. Analyse

Mathématique, 11:165–188, 1963. French.

[LU70] O.A. Ladyzhenskaja and N.N. Ural’tseva. Local estimates for gradients of solutions
of non-uniformly elliptic and parabolic equations. Comm. on Pure and Appl. Math.,
83:677–703, 1970.

[Tro87] G.M. Troianiello. Elliptic differential equations and obstacle problems. Plenum Press,
New York, 1987.

[Ura71] N. Ural’tseva. Nonlinear boundary value problems for equations of the minimal sur-
face type. Trud. Mat. Inst. Steklov, 116:217–226, 1971. Russian.

[Ura73] N. Ural’tseva. The solvability of the capillarity problem. Vestnik Leningrad Univ., no

19, 4:54–64, 1973. Russian. English translation in Vestnik Leningrad Univ., no 6,
363–375 (1979).

[Ura75] N. Ural’tseva. The solvability of the capillarity problem II. Vestnik Leningrad Univ.,

no 1, pages 143–149, 1975.

[Ura82] N. Ural’tseva. Estimates of the maximum moduli of gradients for solutions of capil-
lary problems. Zapiski Nauchn. Sem. LOMI, 115:274–284, 1982. Russian. English
translation in J. Soviet Math, vol. 28, 806–815 (1985).

[Vis96] A. Visintin. Models of phase transitions. Birkäuser, Boston, 1996.

[ZK79] J. Zowe and S. Kurcyusz. Regularity and stability for the mathematical programming
problem in banach spaces. Appl. Math. Optim., 5:49–62, 1979.

25


