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Abstract

In this paper rate-independent damage models for elastic materials are consid-
ered. The aim is the derivation of an effective damage model by investigating the
limit process of damage models with evolving micro-defects. In all presented models
the damage is modeled via a unidirectional change of the material tensor. With pro-
gressing time this tensor is only allowed to decrease in the sense of quadratic forms.
The magnitude of the damage is given by comparing the actual material tensor with
two reference configurations, denoting completely undamaged material and maximally
damaged material (no complete damage).

The starting point is a microscopic model, where the underlying micro-defects,
describing the distribution of either undamaged material or maximally damaged ma-
terial (but nothing in between), are of a given shape but of different time-dependent
sizes. Scaling the micro-structure of this microscopic model by a parameter € > 0 the
limit passage ¢ — 0 is preformed via two-scale convergence techniques. Therefore, a
regularization approach for piecewise constant functions is introduced to guarantee
enough regularity for identifying the limit model. In the limit model the material ten-
sor depends on a damage variable z : [0,T] — W1P(Q) taking values between 0 and
1 such that, in contrast to the microscopic model, some kind of intermediate damage
for a material point x € 2 is possible. Moreover, this damage variable is connected to
the material tensor via an explicit formula, namely, a unit cell formula known from
classical homogenization results.

1 Introduction

Damage models for elastic materials aim at describing the weakening of the underlying
structures when exposed to external loadings. Typical mechanisms are the formation of
micro-cracks or defects and the growth of them under further loading. In the framework
of continuum damage mechanics these effects are accumulated by an internal variable z of
phase field type that represents on a macroscopic level the damage state of a material point
x. Typically, the damage variable takes values between zero and one, where z(¢t,z) = 1
means that the material is free from defects and z(¢,z) = 0 characterizes points, where the
damage has reached its maximum state. In many models, see e.g. the models developed
in [10], the weakening of the material is encoded in some prescribed dependence of the
elasticity tensor on the damage state, for example the ansatz C(z) = 2C, where C denotes
the elasticity tensor of the undamaged material, is frequently used. Inspired by the reference
[24] the aim of this paper is to set up and analyze an evolution model for damage processes,
where the influence of the damage state on the elasticity tensor is justified by a certain
homogenization procedure.

Let us explain this in more detail. As a starting point, we consider a domain Q C R?
(the physical body) and assume that at mid points of a given e-periodic lattice (¢ > 0
small) small micro-defects can evolve individually under the presence of time-dependent
external forces. Thereby we prescribe the geometry that each micro-defect can take (e.g.



balls). This is done by assuming that each micro-defect coincides with a suitable scaling of
a fixed set D. The elastic state of the material is then described by two material tensors,
Cstrong and Cyeak, where Cyeak characterizes the material properties in the micro-defects,
and Cggrong characterizes the properties of the remaining part of 2. In order to formulate
the damage evolution model for € > 0 we introduce a time-dependent damage function
Xe 1 [0,T7xQ — {0,1}, which is equal to zero on the micro-defects and equal to one on the
remaining part of €). The elasticity tensor is then given by

C(Xs(t))(x) = Xe(ta x)(cstrong + (1—X5(t, x))(cweak-

The set of all admissible damage functions is denoted by XZ, (Q), where €A is periodic
lattice giving the “centers” of all micro-inclusions. We emphasize that for fixed € > 0 this
means that the “centers” of all micro-defects are fixed but every micro-inclusion is allowed
to evolve independently of the others up to a certain maximal size. See Figure 1 for an
illustration of a damaged region yielding an admissible damage function y.. In this way
the set of x. being 0 can be interpreted as some kind of micro-structure of the damage
which is related to the presumed set D.

The evolution of these microscopic models is given by the energetic formulation for rate-
independent problems developed in [16, 17|. This energetic formulation is based on an
energy functional & : [07T]XH11“Dir(Q)dXX£A(Q) — Ry depending on the displacement
field u and the damage function y., and a dissipation distance D, : X2, (Q)xX5, () —
[0, 00] depending only on the damage function. We introduce the energy functional via

Ee(t,ue, xe) = 5(C(xe)e(ue), e(ue)) 2 (qpaxa + | R (Qe(xe)) I p(gpa — (€(1),ue),  (1.1)

where £ is a given time-dependent loading and || Rz (Q=(x-)) Hip(ﬂ)d is a regularization term.
This term is introduced in order to obtain better convergence properties when looking for
an effective limit damage model. The regularization term is motivated by the theory for
broken Sobolev functions, see e.g. [3], and can be interpreted as a discrete gradient.

The dissipated energy is proportional to the growth of the weak material which is modeled
by the following dissipation distance D, : XL, (Q)x XD, (©2) — [0, 00| given by

/Q a0 —xe@)ds iz

00 otherwise

D:(x1,X2) =

The quantity v > 0 is a material dependent constant and plays the role of an averaged
fracture toughness. Observe that the dissipation distance ensures the uni-directionality of
the damage, meaning that the damaged region of 2 is only allowed to grow with respect
to increasing time.

With this, the evolutionary problem is given by the stability condition (S¢) and the energy
balance (E), which read as:

(S) E-(t,ue(t), x=(t)) < E(t,0,X) + De(x=(t),X) for all (u,2) € Hy | ()?xX[ (),

(E%) &(t,us(t), x=(t)) + Dissp. (xe; [0, ¢]) = €-(0,u:(0), x=(0)) + /Otatge(sa ue(s), xe(s))ds,



with Dissp_(x;[0,t]) := sup Z;yzl D.(x(sj-1),x(sj)), where N € N and the supremum is
taken over all finite partitions of [0, ¢].

The aim of this paper is to study the limit behavior of the evolution model (S¢) and
(Ef) as e tends to zero and to identify the resulting effective model. This is done using
evolutionary I'-convergence methods for rate-independent systems, [15], in combination
with two-scale convergence arguments. As the main result (see Theorem 7.7) we obtain a
limit damage model with a damage variable zq(t) € WP(Q), 0 < 29(t) < 1, of phase-field
type, where the dependence of the elasticity tensor on the damage variable in form of a
suitable cell formula is justified by the limiting procedure. To be more specific: Thanks to
a suitable choice of the discrete regularization term Re(Q:()) in the energy, see (1.1), for
every t € [0,1] a (sub)sequence of the damage functions (x:(t))e>0 C L*°(Q2) converges to
a Sobolev function zy(t) € WP(Q;[0,1]) being the damage variable of a two-scale limit
model. Here, every macroscopic point x € 2 is associated with a unit cell z+Y containing
the micro-inclusion of the microscopic models and the value z(¢, x) is related to the size
of the micro-inclusion inside the unit cell x+Y at time ¢ € [0, T]. This is modeled by the
following two-scale tensor:

(CO(ZO(t))(x7 y) = ]lU(zo(t,m))(y)(cstrong + (1 - ]lU(zo(t,a:)) (y))(cweaka
U@®)=Y\k(@)D and £%#) = (vol(D))"*(1-8), (1.2)

where 1y/(-) denotes the characteristic function of the set U C Y and 6 € [0,1]. As
one can see, in the limit we end up with a damage model where the micro-structure of
the microscopic damage models is preserved since every unit cell x+Y contains a micro-
inclusion shaped like the micro-inclusions chosen in the microscopic models for € > 0 (see
(1.2)), with a size that is determined through the value zo(z,t).

The two-scale model can be equivalently described by a one-scale model with an effective
tensor Ceg(6) given by the following unit cell problem:

(Cer(0)€, §)axa = min/Y(C(]lU(e) W)€+ ey(v)(¥), € + ey (v)(y))axady, (1.3)

where the minimum is chosen for all functions v belonging to H%)er(Y)d and satisfying

Jy v(y)dy = 0. For a given set D and fixed 6 € [0, 1] this tensor coincides with the effective
tensor that is gained by homogenization of a periodic mixture C, of Cgtrong and Cyeax wWith
respect to a periodic geometry with micro-defects of the type ex(0)D.

Let us give a comparison of the developed model and techniques with further homogeniza-
tion approaches in the literature in the context of damage processes.

In [21, 22| a transformation method is introduced allocating classical homogenization tech-
niques for non-periodic problems. There, coupled reaction-diffusion systems are treated
which take place on a domain with non-periodic micro-structure, but which has to be iso-
morphic, possibly depending on time, to some periodic reference micro-structure. Then this
transformation is applied and the homogenization is done in the reference configuration.
The reason why this method is not applicable in our case is that there the transformation
has to be given (no evolution law for the transformation) whereas in our case the evolution
of the micro-structure is part of the model. That means the evolution of the micro-structure
is explicitly modeled by one of the unknown variables, namely, the damage function.

In [23] periodic homogenization techniques are used to derive stationary effective models
based on a fixed periodic microscopic model, where in every periodicity cell the displace-



Figure 1: Schematic representation of the limit passage of the micro one-scale model to the
two-scale limit model, where the micro inclusions are assumed to be balls

ment is allowed to have jumps on the finite union of given (d—1)-dimensional sets. These
(d—1)-dimensional sets are interpreted as fissures in the material. Then a homogenization
parameter dependent energy, consisting of a volume and a surface term, is considered. In
dependence of the ratio of the surface term to the homogenization parameter different
effective models are obtained.

In the papers [9, 8, 11] the weakening of the material is modeled as a pure mixture of
damaged and undamaged material. There, an existence result is proved for a model, where
for every ¢t € [0,T] and any point z € € the material tensor A(¢,x) is an element of the
so called G-closure of the two constant tensors Cgrong and Cyeak. The result in [11] states
the existence of a solution of a damage model based on three variables: the displacement
u(t,z), the damage variable O(¢,z) and the material tensor A(¢,x). In contrast to our
model there the material tensor A(¢,x) is not uniquely described by the damage variable
but is also given by (1.3) except that the set U(O(t,x)) could be any set with volume
fraction O(t,x) € [0, 1] (no presumed geometry). Compared to our model there the shape
of the “micro-inclusion” (not necessarily an inclusion) is allowed to change for different
points of ), whereas in our model it is a priori given by the choice of the set D. In contrast
to our model, the one presented in [8, 11] does not involve a gradient regularization for the
damage variable.

The current paper is structured as follows: In Section 2 a discrete gradient for piecewise
constant functions on lattices is introduced relying on the theory for broken Sobolev spaces,
see for instance [3]. The aim is to construct the discrete gradient in such a way that from
sequences of piecewise constant functions on finer and finer lattices, for which the discrete
gradient is bounded in LP(£2), one can extract a subsequence that converges strongly in
LP(Q) to a limit function in WHP(Q2) and where the corresponding discrete gradients con-
verge weakly to the gradient of the limit function. For that purpose, the original definition
of a discrete gradient from [3] had to be modified see also the example at the beginning of
Section 2. In the subsequent sections this discrete gradient is applied to special piecewise
constant functions Q. x., that roughly spoken encode the ratio between the damaged and
the undamaged region in each cell €Y of the lattice. The above described compactness
property guarantees enough regularity to identify an effective limit model with a damage
variable that belongs to W1?(£2) and which is the limit of the piecewise constant functions
Q:xe. Moreover, due to the strong convergence of the functions Q. x., the information on
the shape of the damage set D is preserved in the limit model.

As already mentioned we are going to apply the I'-convergence theory introduced in [15]



for evolutionary problems modeled by the energetic formulation. The theory relies on the
construction of certain mutual recovery sequences (see [15] for details). In Section 3 we
provide the tools for the construction of the mutual recovery sequence for our damage
model. In particular, some kind of mutual recovery sequence for sequences of piecewise
constant functions converging to some Sobolev function is constructed, that respect the
irreversibility constraint posed on the damage evolution. For that purpose, we extend to
the discrete case the ideas from [18], where such sequences were constructed in W?(Q) in
the context of rate-independent damage models.

Section 4 starts with a short summary of the theory for rate-independent problems modeled
by the energetic formulation developed in [16, 17]. Moreover, this section contains all
damage models, which are considered and discussed in the following.

In Subsection 4.2, for € > 0 the microscopic damage model based on damage functions .
is introduced. Furthermore, it is defined, in which way the damage function, which is a
characteristic function, is identified with such piecewise constant functions considered in
the first two sections. This enables us to exploit the theory on discrete gradients stated
in the first two sections in the following. Finally, for fixed £ > 0 the existence of at least
one solution of the rate-independent damage model is proved with the help of the abstract
theory for rate-independent processes summarized in Subsection 4.1.

The introduction of the two limit models is done in Subsection 4.3 and 4.4. The first one is
a two-scale model, where the shape of the limit functionals is motivated by the convergence
result of Section 6. The second one is a one-scale model which is proven to be equivalent
to the first one in the following sense: From any solution of one of these models a solution
of the other one can be constructed. Note that in both cases the existence of a solution is
proved via the convergence result stated in Section 7, where for a sequence of solutions of
the e-dependent models (S°) and (E€) the limit € — 0 is investigated.

Section 5 is devoted to the theory of two-scale convergence developed by G. Nguetseng in
[20] and states the notations, the definitions and the results needed in the following. Here,
in this paper we use the so called unfolding technique introduced in [4].

Section 6 is related to the following problem: Assuming suitable boundedness assumptions
of a sequence of admissible damage functions (x:)e>0 of the microscopic systems (S¢) and
(Ef), we identify the limit in the weak+ topology and in the strong two-scale topology. As
already mentioned, this identification of the strong two-scale limit motivates the defini-
tion of the two-scale limit model in Subsection 4.3, by formally replacing all e-dependent
functions in (S¢) and (Ef) by the two-scale limits of the associated sequences.

Finally, in Section 7 we prove the main result (Theorem 7.7) of our paper, namely the
convergence of the e-dependent damage model (S°) and (E?) to the two-scale model intro-
duced in Subsection 4.3. As already mentioned this is done in the setting of evolutionary
I'-convergence as it is developed in [15].

2 Discrete gradients of piecewise constant functions

This section is about the definition and the properties of a discrete gradient for piecewise
constant functions. Note, that the following is completely independent of the damage model
mentioned in the introduction and investigated in the next sections. That means that this



calculus first of all stands on its own concerning the notation and, probably more important,
it is not restricted to damage models in its application.

The aim of this section is the definition of a discrete gradient for piecewise constant func-
tions on a lattice in that way that only an overall constant function has gradient zero. Fur-
thermore an in some sense bounded sequence of those piecewise constant functions, where
the spacing of the lattice tends to zero, should lead to a limit belonging to a Sobolev-space
WP, Roughly spoken we want to introduce a penalty term, extracting those sequences
of BV-functions that converge strongly in I” to a Sobolev-function, so that the discrete
gradient of these sequences converge weakly in L? to the gradient of this Sobolev-function.

Before introducing the discrete gradient, we have to start with some definitions. Let d be

the space dimension and {ey, es, ..., eq} an orthonormal basis of R?. Furthermore, let
d
A:{AeRd P A=) ke, kieZ}
i=1

be a periodic latice and Y = [0,1)¢ the associated unit cell. Due to this definition there is
only one vertex contained in €(A+Y") so that every of those cells is uniquely determined by
g > 0 and the associated vertex e\. Moreover, according to the definition of the periodic
latice A we have eA C SA and due to the choice of the associated unit cell Y for every
A € A there exist exactly 2¢ elements A, A, ..., Apa € %A so that

2d

€
e(M+Y)=J 5 (A +Y). (2.1)
j=1
Note, that this property (which would not be valid with ¥ = [—3,2)¢ for instance) is

crucial for the definition of our discrete gradient.

Finally, for an open set  C R the set of piecewise constant functions considered in this
paper is given by

KA (Q) == {v € L'(Q) |37 € KcA(R?) : 3] = v},
where
Kea(R) i= {5 € L'(RY) [V A € A& Bleqa ) = const}.

As already mentioned in Section 1 in the following the open set ) describes an elastic body
undergoing a damage process. Thereto, the body €2 is decomposed in small cells e(A+Y")
containing the micro-structure of the damage. That is why we introduce the subsets

A :={deA:e(M+Y) C O} and A ={AeA:e(M+Y)NQ £ 0}
of A to define the sets Q2 and QF via

0F = J e(\+Y). (2.2)
AeAT

Observe that €2 is a compact subset of Q. The set QF is introduced in order to avoid
problems with cells having a non empty intersection with 2 but which are not completely



contained in it, i.e. all cells containing a part of the boundary 0f2. For the same reason we
introduce the extension operator V. : K. () — KA (27F) extending a piecewise constant
function v € K. () for every X € AT\AZ on e(A+Y)\Q constantly by the (constant)
value of v on £(A+Y) N . From now on we will assume that

Q is an open and bounded subset of R? which satisfies vol(9Q) = 0. (2.3)

This guarantees that vol(Q1\Q) + vol(Q\Q-) — 0 for ¢ — 0 which will be used later. In
particular this is crucial when introducing the two-scale convergence with the help of the
so called periodic unfolding operator (see [19] Section 2).

With all this, K.2(©2) € BV(€2), and we introduce the discrete gradient in the following
way:

d
Rs : KA (Q)™ — Kep (D)™ v Y RY (Vow), (2.4)

£
2

where BY KA (QH)™ — KgA(Qg‘)de is defined via
2

£

0 otherwise.

R’(;)@)(x) — { {U r+5e;) —o( e)} ®e if z+5e; € Q and z—5e; € Q+

(2.5)

This construction of the discrete Gradient is inspired by the so called lifting operator
introduced by A. Buffa and C. Ortner in [3] defined via

REO . whP(@)™ — 87, (Q)mxd (2.6)
| REO@)@) o@)de == [ [w@): fols)fds Vo e Shy@)

int
with [w(s)] = w*(s) @ n* + w(s) @~ and {o(5)}} = (67 (s) + 6~ (5)), where w and
¢* are the traces of w and ¢ with respect to the outward normals n* for s € T, := QN
Usen €(A+0Y). Here, WE}{’( )= {w € LY(Q) : Wle(xv)na € WEP(e(A+Y)NQ) YA€ A}
is the so called broken Sobolev space and S7, (€2) denotes the set of all piecewise polynomial
functions (in the same sense as in the piecewise constant case) with a degree n € N.
Observing K. (RH)™ C W, Lp P(RY)™ one very important difference between our definition
(2.4) and the definition (1. 5) from [3] is, that their definition leads to the following discrete
gradient for piecewise constant functions:

RE9 KA (RT)™ — Koy (RT)™*4 (2.7)
d
REO(v)(z) := > o {v(atee;) —v(z—ce)} @ e
i=1

Here, we replaced Q by R? such that we do not have to care about what is happening in
cells £(A+Y") intersecting the boundary 0€). With this definition the value of the discrete
gradient (REC(v)(2))ks, k € {1,...,m} | € {1,...,d}, is defined by the values of the
function v in the “next” (v(z+¢e;)) and in the “previous” (v(x—ee;)) cell, but is independent
of the value of the “actual” cell (v(z)). This leads to the following problems:

1. Considering a periodic piecewise constant function satisfying v(z+ee;) = v(z—ee;) and
v(x) # v(ztee;) for every i € {1,...,d} we obtain RB(v) = 0 for v # const.



2. For d = 1 the sequence (ve)(c»0) C Kerp(R) of piecewise constant functions (k € Z) with

2 if x € eP[2k,2k + 1)
ve(x) = ¢ —2 if x € —P[(2|k| + 1),2|k|) (2.8)
0 if x € eP[(2|k| +1),2|k]|)

converges weakly in LY (R) due to its periodicity to the Heaviside function H(z) =1 for
x > 0 and H(x) = 0 otherwise. But H does not belong to Wllo”C’(R). According to the
definition of the lifting operator we have |[RE°(v.)(z)| = 1 for z € [0,7) and REC(v.) =0
otherwise. This gives [|[RE(v.)||L»®) = 1 which shows that this lifting operator is not the
right penalty term in the sense mentioned in the beginning of this section. There is another
comment on that in Remark 2.2.

As opposed to this the discrete gradient defined in (2.4) evaluated for v, from (2.8) gives us
R (ve)(2)] = % for x < & and |Rs (ve)(2)| = 2 otherwise, which leads to HR%(UE)Hip(Q) >
vol(€2)(2)” for any bounded subset Q of R. This shows that this term along (ve)eo is
unbounded which correlates with the fact that this sequence does not have a limit belonging
to Wll(;lc’ (R). That is why in our special case the LP-norm of the discrete gradient defined in
(2.4) is suitable as a penalty term filtering out sequences of piecewise constant functions
converging to elements of WLP(£2)™ as it is stated in the following theorem.

Theorem 2.1 (Compactness result). For p € (1,00) and every sequence (ve)e>o of func-
tions belonging to K p(2)™ and satisfying

Sl>llg (HUEHLP(Q)’” + HRQ (Us)HLp(Qj)mxd) <C< (2.9)
3

there exist a function vy € WHP(Q)™ and a sub-sequence (ver)ersg of (Ve)eso with
ver — vg in LY(Q)™  and  Re(ver) = Vg in LP(Q)™*d,
where 1 < q < p*, and p* denotes the Sobolev conjugate of p.

Remark 2.2. Our Theorem 2.1 is a modification of Theorem 5.2 from [3]. There, in our
condition (2.9) the regularization term || R< (vg)HLp(Q+)mxd is replaced by the penalty term

Jre €'7P|[ve(s)]|Pds, such that the authors of [3] end up with the same convergence result
int

with respect to their discrete gradient REO. But due to this procedure a regularized (e-
dependent) model based on functionals depending on BV-functions has to contain two
things to gain a limit model described by functionals depending solely on Sobolev-functions.
First, the penalty term frignt e17P|[v-(s)]|Pds forcing the sequence (v.)e~o of BV-functions to

converge to a Sobolev-function, and second, the lifted function R?O (ve) to gain a gradient
in the limit. Thereby a further issue arises, namely, the identification and interpretation of
the penalty term after passing to the limit. Clearly, due to our replacement this problem
is solved. Since the proof of our Theorem 2.1 is based on that of Theorem 5.2 from [3] we
need the estimate of Lemma 2.3 below to adapt the proof from [3].

Lemma 2.3. There exists a constant C > 0 such that for every p € [1,00), for every e > 0
and for all v € Kp(2)™ it holds

1
p
Dol(@) < ([ SINds)" < IR ()]s e

int



where Dv is the measure representing the distributional derivative of v and |Dv|(2) its
total variation. Moreover, I'§; := QN Uyep (A+0Y).

Proof. The proof of the first inequality is a straight forward generalization of Theorem
3.26 from [13] to the case of p # 2 and can be found in [3] (Lemma 2) as a brief sketch,
for example.

The second inequality results from the special structure of the discrete gradient. For a better
understanding the calculations are split up so that the left hand side of every numbered
equations is the same (starting point) and the only changes are on the right hand side.
First of all (2.10) is valid since every face of the cell £(A+Y") is taken twice when summing
up on the right hand side:

J S leeras =33 [ SR aG)ds 210

xeh JeAF oY)
Since the integrand contains the characteristic function 1g, the function v € K ()™
be replaced by any extension v € L1(Q}) satisfying v|q = v. We choose ¥ := (V-(v)) €
KA ()™ and exploit that due to decomposition (2.1) for every cell e(A+Y) C QF we
have [0(s)] = 0 for s € §(A\;+0Y)\e(A+9Y), since U € K. ()™ is constant on e(A+Y).
That is why the follovvlng equality is valid, since there only zeros are added:

can

/F S| [o(s)]Pds = 1 3 Ze —p/ I[5(s)] [P La(s)ds. (2.11)

= S(A;+0Y)

Now we first of all increase the domain of integration in (2.11) by replacing 1o by 15

and then we calculate the integral by splitting $(A\;+0Y") into its 2d faces of §(); +Y)
afterwards. For s € 9Q} the jump term [v(s)] is not well-defined since supp(v) C Qe.
That is why we set [0(s)] := 0 for s € 9QF. Since the integrand is constant on every

face, the integral gives the constant multiplied with (%)dil, which is just the volume of
one face. Moreover, the jump term of ¥ is replaced by its definition, where v = (575),

v™ =0(5(\j+e;)) and nt = —n~ = ¢; is used for one face of §(A\;+Y) and vt = T(5);),
v™ =0(5(\j—e;)) and nT = —n~ = —e; for the opposite one. This results in:
d 1 Pox
/F P fu(s)]Pds < 4 > Zgl pz £) H Aj) — v(%()\j+ei))}®ei 5§,j)
int >\€A+-7 1
(2.12)
d—1|[~ ~ P
+ (57 [Fs0y—e) = (50)]@ei| 85,
where

b 1 otherwise b 1 otherwise

50\) - {O if %()‘j+ei) ¢ Q;r g()\) o {O if £ ( —e;) & QJF

As already mentioned a lot of zeros are added in (2.11) and this results in the following:
Observe that for the A; as in (2.1) we have $\; € £(A+Y’). Moreover, either we have
S(Ajtei) € e(A+Y) or 5(Nj—e;) € 6()\+Y), which gives us either v(5(A\;j+e;)) = v(5A;) or
(E(\j—ei)) = T(£A;) for fixed i € {1,...,d} and j € {1,...,2¢}. With this, always one



of the terms of the right hand side of (2.12) is zero and the other can be replaced in the
following way:

TSN - (2.13)

/E TP[o()]Pds < Z 2d Ze H (5(A —ez))—ﬁ(%(kﬁei))} @ e;

%] “1,]
int
A€A+
To make the next step clear let |- | denote the p-Frobenius-matrix norm, let {€1,...,€&,}
be the orthonormal basis of R™ and to shorten notation let f.(\j,e;) = 2[0(5(\j—e;)) —

v(5(Xj+e€i))]. Using the definition of the norm |- | in the first and in the last step we have
the following identity by first subtracting and then adding zeros:

d m m d
Zfe )\],62 X €4 :ZZZ’eg fe )‘jael & e; el‘ ZZZ‘ fs )\],62 zl)‘p
=1 i=1k=11=1 i=1k=11=1
m d o p m d d p
:ZZ}ek(fe?()‘jvel) } :ZZ‘Ze fe )‘]7ez zl)‘
k=11=1 k=11=1 i=1
m d d » »
=> > ‘eg[Z(fe()\pei) ® ei}ez‘ = ‘Zf&()‘j7ei) ®ei|
k=11=1 i=1 i=1
This identity turns the right hand side of (2.13) into
2d
[ e leeras < 3 53 H0v-e) - 0G0 +e)] saf 65,
int Aje_Aé* i=1
Replacing £3 by the integral over £(\;+Y )we finally end up with
d P
- PYINE)
/fm 1P| [u(s)][Pds < Z / ) z:zl g[ (E(Nj—ei)) — v(g(/\ﬁei))} ® e 5§7j)5§7j)dx
A€A+
2d

P
dx

tvja

=1, /%(/\jJrY)
rent

IS

=1

60 00) L (a—5e:) — D(a+5e)| ® e

.
I
A

Lp(QJF)de

where we used U(z+5e;) = 0(5\;+5€;) for € §(\;+Y) C QF, which is valid for all func-
tions belonging to K. (27)™ due to their speaal structure. Replacmg v by V.v concludes
the proof. O

Since the proof of Theorem 5.2 in [3] relies on the identity (2.6), in the next Lemma we
state a similar identity for our discrete gradient Rs : Ko ()™ — K;A(Qj)de.

Lemma 2.4. For e >0 and for all v € K ()™ and every p € K A (Q7)™*? it holds

| Re@)@) ¢ @pda = = [ [us)] : o™ () s, (214)

int

where ¢** € LY(R?) is the extension with 0 to R of the function ¢ € K. (7 )™*4.
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Proof. We start with rearranging the right hand side of (2.14). Since we are only testing
with functions ¢ € K 5 (927)™*¢, analogously to the proof of Lemma 2.3 the function
v € KA ()™ can be replaced by the extension v := (Vz(v)) € K. (Q5)™

Let A € A and s € e(A+0Y). Then {{¢*™*(s)}} # 0 implies s € I, which is why the
domain of integration can be increased to Uyepe(A49Y"). Therefore, v € Koz (Q2F)™ needs
to be replaced by its extension 7% € K.z(R%)™ extending it with 0 to R? Note, that
according to {{p®(s)}} = 0 for s € 90 the additional jump [0°%(s)] # 0 does not play
any role in the following calculations. On the right hand side of (2.15) below, every face of
a cell (A+Y) is taken twice when summing up which is why this is an equality:

Jo BT s =3 3 [ (] e () Bds. (215)

NeA A+ 8Y

Analogously to the proof of Lemma 2.3 we calculate the integral which gives the factor
£4=1. Furthermore, the jump term of 7°* and the mean value term of ¢ are replaced by
(0 (eX) — ~eX( ()\—}—ei))) ® e; and 3 (0 (eA) 4+ ¢™(e(A+e;))) for one face of (A+Y’) and
by (7%(eX) — 0%(e(A—e;))) ® (—e;) and (¢ (eX) + ¢™(e(A—¢;))) for the opposite one:

[, W)l e ) pds

int

d

= 13T [(F%(e)) — (M) ®e; : 5 (#(eN) + ¢ (e(A+er)))  (2.16a)

AEA i=1

+ (3% (e(A—ei)) = T(eN) ®e; : 5 (9™ (e(A—e:)) + ¢™(eX))]. (2.16b)

Now, the sums are interchanged and the translation A\* = A—e; is applied to line (2.16b)
for every ¢ = 1,...,d, such that we end up with

/FE [o(s)] : g™ (5) s

int

d
5 Z Z (T (eX) — 0™ (e(A+e€i))) @ e (™(eN) + ™ (e(M+ey))).  (2.17)

For rearranging the left hand side of (2.14) we introduce Y, = {y € Y : y—ie; € Y}
O = 0.1 = Yo, = (5 )x[0, 1)) and 9 (z) = L(@(e+5er) — 3lo—5e) @ e to

shorten notation. Since supp(¢) C Qz, again v can be replaced by ¥ := V.v on the left
hand side of (2.14), which leads to

Re x)dr = / 2.18

| R:@@) =3 o ng dr, (219
AEAL

where we already used ¢(z) = p(e)) for z € ¢(A+Y) and A € AZ. Observing that

W 2OEOFe) —T(eN) e if z € e(AYe),
f9(@) = L@eN) —v(e(A—e))) @ e if € e(A+Y\Ye,)

11



we are able to reformulate the right hand side of (2.18) by interchanging integration and
summation in the following way:

/R s ™ (z)dx
d
= i)x € x (4) c T
AEAE;(/(HYE)fE @ pendet [ 0w (e
d
= > >3 @(e( ) —T(EN) @it pled) (2.192)
AeAs =1
+ 3L (B(eN) = D(e(A—es))) ® €4 1 p(eN). (2.19b)

Here, we already used, that fe @ is constant on the domain of integration. Since p**(eA) =0
for all A € A\A_, the first sum in (2.19) can be replaced by the sum of A € A. Afterwards,
again the sums are interchanged and the translation \* = A—e; is applied to line (2.19b)
for every ¢ = 1,...,d, such that we end up with

/R

L () da
d 1 d
= e(Ate;)) — 0 (eN)) ®e; 1 (F(eX) + ™ (e(M+ei))).  (2.20)
i=1 )\EA
Comparing (2.20) and (2.17) we find that (2.14) is valid. O

Now we are in the position to prove Theorem 2.1.

Proof. Here, we mainly follow the steps of the proof of Theorem 5.2 of [3| and explain the
main differences. We use the uniqueness of the limit of a sequence of BV-function in the
same way as it is done in the Sobolev case, i.e. f- — f in LP(2), with f € W'P(Q) and
Vf. — gin LP(Q)? implies g = V£.

As already mentioned in [3] the distributional derivative Du of a broken Sobolev function
u € W;/{’(Q)m is given by

e
int

(Du,w>:/QVu:¢dx—/ [u] : ¥ds Vi € Co(Q)7e, (2.21)

This can be seen by using integration by parts on each cell £(A+Y").

Now, let (ve)eso C KA ()™ satisfy condition (2.9) of Theorem 2.1. Since LP is reflexive

(p € (1,00)), there exists a subsequence and limit elements vy € LP(Q)™, V € LP(Q)™*¢

such that vo — vg in LP(Q)™ and Rov. — Vg in LP(Q)™*9. The goal is to show that
2

vg € WHP(Q)™ with Dy = Vp. Using (2.21) for v. € Ko ()™ we find with ¢ € C°(Q)m*4

arbitrary but fixed

(Due, ) = — / el < wds. (2.22)

int

Choosing €9 > 0 so small such that supp(y)) C Q—QO we are able to find a sequence
(¢e)(0<eceo) With e € Ko (7 )™*4 such that ||1)—¢ HLOO(Q mxa — 0 for ¢ — 0. By

12



adding and subtracting ¢ we find with (2.22)

(Dvevt) = = [ leelifo-pehas = [ fuelifiee s

int
(2.14)

_/E ﬂvsﬂi{{¢—¢gx}}ds+/ R%(Ue)ingdx
/ et SDgx}}dSJr/ Ry (ve): (gt ~v)dz + / Re(ve):pdz  (2.23)

As we will see below, the first two terms of (2.23) are bounded by C/|¢—@g*[|1,c0 ()mxa and
hence tend to 0 as € — 0. Therefore, since R, v — Vj in LP(Q)™*¢, we end up with
2

lim (Duvr, ) :/Vozzpds Vb € O Q)% (2.24)
e’—=0 [¢)

To show the boundedness of the first two terms of (2.23) we use Holder’s inequality to
conclude with Lemma 2.3

[ = L Tl o] < Meeblusgrg el 0 Bl g, e

mt

==

< & R (0) syl | 0= 9 ey aarea (I, )7
< [R5 (02) |ty 19— 0¥ o s (ol ()

and

| /Q Rs(ve) : (92 — )da| < |[R (0:) oo ymca |95 =l
1

S ”R% (UE)”LP(Qj)mxdugpg wuLoo(Q)mdeOKQ)

Here, we already used area(I'§;) < dvol(2)e™", which is valid since area( <) is bounded

by the product of the number of cells contained in QF, which is vol(Q2)e~¢, and the volume
of the part of I'{; contained in one cell, which is ded . With this, the assumed uniform
bound of the term [[Rs (ve )l (ot ymxa yields the result.

On the other hand using the definition of the distributional derivative of v € K. (£2)™
and vy — v in LP(Q)™, we have

hm <Dv€ ) = lim — [ v -divepder = —/ v - divepde Vip € C2(Q)™*4, (2.25)
Q Q

e’'—0

Now, combining (2.24) and (2.25) we obtain
/ Vo i pdx = —/ vg - divepdr Vi € C2(Q)™*4,
Q Q

which gives us vg € WHP(Q)™ and Dvgy = V4.

Finally, we use the fact that v, = vy in BV(Q)™ implies v — vg in LY(Q)™ in or-
der to conclude v, — wvg in LI(Q)™ for every ¢ € [1,p*). Thereby we use the following
interpolation inequality obtained by Holder’s inequality for every 6 € (0,1):

-0 0
Hve—voHLq(Q)m < HUE_/UOHip*(Q)m||v€_v0||L1(Q)m’
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and the term [|v-—vo|[p* ym is bounded due to the following Sobolev-Poincare inequality
proved in Theorem 4.1 of [3] and Lemma 2.3:

1
p
[0ellLo* (@ < Cs (HveHLl(Q)m T (/F El_p![[ve(S)]de8> ) :

int

This finishes the proof. U

Definition 2.5 (Projector to piecewise constant functions). Let ¢ > 0 and p € [1,00).
The projector P. : LP(R%) — K5 (R?) to piecewise constant functions is defined via

Pow(z) = JﬁfE@)ﬁyw(g)dg’

where f, g(a)da := Vol;(A) [4 9(a)da is the average of the function g over A and N; : R —
e\ maps every point z € e(A+Y) C RY to the lattice point eX € A.

Remark 2.6. Note, that the mapping NV : R* — A is well-defined for arbitrary choices of
Y, aslong as Uyen(A+Y) =R%and (\1 +Y) N (A2 +Y) =0 for all A\ # o are fulfilled.
In this way N. : R¢ — A does not depend on the choice of Y, so we do not need to worry
about it in the following sections.

Moreover note, that V((P.w®™)|q) = (P.w™)|q+ for w € LP(Q).

Theorem 2.7 (Approximation result). For every function vy € WHP(Q)™ there exists a
sequence (Vz)e>0 C KA ()™ so that

lim (floo—ve[Lo@)m + | Voo =R (ve) o @ymxa) = 0. (2.26)

Proof. Choose g9 > 0 and § > 0 such that for all ¢ € (0,69) we have QF C Bs(Q).
Here, Bs(Q2) denotes a d-neighborhood of €. Let vg € C®(2)™ N WLP(Q)™ and 7y €
WP (Bs(2))™ with oo = vo which exists according to Theorem A 6.12 in [2]. For ¢ €
(0,20) we define v. := (P-0§*)|q and prove that the sequence (ve).¢ (o) satisfies (2.26).

1. Proving ve — v in LP(Q)™ we start by decomposing €2 into Q2 and Q\§2_, which allows
us to exploit (P05")|g- = (Povg¥)|q-, since Tglg- = vo|q- by definition. Afterwards we
increase the domain of 1ntegration and apply the triangle inequality. Then again the domain
of integration is increased and at last HPngLp(QgE < HwHLp(Qi) is used for w € LP(RY):

o= P [y = o= Pt 2, e + 00PN,
< o= Po§ oy + 1201 ey + 1P 0
< Moo= Poog g + 19012 1y + 101 510 o

Since P.w®™ — w in LP(Q) for every w € LP(Q) and since 0 < vol(Q\Q7) < vol(QF\Qo) —
0 according to (2.3) this inequality proves v. — vy in LP(2)™

2. For Re(vz) = Vg in LP(Q)™*4 we prove lim. g [(Vvo)ei—(Re (ve))éil|Lo@ym = 0 for
every i € {1,...,d}. Thereto, let i € {1,...,d} be fixed. In the following calculations we
start by adding and subtracting (P:(VUg)®*)e; to apply the triangle inequality.

[(Vwo)ei—(Re (ve))eillry @ym
< [[(Vwo)ei— (P (Vo) ™)eillr ym + [[(P= (Vo)™ )ei—(Re (ve) JeillLr (o)
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Then analogously to step 1 the first term tends to zero when ¢ — 0. Moreover, (Rg (ve))e; =
(E@(%vg))ei see (2.5) and the identity Veve = (P-05")|q+ can be used to transform the
2

second term in the following way.

(P (V)™ )ei—(Rs (ve)) el
= [|(P-(VT0)™)es— <R<”<< P )eille o)
< (P=(VEi0)™ )ei—L (PTG (- + Sei)— P~e’<<-—§ei>>um(,45)m (2.27)
+ (P (VT0)™)eillo(s.ym, (2.28)

where, A. == {z € QF |(z+5¢e;) € QF and (z—5e;) € QF} and B, := QF\ A, for fixed
ie{l,...,d}. Since B, C Q+\Q_ the term in line (2.28) is bounded. Moreover,

o~ o\ex ~ 0
1(P=(V30)™)eillo vz ym < 1(VT0)eillipoi\orym = 0

where again || Prwl|p, o) < [[wllp, oz for w e LP(RY) and vol(QF\QZ) — 0 for e — 0 is
used. The term in line (2.27) can be estimated by increasing the domain of integration, ex-
ploiting ||P€w||Lp(Qg[) < HwHLp(Qg[) for w € LP(RY) and replacing [0y (z+5€;) — To(z—5e;)]
by % fil Vg(z+5eit)e;dt in the following way

1(P= (Vo)™ )ei— (PUG* (- + 5ei) = P0G (- — §ei)) luo(anym
< [I(F (Vvo) “Vei—2 (PO (- + §es) = Pe05"(- — 5€0)llpn o ym
£(@o(- + 5e:)— 770('_562‘))”Lp(9j)m
= (Vo)ei—5 21 (Voo (- + §eit))eidtl|p i ym

which is valid for € € (0,¢¢) small enough such that from = € Q7 it follows z+5e; € Bs(2)
and r—5e; € Bs(£2).

With this estimate it is easy to prove for vy € C*(Q)™ N WHP(Q)™ that the term in line
(2.27) converges to zero, too. Then, by density, the claim of Theorem 2.7 holds for arbitrary
vy € WHP(Q)™, too. O

3 Mutual recovery sequence of the damage variable

This section is in preparation of proving the convergence of the microscopic damage models
introduced in Subsection 4.2 to the effective damage model introduced in Subsection 4.3.
More precisely, it serves as a basis for the construction of the mutual recovery sequence
for our microscopic damage models. This in turn enables us to prove stability of the limit
with respect to the effective damage model when starting with a sequence of stable states
with respect to the microscopic models. Here, everything is done in the context of piecewise
constant functions as introduced in Section 2. But, since in this section neither the concrete
formula of the discrete gradient R% nor the micro-structure of the microscopic damage
models play any role, here the unit cell Y in principle could be any cube of volume 1. We
choose again Y = [0,1).
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In the following theorem for two given functions vy, vy satisfying vy < vy and one given
sequence (v:)s>o the existence of a further sequence (U:)c>¢ is stated, such that among
other things v. < v, is fulfilled. For the given solution (u.(t),x<(t)) of the microscopic
model this will be the crucial relation when constructing the mutual recovery sequence
(Xe )e>o satisfying D.(x:(t), Xe) < oo in Section 7.

Theorem 3.1 (Mutual recovery sequence). Let vg € WEP(;[0,1])™ and let (v:)e>0 be a
sequence of Kea(2;[0,1]))™ satisfying ve — vo in LP(Q)™ and Rgve — Vg in LP(Q)mxd,
Moreover, let T € WHP(§2;[0,1))™ be arbitrary with To < vy (component-wise).

Then there exists a sequence (Ve)es>o C Kca(£2;]0,1])™ with v. < ve (component-wise),
U = Up in LP(Q)™, Reve — Vg in LP(Q)™*d and

hmsup (HREUSHLP(Q)de ”REUtEHLP(Q mxd) < HVUOHLP(Q mxd ”vvo”iz)(g)mxd' (31)
e—0

Proof. 1. The construction of a mutual recovery sequence is based on that done in [18].
There, the authors constructed a mutual recovery sequence of scalar Sobolev functions.
Here, the main steps of the proof stay the same but due to the discrete setting on the
e-level and the vectorial case some new technicalities come into play.

Let v, 090 € WP(2;]0,1])™ and (ve)eso C Kea(2;[0,1])™ be given as in Theorem 3.1.
Following the proof in [18| we introduce the function v, € K5 (£2;]0,1])™ decomposed for
every component aﬁ”, j€4{1,2,...,m}, in the following way:

—~

7) Q\Béj)
)

m

~0) (. _s()
o) (2) = {max{O,ngo ()67} ifxeA 7 (3.2)

o) (z) ifxeB

(T)/\

where BY) = ={xeQ: v(])( ) < max{0, P, v(])( )—5@}}. The positive constant 6/ will be
chosen later in such a way that 6 — 0 for & — 0. Definition (3.2) immediately gives us
0 <. <w,.

2. Now, we prove that v, — vp in LP(2)™. Since v. — vy in LP(2)™ is equivalent to
o9 - ~(J ) in LP(Q) for every j € {1,2,...,m} we will restrict ourselves to the case

m = 1. Hence let A, = A(] ) = Bé 7) and 5 = 5? ) to shorten notation. According to
|ve () =g (z)| < 1, espe<31ally on BE, we find

1
Hae_T)OHLP(Q) < || max{0, P-vp—0c } — T)OHLP(AE) + (vol(Be))*. (3.3)

By increasing the domain of integration to €2, adding zero and applying the triangle inequal-
ity, the first term of (3.3) is bounded by || max{0, P-vo—d¢ } — P:vo |10 () + | P=Vo—0l|1r ()

Together with P.vy — vy in LP(£2) we have that the right hand side of (3.3) converges to
zero if the sequence (d¢)e~0 can be chosen such that 6. — 0 and vol(B;) — 0.

3. Choice of . > 0 such that . — 0 and vol(B.) — 0: As before let m = 1. The crucial
point of this construction is, that due to vy < vy the set B, satisfies

B. C {z € Q:v.(z) < max{0, P.vg(z)—0.}} C {z € Q: 8. < |P.vy(x) z)|} = B
such that Markov’s inequality (M) can be exploited in the following way:

M)

~
vol(B.) < vol(B.) < 5%/ | P-vo(z) — ve(z)[Pd.
= Jo
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Figure 2: Decomposition of €) into the subsets A. and B..

Choosing 02 = || P-vo—ve||rr () < [[Pzvo—vollLr () + [vo—ve|lLr (), for instance, then v. —
vo in LP(Q) yields §. — 0 and vol(B:) — 0 as ¢ — 0. As already mentioned in [18], 6. > 0 is
necessary to apply Markov’s inequality. But in the case of J. = 0 the assumed convergence
ve — vo in LP(Q) implies P.vg — v — 0 in LP(Q) such that lim._, vol(ée) = 0 results
immediately.

4. To show: limsup, g ([R5l a1 R5 v [0 pe) < 95011, ca— V202,

Roughly spoken, the fact vol(B.;) — 0 as ¢ — 0 means that in the case of a sequence of
Sobolev functions (v. € W1P(Q)) it is sufficient to prove (3.1) for A, instead of Q on the
left hand side. But since we are interested in the case of piecewise constant functions we
have to pay some special attention to the region around the interface I. = 0B, N JA..

Note, that due to the definition of A. and B. there are disjoint subsets A4 ,Ap, C ALY
such that A. = (Uyep,. e(A+Y)) NQ and B: = (Ujep,,, €(A+Y)) N Q. With this let

At = U e(A\+Y) and B = U e(A+Y).
)\eAAE )\EABE

Moreover, let Fe,(¢)) be the face of £(A+Y") orthogonal to e; and contained in e(A+Y).
Then, the interface I, can uniquely be represented as I, = (U?Zl UAe 50 Fe,(eN) N Q,
where Séi) C A is a suitable finite subset and |J res® Fe,(e)) are all faces of the interface

I. that are orthogonal to e;. Observe that |S§i)| < |Ap.| since the number of faces in St

is bounded by the number of all shifted cells ¢(A+Y) contained in BZ. Taking the union

of all cells .
= U U 6()\—%62‘—1—1/)
i=1 AESéi)

containing the face Fy,(¢)) in the middle (see Figure 3) we have I. C L.,

d
vol(L Z Z £ —Z\s@\a <Z\AB e = dvol(BZ) (3.4)
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Figure 3: The subscript (5) or (6) of = in the last picture denotes that this is a point z as
it is considered in step 5 or 6, respectively.

and

R (max{0, P-vp—0.}) in A\ L.
Rei. = Rt inL.NQ. (3.5)
R%ve in B\ L.

Keeping (3.1) in mind, we want to estimate |R%5€|p from above by terms depending only
on ve and 7. Due to (3.5) we only have to care about the case © € L.. Therefore, we

consider every component (R% (ve)(x))e; separately.

5. The case z € (L:\ Uyeg® e(A—3e;+Y))NQfori € {1,...,d} fixed:

In this case either z+5e; € Al and —5e; € AT or 2+5¢; € BY and z—5e; € B which
immediately results in

(R (3:)(@))eil < max {|(Rs (max{0, Pao(x)—-0:))eil [(Rs (v @)el ). (36)

£
2

6. The case z € (U (A—3e;+Y))NQfori € {1,...,d} fixed:

Aest) €
In this case either z+5e; € Al and x—5e¢; € Bf or z+5¢; € Bf and z—5e; € A

2 2
according to the definition of SE(Z). Without loss of generality let a = z+5e; € A and

b=1x—5¢; € B, Then due to definition of A. and B, we have

1> ve(a) > ve(a) = max{0, P.vp(a)—0d:} > 0, (3.7)
1 > max{0, P-vg(b)—6:} > v:(b) = v(b) > 0. (3.8)

Since a € AT\ A. or b € BF\ B are possible, in (3.7), (3.8) and in the following table every
function has to be understood as its extension by the continuation operator V. : K.z (Q) —
KA () extending a piecewise constant function v € K 5(Q2) for every A € AT\AZ on
£(A+Y)\Q constantly by the (constant) value of v on e(A+Y) N Q. With this the following
estimates are valid.
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if 5-(a) > 0:(b) | if v.(a) < 0.(b)

)
0e(a)=0:(0)] | = ve(a)=0:(b) | = Ve(b)—0c(a)
(3.7) (3.8)
< ve(a)=0:(b) | < max{0, P.vy(b)—0:} — V:(a)
35 ve(a)—v:(b) D max{0, P-0g(b)—d: } — max{0, P.vp(a)—0:}
Hence, we also find
[(Rs (5.)(2)) el < max {| (Rs (max{0, P, () —6.))eil, | (Rs () @)eil},  (3.9)

for all z € (UAGS@) e(A—1e;+Y)) N Q. Combining (3.6) and (3.9) this inequality holds for
every x € L. N, which finally results in

|Re P-tol” in A\ L
|R%5€|p < ’R%P&*@O‘p + ‘R%?Ja‘p in L. NQ, (3.10)
‘R%Ua‘p in B\ Le
by recalling (3.5), since | max{Cy, Co}|P < |C1|P + |Cy|P and
|Rs max{0, P-Uo(z)—0: }| < [Re(Povo(x)—0de)| = |Re(Peto)(2)]-
Now, exploiting (3.10) we conclude in the case m = 1 with

limsup (|| Rs3:|7, )0 — 1R 5= 75 0)0)
e—0

<l £ 5~ P £VUe
< lim sup (/ |Rs Povo(z)|” — [Reve(2)[Pde
A\Le

e—0

—i—/ |Reve ()P — |Reve(x)|Pde
Bo\Le 2 2

+ |Rz Pevio(2) [P + [Rgve(x)[P — \Rgva(x)\pdw)
L:NQ

= lim sup </ |Re P.vg(x)|Pdx — / |R£v€(az)|pdx)
e—0 AU(LNQ) 2 ANL. 2

< limy [ |Rs Pg(a)Pde — limip [ L4, (@) Rsve(@)Pda
= HVT)OHip(Q)d - ||vv0‘|£p(ﬂ)d

where in the second last line the first term converges to |[Voll, which we have

Q)d
seen in the proof of Theorem 2.7. Moreover, weak lower semi—conti(nliity together with
Tan LER%% — Vg in LP (Q)d is exploited for the second one. Note, that according to es-
timate (3.4) we have 1 4.\7, — Lq in L) for every ¢ € [1, 00), since lim. o vol(B:) =0
implies lim._,o vol(B) = 0.

7. The general case m > 1: Up to now, in the case m > 1 we have (j € {1,2,...,m})

timsup (| B39 1, g0 — 1R509 s aya) < VTG s g0 = 19057 125

for every component véj), véj), v(()]), ) of the functions Ve, Ve € Kcp (5[0, 1])™ and vg,vo €

WHP(;[0,1])™. Summing up this 1nequality for j =1,2,...,m we finally get

. ~ ||p p ~ P p
hrsn_%lp (||R§U€||Lp(g)mxd - HREUEHLp(Q)mxd) < ||VUOHLp(Q)mxd - HVUOHLp(Q)mxd'
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8. R%ﬁ; — Vg in LP(Q)™*?: Due to step 7 we can apply Theorem 2.1 and according

to step 2 the limit-function can be identified as ¥y so that R%T)E — V7 in LP(Q)mxd
follows. O

Remark 3.2. Note, that this proof also works when replacing AQ )= AQ ) NQ- and EE(J )=
BY U (Q\Q0) in

£

oY) (z) if z € BY)

£

{ max{0, 2.0 (2) -9} if x € AV

(step 1), since the crucial condition is VOl(Eéj)) — 0 for ¢ — 0, which according to (2.3) is
valid in this case, too. This will become important in Section 7 when proving stability of
the limit model.

4 Models

As already mentioned in Section 1 our damage model is rate-independent and set up in the
energetic framework introduced in [16, 17]. We start by shortly stating all needed notations
and results concerning the energetic formulation.

4.1 Short summary of rate-independent theory

The state space is a product Q = U X Z of two weakly closed subsets U and Z of reflexive
Banach spaces. The energetic formulation is based on the stored energy functional £ :
[0,T]xQ — Ry and the dissipation distance D : Zx2Z — [0,00] commonly depending
only on the second variable. We are looking for the so called energetic solution.

Definition 4.1 (Energetic solution). A function ¢=(u,z) : [0,7] — Q is called an ener-
getic solution for the rate-independent system (Q, &, D), if ;£(-, q(-)) € LY((0,T)) and if
E(t,q(t)) < oo, the stability condition (S) and the energy balance (E) are satisfied for all
t € 10,77

(S)  E(talt) < €@+ D(=(1),7) forall = (i,3) € Q,

(E)  E(t,q(t)) + Dissp(2; [s.]) = E(s,q(s)) + [5 0E (& q(€))dE,

with Dissp(z;[s,t]) := supZéV:l D(2(&5-1), 2(&;)), where N € N and the supremum is
taken over all finite partitions of [s, t].

Definition 4.2 (Set of stable state, stable sequence). The set of stable states at time
t € [0, 7] is defined by:

Sit):={q€ Q|E(t,q) <occand Vqge Q:&E(t,q) <E(t,q) +D(z2)}.

A sequence (t5,¢s)s>0 C [0,T]xQ is called stable sequence if (i) and (ii) hold:

(i) supsso{&(ts,qs)} < o0
(ii) g5 € S(ts) for every § > 0.
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Remark 4.3. Note that here a stable sequence is a tuple of time-steps ts € [0,7] and
functions g5 € Q, since the proof of existence (Theorem 4.4) of a solution of the energetic
formulation given in Definition 4.1 is based on a time-discretization (scheme) in the follow-
ing way. A partition 7y of [0,7] whose fineness tends to zero for N — oo is chosen, such
that the associated stable sequence (txn,qn)nen allows the construction of a sequences
(gn) Nen of piecewise constant/affine functions gy : [0,7] — Q converging in some sense
to a function ¢ : [0,7] — Q satisfying the energetic formulation for all ¢ € [0,7]. But in
the following we already start with a solution ¢. : [0,7] — Q of a energetic formulation of
a microscopic model and we are interested in the limit model appearing when letting the
micro-structure getting finer and finer (¢ — 0). That is why there is no need of going back
to a time discrete description and Definition 4.2 will be adapted in Section 7.

The following four assumptions on & : [0,7]xQ — Ry, and D : ZxZ — [0, 00] guarantee
the existence of energetic solutions as it is stated in Theorem 4.4 below ([14] Theorem 3.4).

Compactness of the energy sublevels:
Vte [0, T]VE €eR: Lg(t) ={q€ Q:&(t,q) < E} is weakly seq. compact. (4.1)
Uniform control of the power: 3¢y € R3¢; > 0V (ty,q) € [0, T]xQ with E(t,,q) < oo :
E(-,q) € CL([0,T)) and |9,E(t,q)| < c1(co + E(t,q)) for all ¢ € [0, T). (4.2)
Quasi-distance:

Vz1,20,23 € Z2:D(21,220) =0 & z1=29
and D(z1,23) < D(z1,22) + D(z2,23)

Semi-continuity:
D : ZxZ — [0,00] is weakly seq. lower semi-continuous. (4.4)

Theorem 4.4. [Theorem 8.4 of [14]] Let U and Z be weakly closed subsets of reflexive Ba-
nach spaces and set Q :=UXZ. For allt € [0,T] the energy functional € : [0,T]xQ — Ry
is assumed to satisfy (4.1) and (4.2). Moreover, let the following compatibility conditions
hold: For every stable sequence (ti,ug, 2r)keny with tp — t, (ug, zx) — (u, 2z) in Q we have

WE (tr, uk, z,) — OE(t, u, 2), (4.5)
q e S(t). (4.6)

The dissipation distance D : ZxZ — [0,00] is assumed to fulfill (4.3) and (4.4).

Then for each (uo,z0) € S(0) there exists an energetic solution (u,z) : [0,T] — Q for
(Q,&,D) satisfying (u(0),z(0)) = (uo, 20)-

4.2 Microscopic damage model

As already mentioned in Section 1, here damage evolution of a body described by a bounded
open Lipschitz domain € R? is modeled by the evolution of a damaged region contained
in the body. In particular this means, that the body consists of two phases, a weak or
damaged and a strong or undamaged one. These phases are modeled by a characteristic
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function 1y being 1 in the undamaged region U of Q and 0 in the damaged part Q\U such
that the elasticity tensor is given by

C(]}-U) = ]lU(Cstrong + (1_]1U)Cweaka

Rdxd Rdxd

with Cstrong; Cweak € Lingym ( sym> Reym ) such that for some o > 0

0< O‘|77|3lxd < (Cyeaks Maxd < (Cstrongs Maxa for all n € Rg;rg (4.7)

We assume that the damaged region is given by a finite union of scalings and translations
of a prescribed damage set D C Y, assumed to be open and starshaped with respect to the
center of the unit cell Y. This leads to one very important notational difference to Section
2, namely, here Y = [—1 1)@ is considered (instead of Y = [0,1)9) as the associated unit
cell, which will expose advantageously in the following. The benefit is that in this case
the in Y included damage set D and scalings of it are both star-shaped with respect to

0 € R? Otherwise (i.e. Y = [0,1)¢) the damage set would be star-shaped with respect to

(3,...,3)T € R? and scalings of this set have to be shifted by —(1,...,3)T € RY, scaled
and shifted back by (%, ce %)T € RY which would mean a lot of notation for saying not
much.

Moreover, we assume vol(0D) = 0 and that these damage sets are periodically distributed
in body €2 in that way, that the centers of all those damage sets are elements of the periodic
latice e A but such that their sizes evolve independently from one cell to the other. Now, the
characteristic functions describing the damaged region are elements of the set of admissible
damage functions given by

XOU(Q) == {x e L(2;{0,1}) T x € XL () : x = Xla}, (4.8)
where

XO(QD) = {x e L®(QF;{0,1})|VA € AT Frer €[0,5] : Rleoy) = 1= Lertranlep) }-

Here and in the following 1 always denotes the characteristic function of the set © C R%.
Since for an element x of X, () there is no uniqueness in the choice of ¥ € X2, (QF) in
(4.8) we introduce M, : XD, (Q) — X5, (QF) via

M:(x) = max{X € X{(2F) | Xla = x} (4.9)

to fix this problem.

Remark 4.5. Note, that for fixed ¢ > 0 the set of admissible damage functions is finite
dimensional. Hence, the strong and weak topology are the same. For every function y €
XQ\(Q) there exists an associated vector 7 € R‘Afﬂ, whose components are the values r.
of definition (4.8), describing the function M. () uniquely. In this way, convergence of a
sequence (xs)s>0 C X5\ (Q) to a function yo € X2, (2) is equivalent to the convergence of
the sequence of the associated vectors (7s)s~o C RIAYT to the vector 7o € R‘Ay, uniquely
characterizing M (xo) € X5 (Q). In other words x5 — Xo in X2 (€2) means pointwise
convergence, which implies LP-convergence for p € [1,00) since 0 < x5 < 1 by definition.

Before introducing the energetic formulation of the microscopic damage model we need
to introduce a one to one identification of functions in X2 () and K. (QF), since in
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the end we want to use the regularization theory introduced in Section 2 to gain better
convergence results for the damage function x belonging to L°°(€2) helping us identifying
an effective damage model.

Let ¢ := 1—vol(D). For fixed ¢ > 0 an admissible damage function ¥ € XD, (QF) is
identified with the piecewise constant function z € Kz (Q7F; [ep, 1]) appearing by taking
the average of X in every cell (A 4+ Y). This identification is done by the operator Q. :
XD () = Ka (92753 [ep, 1)) given by:

Qe(y) = (Pa(AeX))‘Qﬂ (4.10)

where P, : LP(R?) — K. (R?) denotes the projector to piecewise constant functions intro-
duced in Definition 2.5. Now, the reverse direction, namely the identification of a piecewise
constant function z € KEA(Q+ [CD, ]) Wlth an admissible damage function ¥ € X2, ()

is given by the inverse Operator Q=1 : K. (QF; [ep, 1]) — XD, () defined for all z € QF
via
Q' (2)(x) = 1N5($)+5U(2($))($), (4.11)

where U(a) := Y\k(a)D, k() := (vol(D))~!(1—a) and N: : R? — A is also introduced
in Definition 2.5.

Remark 4.6. Considering a damage function Y € XQ\(QJ) according to @5)2 = Z the value
Z(x) is related to the volume of the undamaged region in the cell x € ¢(A+Y’), and the
function  : [¢p, 1] — [0, 1] has to be chosen in such a way that z(z) = vol(Y\k(2(z))D).
But with this, z is bounded by c¢p from below and by 1 from above, which is due to
the assumption that during the damage evolution the set e(A+D) is the _biggest possibly
appearing damage set in any cell (A+Y"). In consequence, this restricts QE 1 to piecewise
constant functions bounded by ¢p from below, since otherwise zZ(x) < ¢p correlates to
a damage function ¥ = QE Z containing a damage set “bigger” then €(A+D) in the cell
x € e(A+Y).

Remark 4.7. Alternatively, one could interpret zZ(z) as the surface area of the damaged
set and k then should be modified in a suitable way. This does not affect the subsequent
analysis. Here, it is only important, that  is a strictly monotone homeomorphism.

Definition 4.8 (Identification of damage functions and piecewise constant functions). For
fixed € > 0 an admissible damage function x € XQ\(Q) is associated with the piecewise
constant function Q(x) € Kca([cp,1]). Here, Q- : X2 () — Koa(Q[ep,1]) is an
injective mapping defined via

Q( ) (Qz—:( 6X))|Qa

where Q. is defined in (4.10) and M, is introduced in (4.9).
Conversely, a piecewise constant function z € K5 (92; [ep, 1]) is associated with the admis-
sible damage function N, (z) € XL, (Q). Here, N, : KA (Q; [cp, 1]) — XD, (Q) is a surjective
mapping given by R

Ne(2) = (@' (Ve2)) o

where Q1 is defined in (4.11) and V. : K 5(Q) — KA (Q7F) denotes the continuation
operator extending the piecewise constant function z € K 5 (Q) for every A € AT\AZ on
e(A+Y)\Q constantly by the (constant) value of z on e(A+Y") N Q.
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According to the in general ambiguous choice of ¥ € XD (QF) in Definition (4.8) the

mappings (). and N; lose the bijectivity of Q8 and Q6 I Nevertheless the following relations
hold.

Proposition 4.9. Let Q. : X5, (Q) — KA (Q;[cp, 1]) and N : Koa(; [ep, 1]) — X5, (Q)
be defined as in Definition 4.8. Then:

N. o Q. : X5 (Q) = XD (Q) is the identity.

Q-0 N: : KA (2 [ep, 1]) — Kea(Q; [ep, 1]) is a projection.

(Qeo N€(z))’Q; = Z‘Q; for all z € Kop(Q; [ep, 1]).

Proof. Using the facts that V.(Z]q) = Z for all Z € K 5 (1) and that (M.x)|q = x for all
x € XD (92) we find for x € XL, (Q) and z € Koa (€ [ep, 1))

N-[Q-(X)] = N[(Q-M-x) o] = (Q='V-[(Q-M:X)|a]) e
= (Q-H(Q:MX)) o = (MexX) | = x

and

Q= (N[Qe(N:2)]) = Q-({Q-'V: [Qe (N-2)] }Ha) = Q-({Qz'Va([Q- Me(N:2)] ) o)
= Qs({Qe [ N z ]}|Q) Qe({Ms Nez }|Q) = QE(NEZ)'

Let Q. and Q- be defined as in (4.10) and (4.11) except that QF is replaced by Q7. Then
combining (Q:(x))lg- = (Q=Mex)lg- = Qe(xlg-) for x € X[ (Q) and (Ne(2))]q- =
(Q;lvgz)]Qg— = Q;l(z\ﬂe_) for z € KoA(9Q; [ep, 1]) results in

(Q=(Ne(2))) - = Qe(Q " (2lg)) = 2lg--
|

Finally, let I'p;; C 99 be a part of the boundary of 2 with a positive (d—1)-dimensional
measure, and HILD“(Q)d = {u € H(Q)? | ur,, = 0}. Set

Q:(Q) = Hp,,, (DxX(Q)

to shorten notation.

Now, letting (-,-) : (H%Dir(Q)d)*xH%Dir(Q)d — R be the dual pairing and denoting by
e(u) = e;(u) = 3(Vu+(Vu)T) the linearized strain tensor for u € H%Dir(Q)d the energy
functional & : [0,T]x Q-(©2) — R is defined via

E:(tu,x) = 3(C(x)e(w), e(u))r2(yixa + 1R (Qe ()T p qa — (£(1), w), (4.12)

where ¢ € CL([0, T7; (HILD“(Q)d)*). Here, || R (Q:(x ))HLP(Q is a regularization term yield-
ing better convergence properties when looking for an effective limit damage model. Note,
that in this section, where we introduced the mapping Q., we deal with the unit cell
Y = [-3,3)4, whereas in Section 2 we choose Y = [0,1)? when defining R<. But as men-
tioned before, this is only for technical reasons such that there is no problem with applying
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R% to Q:(x). Moreover, this term is neither necessary nor problematic for proving existence
of solutions of the microscopic model, i.e. for fixed € > 0.

The dissipation distance D, : XZ () xXD, () — [0, o0] is given by

/Qx1(m) — x2(x)dz if x1 > x2,

s otherwise,

D-(x1,x2) = (4.13)

such that the dissipated energy from state y; to xo is proportional to the change of the
volume of the damaged region in the body 2. As already mentioned in Remark 4.7 one
could alternatively introduce a dissipation distance that is rate independent with respect
to the change of the surface of damage set, for example.

The rate-independent damage evolution is modeled by the e-dependent energetic formula-
tion (S¢) and (E?), where £ > 0 scales the size of the damage structure.

(S%)  E(tiue(t),x=(1) < E(t,u,X) + D=(xe(t), x) for all (a,X) € (),

(Ea) 56(75, us(t), Xe(t)) + Dissp, (Xs§ [0, t]) = 56(07 uE(O), Xs(o)) - fg(f(s), ug(s)»ds,
with Dissp_(xe;[s,t]) := sup Z;yzl Do(x:(tj—1), xe(tj)), where N € N and the supremum
is taken over all finite partitions of [s,¢]. Following Definition 4.2 we denote by S(t) the

subset of all (ug, x:) € Q-(Q) satisfying

56(t7u67X5)<OO and 56(t7u67X6)§56(t7(ﬁ75€)+DE(X€7%) v(ﬁvi)ege?(g)

Introducing the subspace BV ([0, T]; L!(Q)) of L1([0, T]; L' (£2)) as all function f belonging
to L1([0, T]; L1(2)) having a bounded variation

essvar( 1) (f) := inf{varjg r)(g) |g = fL'ae. in [0,T]},

and

N
var( 7](g) := sup Z lg(tj—1) — g(tj) Ly (@),
i=1

where N € N and the supremum is taken over all finite partitions of [0,T], the abstract
Theorem 4.4 guarantees the existence of a solution:

Proposition 4.10. Let ¢ > 0, Q.(Q) = H%Dir(Q)dxXQ\(Q) and let condition (4.7) be
fulfilled. Moreover, let & : [0,T]xQ:(2) — R and D, : XD (Q)xXD () — [0,00] be
defined via (4.12) and (4.13), respectively. Then for a given (ul,x?) € S-(0), there erists
a solution (ug,xe) : [0,T] = Q-(Q) satisfying (u(0), x=(0)) = (u?,x?) and

ue € L¥([0, 7], Hpy,, (D) and  xe € L(10,7), X4(9)) N BV([0, 7], L' ().

Proof. We have to check the conditions (4.1)-(4.6).
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(4.1): Starting with Korn’s inequality and exploiting condition (4.7) afterwards we find the
following estimate for every ¢t € [0,7] and u € H%Dir(Q)d:

IN

lCKornaHuH%{%D' (Q)d alle(u )Hi?(ﬂ)dXd
ir

1
2
%(Cweake() (u)>L2(Q)dXd
Ee(t,u, x) + (1), )
&

<
< E(t,u,x) —i—CgHuHHl RO (4.14)

(Q)h)*). For a

sequence (ug, Xs5)s>0 belonging to the sublevel set Lg(t) this estimate gives us a uniform

upper bound of the sequence (HWHH; (@)4)s>0- Due to reflexivity of H11“D4 (Q)? there exists
Dir r

where Cy = sup,co HE(t)H(H% (@)dy= < 00 since £ € CL([0,T7]; (H}
Dir

Ipir

ug € H%Dir(ﬂ)d and a subsequence of (ug)s>o converging weakly to ug in H%Dir(Q)d.
Moreover, for (xs)s>0 C X5, (2) let (75)s>0 C R be the sequence of associated vectors

as introduced in Remark 4 5. Then every component of 7 is bounded by 5 by definition.

Due to reflexivity of RIATT there exists a vector 7o € RIA |, which again is associated to
a function xo € X2 (2), such that a subsequence of (xs)s>0 converges strongly to yo in
LP(9).

Now, by possibly choosing a further subsequence we have e(ugy) — e(ug) in L2(2)%*¢ and
Xs — Xo in LP(Q2) for all p € [1,00). Choosing f(x, x,e) := (C(x)e, €)dxd, all assumptions
of Theorem 3.23 of |6] are fulfilled and it states:

lim inf Q<(C(X6')e(ué')ae(”&))dxddﬂ? > /Q«C(Xo)e(uo),e(u0)>d><dd$- (4.15)
For fixed £ > 0 the operators Rs : Ko (2) — K%A(Q)d and Q. : X5, () — K () are
continuous with respect to the strong LP-topology for every p € [1,00). Hence, for § — 0

1R2 Qe o2y e — B2 Qe e (4.16)

Trivially, (€(t),us) — (€(t),up) is valid, since uy — wug in H%Dir(Q)d which together with
(4.15) and (4.16) results in

E > liminf E(t, us, xs) > E(t, uo, X0),
8’ —0

such that the compactness of the energy sublevel sets is proven.

(4.2): Since £ € C*([0,T7; (H%Dir(Q)d)*) we have |0;&: (t,u, x)| = ](E(t),uﬂ < Cé”uHHll"Dir(Q)d’
where C; = supycpon) HE(t)H(Hll_‘Dir(Q)d)* < oo. Dividing estimate (4.14) by Hu||H%Dir(Q)d
gives HUHH%‘Dir(Q)d < ¢1(eo+ E:(t,u, x)) for some constants cg,¢; > 0 such that the uniform
control of the power is shown.

(4.3): The triangle inequality is trivially fulfilled.

(4.4): Note, that all topologies of XD, () are equivalent due to its finite dimensionality.
Moreover, convergence in X?A(Q) implies L!-convergence which is why the dissipation
distance D, : XD, () xXD, (Q) — [0, 00] is lower continuous with respect to the topology
of XD, (92) and the lower semi-continuity is proven.
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(4.5): Since 8. (t,u, x) = —(f(t),u) this condition is trivially satisfied.

(4.6): Letting (us, x5)s>0 be a stable sequence with us — ug in H%Dir(Q)d and x§ — X0 in
XD (£2) we have to check (ug,xo) € Sz(t). For an arbitrary Xo € X5, (9) with Xo < xo let
Xs := min{Xo, xs}, then X5 = Xo in X2\ (?) and 0o > D:(Xs, x5) = D=(Xo; xo) for § — 0.
Applying again Theorem 3.23 of [6] to gain the following first estimate we finally have

€€(t7 ’LLO, XO) S hrérigélf €€(t7 ’LL(S, X5) S %1_{% (86(t7 17’7 XV(S) + D&(X57 %5)) - 86(t7 ’lj, XVO) + D&(X07 XVO)

for arbitrary (u,xo) € Q:(f2). Here, the second inequality is due to the stability of the
sequence (ug, X5)s>0- This concludes the proof.

Finally, letting (ue, x) : [0,7] — Q-(€2) be a solution of (S%) and (E?) its time regularity
needs to be proven. Since (Ef) is fulfilled for all ¢ € [0,7] and its right hand side is finite
we have & (t,us(t), xe) < oo and Dissp_(x¢;[0,7]) < co. The first estimate immediately
yields u. € LOO([O,T],H%Dir(Q)d) analogously to inequality (4.14). Moreover, the second
estimate means that x. : [0,7] — XZ, (€2) is a monotone decreasing function such that

var( 7](xe) = Dissp, (xe; [0,77]) < oo,

by definition. Trivially, x. € L°°([0,T], X5 (Q)).

4.3 Two-scale limit damage model

In this section we introduce a two-scale damage model (S%) and (E°) which will turn out to
be the limit model of (S¥) and (Ef) for ¢ — 0. For a damage variable zg € WP(Q; [cp, 1])
here the damage of the body in the point z € () is described by the two-scale elasticity
tensor

(CO(ZO)(xa y) = C(]IU(zo(m)) (y))

meaning that in every point x € ) there is a unit cell Y containing a scaled damage set
D. The scaling of the included damage set is related to the value zo(x). Hence, firstly the
micro-structure of the microscopic model survives in the effective model and secondly the
percentage of the damage of the body in point x is given by the size of the scaling of the
damage set, ergo zo(z).

Since the energetic formulation (S¢) and (Ef) is solely based on functionals, this approach
is well adapted to the theory of I'-convergence when looking for an effective limit model.
Recalling ¢p := 1—vol(D) and letting ) := R%/, denote the periodicity cell, the limit
function space Q has the following structure:

Q= HE (@)X L2(Q HL () WH(Q [ep, 1),

since we are going to apply the theory of I'-convergence to &.(t,u., x-) with respect to
the two-scale topology for the displacement component u. (see Proposition 5.5) and with
respect to the topology implied by Theorem 2.1 for the damage component Q. (x:).

For (up,U;) € H%Dir(Q)dez(Q;Hiv(y))d we define €(ug,Uy) := eg(ug) + e,(U1) and for
6 € [cp,1] we set U(0) := Y\r(A)D and x%(0) := (vol(D))~!(1—6). Then the two-scale
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energy functional E(t,ug, U, 20) : [0,7]xQ — R is defined via
E(t, uo, U1, 20) = 3(Co(20)&(uo, U1), &(uo, Ur))r2(axyjaxd + [ Vaoll]p 0 — (E(t), uo),
where for W € L2(Qx)4x4

(Co(OW, W2 (xyyaxa = /QXy@(]lU(c(x))(y))W(ﬂ?,y),W(%l/))dxddydx,

and for ¢ € L*°(9; [cp, 1])

(CO(C)(xa y) = (C(]lU(C(m))(y)) = ]lU(C(:v)) (y)(cstrong + (1 - ]lU(C(:v)) (y))cweak-
Furthermore, the dissipation distance D : WhP(Q)x WP (Q) — [0, 0o] is given by
/ z1(x) — zo(x)dx if 21 > 29

Q .

00 otherwise

D(21,22) = (4.17)

The rate-independent damage evolution is modeled by the energetic formulation (S°) and

(E):

(S E(t,ug(t),Us(t), 20(t)) < B(t, 0, U, %) + D(2(t),2) for all (a U,?) € Q,

(E®) E(t,ug(t), Uy (t), z0(t))+Dissp(z0; [0, t])=E(0, uo(0), Uy (0 fo (s)))ds,
with Dissp(zo;[0,¢]) := sup Z;yzl D(z0(tj—1),20(t;)), where N € N and the supremum is

taken over all finite partitions of [0,¢]. Following Definition 4.2 we denote by Sp(t) the
subset of all (ug, U1, 2z0) € Q satisfying

E(t,up, U1, z) < oo and E(t,ug, Uy, 20) < B(t, (@,U,%) +D(20,2) Y (u,U,%) € Q.
Remark 4.11. Existence of a solution of the two-scale damage model is proven indirectly
via the convergence result in Section 7, where for ¢ — 0 the convergence of solutions

(ue,Xe) = [0,T] — Q. of the microscopic damage models (S°) and (Ef) to a function
(ug, Ur, 20) : [0,T] — Q satisfying (S°) and (E°) is shown.

4.4 One-scale model

In this subsection we introduce a one-scale model which is equivalent to the two-scale
model introduced in Subsection 4.3 in the following sense: From any solution of one of
those systems a solution of the other model can be constructed.

For a given function (ug,Ur,z0) € So(t) by choosing (u,2) = (ug,2¢) in the stability
condition (S°) we find that Uy is the unique solution of the following minimization problem:

min{E(t,uo, U, z) |U € L*(Q; HL, (I))%}. (4.18)

This motivates the introduction of an effective tensor given by the following unit cell
problem. For ¢ € R4 and 0 € [cp, 1] let

Sym

Ceff(a’g) = min I(a,g,v)

velg, (V)
10.€.0) = | (C0uw®)E +e,(©)1)),6 + ey (0)W)axady
U@B):=Y\k(@)D and £%6) := (vol(D))"1(1-6)
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Proposition 4.12. For a given 0 € [cp, 1] there exists Ceg(0) € Linsym(Rg;n‘f,Rg;n‘f) such
that

VEERTT:  Ceq(0,€) = (Cenr(0)E, &) axa-

Proof. For given ¢ € R¥4 and 6 € [cp, 1] according to (4.7) the functional 1(0,¢&,-) :

sym
HL,(V)? — R is strictly convex and continuous. Hence, there exists a unique minimizer
v* € HL (V)¢ fulfilling the Euler-Lagrange equation

Dyu(I(0,€,0))[0] =0 ¥ € Hy (V)" (4.19)
Letting Bye = Dyo(1(0,&,-)[] : HL(V)4xHL (V)¢ — R, due to the Lemma of Lax-
Milgram there exists a linear operator Eg : (HL, ()D* — HL ()) such that Eg(O) = v*.
With this we are able to define a linear mapping Ly := Eg)(O) : R — HL, (V)? satisfying
Ly(€) = v*.

For e;; € R4 where (€ij)kt := 0ijm and 6z for 4,7,k 1 € {1,...,d} is the Kronecker
delta, we define

Cefr 0 (0) := /y(c(]lU(e) (W))(eij +ey(Loeij) (), ext + ey(Loer)(y)) axady.
First of all we have Ceg(0) € Lingym (RL:E, RYX4) and we find

sym> -~ sym

Ceft (0,8) = (Cett (0)€, §)axa
by writing ¢ € RE? as ¢ = Z%:l §ijeij- O

sym
For
Qo(Q) == Hf (I xW"P(Q; [cp, 1))
the one-scale model is based on the one-scale energy functional & : [0,7]x Qp(2) — Ry
defined in the following way:
Eo(t, w0, 20) = 5{Cett (20)e(uo), (o)) r2(yixa + [Vz0ll] e — (£(t), uo).

Moreover, the one-scale dissipation distance Dy : WYP(Q)xWHP(Q) — [0,00] reads as
follows

/ z1(x) — zo(x)dx if 21 > 29,
Q
00 otherwise.

Trivially Do(21,22) = Do(z1,22) for all 21,22 € WHP(Q; [ep, 1]) by definition. With this,
the energetic formulation (SY) and (EY) of the rate-independent system (Qo(£2),&o, Do)
reads as follows:

DQ(Zl,ZQ) == (420)

(SO) 50(t, UQ(t), Zo(t)) < 50(t, 1~J,, E) + Do(Zo(t), 2) for all (17,, E) e QQ(Q),
(E°)  &o(t,uo(t), 20(t)) + Dissp, (20; [0, £]) = £0(0,u0(0), 20(0)) — Jg (£(s), uo(s)))ds,

with Dissp, (20; [s,t]) := sup Z;yzl Do(20(tj—1), 20(t;)), where N € N and the supremum is
taken over all finite partitions of [s, t]. Furthermore, we define the set of stable states Sp(t)
for t € [0, 7] via

So(t) = {(UO,ZQ) € QQ(Q) ’€O(t7u0720) < 50(t,1~1,, E) +D0(ZO,:ZV) V(ﬁ, E) € QQ(Q)}
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Proposition 4.13. The following two statements hold:
(i) (u(), Ul,Z()) € So(t) & U = EZO(ex(uo)) and (uO,Zo) S So(t)
(ii) Uy unique solution of (4.18) < Uy = L, (ex(up)) < Eo(uo, Ut 20) = Eo(uo, 20)

Proof. 1. We start with proving the first equivalence of part (ii). For given (ug, z9) € Qo(Q)
let Uy € L2(;HL, ())? be the unique solution of the Euler-Lagrange equation

Dy, v(I(20,u0,U))[U] =0 VU € L*(Q,HL, (1)), (4.21)

where

Lo 0, U) = [ (Colz0) )@ (o, U) (e, ), &0, U) (@ )asadyd,

With L : R — HL (V)4 as in the proof of Proposition 4.12 we now show that the

sym

function Uy (z,y) := L.y (€z(uo)(x))(y) is also a solution of the Euler-Lagrange equation
(4.21). This then results in U; = U7 according to the uniqueness of the minimizer.

For fixed x € Q and 0 = zo(z) the function Uj(z,y) solves (4.19) by definition. Since this
is valid for almost every = € Q this result stays valid by multiplying (4.19) with a scalar
function f; € L2(Q), i € {1,...,d}, and integrating everything over Q afterwards:

| Dol Gol@), wolw). Ui (e, D) fi@)ilda =0 ¥ € HY ()"

Choosing ¥ = wv;e; for an arbitrary function v; € H} (), repeating this procedure for every
i €{1,...,d} and summing up everything afterwards, we finally end up with

Dy, v(Ii(20,u0, U)U] =0 VU = (five,-.., fava)”,

where f; € L2(Q) for every i € {1,...,d}. Since {(fiv1,..., fava)? | fi € L3(Q),v; €
HL, ()} is dense in L2(Q;HL ()))? we finally obtain that U; solves (4.21) for a given
function (ug, zp) € Qo(£2).

2. Following the trivial transformations below for given (uq, zo) € Qp(£2) we find

Ur =L, (ex(uw)) < Eo(t,uo, Ui, 20) = Eo(t, uo, 20)-

Indeed:

Eo(t,u0,20) = 5(Cett (20)e (u0), €2 (u0))r2(yaxa + [V z0ll} p ya — (€(t), uo) (4.22a)
= 3 [ 10(a).ea(u0) (@), Lagtoy(ealuo)(@)))da + V201, 0 = (€(0) 00)
=3 (Zoauoaﬁzo(em(uo))) + IV 20l e — (¢(2), o) (4.22b)
= EO(t,UO,Ul,ZO) (4.220)

In the case of “=" line (4.22c) is equal to line (4.22a) by assumption and U; = L, (e, (up))
follows by comparing line (4.22b) and (4.22c). On the other hand in the case of “<” in line
(4.22¢c) Uy = L,,(ex(up)) was exploited.

Note, that in the case of Uy = L;,(ez(up)) the function Uy is the unique minimizer of
(4.18) such that there is no function U; # U, satisfying Eo (¢, uo, Uy, 20) = Eo(t, uo, 20)
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3. It remains to prove part (i). “=*: As we already mentioned in the beginning of this
section (ug, U1, 20) € So(t) implies that Uy € L2(;HL (V))? is the minimizer of (4.18).
Hence, we have Uy = L, (ez(up)) according to part (ii) and

Eo(t, uo, U1, 20) < min Eo(t,a,U, %) + Do(20,2) VY (4,2) € Qo(Q)
U

by taking the minimum over all U € L2(€; HL ()))¢ on the right hand side of the stability
condition (S?). But with this we are able to exploit part (ii) on the left hand side as well
as on the right hand side such that we end up with

go(t, UuQ, Zo) < go(t, u, E) + Do(Zo, E) A (ﬁ, E) € QO(Q)

“«<": Due to part (ii) we have
Eo(t, ug, U1, Zo) (i) 50(t, uQ, Zo) < 50(t, u, E) + Do(ZQ, E) A (ﬁ, E) € Qo(Q)

Moreover, also according to part (i) E(t, @, 2) < Eo(t, @, U, %) for all U € L2(Q; HL (V)¢
since there is equality for the unique minimizer of (4.18). This finally gives us

EO(t, ug, U, ZO) < EO(ta u, (7’ g) + DO(ZOa g) v (’lj, g) € Q
and Proposition 4.13 is proven. U

Corollary 4.14. The following two statements are equivalent:

(i) (uo,Ut,20) : [0,T] = Q, uo € L>([0, T], H} | (2)7), Uy € L=([0, T], L* (2 Hy, (V))7)
and zy € L*°([0, T], WP(2; [cp, 1]))NBV ([0, T, L1 (2)),is a solution of (S°) and (E)
satisfying (u0(0), U1 (0), 20(0)) = (u3, U, 28) € So(0).

(

(i) (uo,20) € L([0, 7], Hp, (2)7) x [L>([0,T], WP (Q; [ep, 1])) N BV([0,T], L1 (2))] is
a s?lut(ion))of (SY) and (EO) satisfying (uo(0),20(0)) = (ud, 2§) € So(0) and U; =
EZO e,lup)).

Proof. This is an easy consequence of Proposition 4.13 O

5 Two-scale convergence

This section introduces everything needed in the following sections concerning the theory of
folding /unfolding and two-scale convergence and does not claim completeness. For further
details we recommend to [1, 5, 4|. Here, we refer to the notation introduced in Section
2, extend it if necessary and state the main results concerning the two-scale convergence
needed in the following.

As already introduced in Section 2 let A be a periodic latice and Y the so called associated
unit cell. But contrary to Section 2, A is allowed to be defined via an arbitrary basis
{b1,b,...,bg} of R, with no need of orthonormality. In particular, the unit cell Y is the
d-parallelotope whose axis are the basis vectors. Only

vol(Y) =1
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needs to be satisfied to make the following statements valid without any normalization
coefficients. Moreover, one could think of any Y :=Y — g for a fixed § € Y as the unit cell.

Before defining the two-scale convergence with the help of the so called periodic unfolding
operator we start by introducing the mappings [], and {-}, on R? so that

[y RE= A, {}y:RY'=Y, and z=[z], + {z}, forallzecR%

Let A € A and let x € R? be in the cell A+Y, then [z]y = A and {x}, is determinable as
{z}y =2 — [z]5. For ¢ > 0 and = € R? we have the following decomposition:

o= Nele) + Vile), with Nofo) =2 [2] and vi() = {£}

where M (x) denotes the macroscopic center of the cell Nz(z) 4+ €Y that contains = and
V.(z) is the microscopic part of x in Y. At last we want to distinguish the unit cell Y from
the periodicity cell Y := R%/,. Following Ref. [25], we introduce the mappings V. and S.
as follows:

D . RY — RIxY, | RIxY — RY
c r = (NM(x),V(x)), ) (ry) = Ne(z)+ ey,
where in the last sum y € ) is identified with y € Y c R%.

Two-scale convergence is linked to a suitable two-scale embedding of LP(€2) in the two-scale
space LP(R%xY). Such an embedding is called periodic unfolding operator. Here and in
the following

Q ¢ R? is assumed to be open and bounded and satisfies vol(9Q) = 0. (5.1)

The following definition of a periodic unfolding operator was given in Ref. [4].

Definition 5.1. (Ref. [4]) Let Q C R? be open, € > 0 and p € [1,00]. Then the natural
candidate of a periodic unfolding operator 7; is defined via:

T: : LP(Q) = LP(RYxY); v = v™ 0 S.,
where v°* € LP(R?) is the extension of the function v by 0 to all of R?.

With this definition the following product rule is valid: Let p, ¢, r € [1, 00] such that
% + % = %,Ul S LP(Q),UQ < Lq(Q) — 7;(1)11)2) = (7;?)1)(7;1)2) < L"(Rdxy).

Note that [QxY], := Sz 1(Q) = {(=,y)[S:(z,y) € Q} is the support of Tzv, and this is not
contained in QXY in general.

Following the lines in Ref. [19] we now will use this periodic unfolding operator to intro-
duce the kind of two-scale convergence, which is used here; the strong and weak two-scale
convergence, respectively. But before that, we define the folding operator F.. For details
see [19].

Definition 5.2. (Ref. [19]) Let Q C R? be open, € > 0 and p € [1,00). Then the folding
operator JF is defined via:

Fo 1 LP(RUXY) = LP(Q); Vo (Pa(Lgxy). V) 0 De)la.
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Definition 5.3. (Ref. [19]) Let p € (1,00) and let (v:)e>0 be a sequence in LP(2). Then

(a) wv. converges strongly two-scale to V' € LP(Q2xY) in LP(QxY),v. > V in LP(Qx D), if
Tev. — V< in LP(RIx ).

(b) w. converges weakly two-scale to V € LP(2x)) in LP(QxY),v. — V in LP(QxY), if
Teve — Ve in LP(RIx ).

Referring to definition (2.2) we have that for all € > 0 the support of the function Tcv.
is contained in [QxY]. C ﬁ:xY which results in the fact that the support of a possible
accumulation point U of the sequence (Tzv:)e>0 has to be in QxY, since vol(Q7\Q) — 0.
Due to vol(99) = 0 we also have LP(2x))) = LP(Qx)) and so every accumulation point
of (Tzve)e>0 can be uniquely identified with an element of LP(2x))). But notice that it is
important to determine the convergence in LP(R?x)) and not in LP(Q2x)). We refer to
Ref. [19], where it is shown in Example 2.3 that convergence in LP(€2x)) is not sufficient.

Notice, according to the definition of the two-scale convergence in LP(2x))) via the con-
vergence of the unfolded sequence in LP(R%x)) all convergence properties known for LP-
convergence are transmitted. For a summary of those properties we refer to Proposition
2.4 in [19]. For the convenience of the reader we state here only those properties used in
the following.

Proposition 5.4. (Ref. [19]) Let p € (1,00), p' = ;57 and € > 0. Then

(a) Ifvo2Vp in LP(QXY) and we>Wy in LY (QxY) then (Ve, we)12(0)— Vo, Wo)r2(axy)-

(b) If ve — vy in LP(Q) then v, > Evy in LP(QxY), where E : LP(Q) — LP(QxY) is
defined via Ev(z,y) = v(z).

(¢) If ve > Vo in LP(QxY) and if (me)eso is a bounded sequence of L®(Q) so that
Teme(z,y) — M(z,y) for almost every (z,y) € QxY. Then mov. > MyVy in
LP(QxY).

In Section 7 we are going to prove I'-convergence results with respect to the weak two-scale
topology for the functional based evolution models introduced in Subsection 4.2. There the
following integral identity for v € L(Q) will be central.

/v(m)dx:/ Tev(z,y)dydz (5.2)
Q [QxY]e

Moreover, this identity immediately gives us the norm-preservation of the periodic unfold-
ing operator 7. and it is proved by decomposing R? into cells e(A+Y) for A € A:

/ Tev(z, y)dydz = / Loy, (2, y) Tev(z, y)dydz
[QXY]e RixY
_ / Tela(z, y)Tev(z, y)dyde
RexY

B> /smy) /Y 15 (Ne(@)+ey)v™ (Ne () +ey)dyde

A€A

_ g x /Y 15 (e(A+y))v™ (e(A+y))dy

-y / 188 (2)0™ () dar
AeA e(A+Y)

= /Qv(x)dx.

33



Since our model introduced in Subsection 4.2 contains the deformation gradient we now will
consider bounded sequences of W!P(£)) and state the main two-scale convergence results
for these. In particular we will need the function space

WLr(y) = {v € Wlm(y)‘ /yv(y)dy = o} .

To describe the weak two-scale convergence of gradients we introduce the function space
LP(Q; WLP(Y)), which is the space of functions V € LP(Qx)Y) = LP(Q;LP(Y)), with
JyV(x,y)dy = 0 for almost every x € Q and V,V € LP(QxY)? in the sense of distri-
butions. We equip this space with the norm |[V{|Ls (:wiry)) = [IVyV [lLr@x e

With this we have the following compactness result used for the convergence of the dis-
placement component of the microscopic models in the following.

Proposition 5.5. Let (v:)eso be a bounded sequence in WYP(Q). Then there erists a
subsequence (Ver)ero of (Ve)eso and functions vy € WHP(Q) and Vi € LP(; WLP(Y)) so
that:

Ver — Vg in WhHP(Q),
v > By in LP(Qx)),
Voo 2 Vi Evg+V, Vi in LP(Qx V)4,

where E : LP(Q) — LP(Qx)) is defined via Ev(z,y) := v(z).
Proof. Theorem 3.1.4 in Ref. |21] yields the result. O

For the construction of the displacement component of the joint recovery sequence the
following density result is important.

Proposition 5.6. Let (wg, W1) € Wé’p(Q)XLP(Q;W;",p(y)) be given. Moreover, for every
e >0 let we € Wé’p(Q) be the solution of the following elliptic problem:

/Q (we — Fo(Bwo)™)w + (Vs — Fo(VaBugt VW)™, Vol)dz =0 Vo € WP (Q).

Then
We — Wo in Wé’p(Q),
we > Ewy in LP(Qx)),
Vw. 2V, Ewe+V,Wi in LP(QxY)?,
Proof. Proposition 2.11 in Ref. [12] yields the result. O

6 Two-scale limit identification

This section is about the identification of a two-scale limit function when considering a
special kind of sequences of characteristic functions, namely (x:)eso0 C XEA(Q). In this
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section Y = [—3,2)¢ (instead of Y = [0,1)9) is considered as the associated unit cell,

which already exposed to be beneficial in Subsection 4.2.

Recalling the definition of the identification operator Q. : X5\ (Q) — K.x (2 [cp, 1]) (see
Definition 4.8) the following theorem claims a special structure of the two-scale limit of
a sequence of admissible damage functions, when assuming a certain regularity of the
associated sequence of piecewise constant functions.

Theorem 6.1 (Two-scale limit identification). For every sequence (x:)e>0 of functions
satisfying x. € XQ(Q) and Q:X: — 2o almost everywhere in ) for some zy € L>°(Q) we
have

Xe = 29 in L®(Q)  and Toxe(z,y) — ]lU(ng(l,))(y) for almost every (z,y) € RYxY.

Proof. We start by proving y. — 2z in L (€2). Thereto, let (e )eso C XD, (Q) with Q-x- —
2o almost everywhere in 2. Moreover, let ¢9 > 0 be fixed and ¢ € K. A (€27,). Looking at

the product [, ¢™x.,dz due to supp(¢) C Qz, the function x. € X5, (Q) can be replaced
by any extension X. € X?A(Qj) satisfying )25]96_0 = nglﬂg_o. Here, we choose Y. := M X,
which is defined in (4.9). Choosing now ¢j, := ;—2 and exploiting the piecewise constancy of
¢ € Kooa(Qg,), namely, ¢(z) = o(N:(z)) for z € Q, we obtain

/QtpeX(HU)XEk (x)dx = Z /6k()\+Y) O(Nz, (@) M, Xe, (z)da

AeAZ, NO:,
= Y p(erNelP (Mo, xe,)™) (er)). (6.1)

XEAZ, MO,

Observing Qex: = (P:(M:x:)%)|q by definition (see Definition 4.8 and (4.10)), equation
(6.1) is equal to

S o QX (G = Y /Wm o(2) Qe Xer (2)d2, (6.2)

XeAZ, MOz, XEAZ, Nz,

where on the right hand side the constancy of ¢ and Q, x-, on ex(A+Y’) was exploited.
Combining (6.1) and (6.2) we have

0

| e @@ = [ 6 @)Qax @de = [ o (@)a0(o)do

for every ¢ € K. 4 (£2,) according to the assumed convergence z., — 2o almost everywhere
in Q. Since this kind of test-functions (K-, (€2z,)) are dense in L' (Q) and since the sequence

(Q=Xe)e0 is bounded in L°(Q) we conclude x. — zy in L(€).

Denoting by 7; : LP(QF) — LP(R?xY) the periodic unfolding operator analogously defined
to that one given in Definition 5.1 for

Xe = Mcx: € X?A(Q::L) (6.3)

defined in (4.9) we find Tox. — 7})25 — 0 almost everywhere in R4xY. This is due
to the fact that Tox. and 7:X. coincide on (R4xY)\((QF\Q7)xY). Hence, for every
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(z,y) ¢ OQXY there exists g9 > 0 such that Toxe(z,y) = Toxe(z,y) for all ¢ € (0,e0)
which proves the convergence almost everywhere according to assumption (2.3). Instead
of proving Tex:(x,y) — ]lU(Z(e)x(m))(y) for almost every (x,7) € R¥xY we will now prove
that T:x-(z, y) — Ly (zex(a)) (y) for almost every (z,y) € R?xY , which avoids any problems
with cells e(A4Y") intersecting the boundary 0f.

Thereto, we start by rearranging the two-scale function 7;)25 to find a simpler description
to work with. Let

%= Qa(Xe) € Kap (). (6.4)

Then in (6.5) we just apply the definitions of the operators. In the second line (6.6) we
already exploited for every z € R? firstly the special structure of the functions N and
ze* namely, that Mo (Nz(x)+ey) = Ne(z) and ZE5(Nz(z)+ey) = 28%(x) holds and secondly
(Q12)™(z) = Ly ()40 Gex () (@) (see (4.11)). In the last line (6.7) we first translate the

function by —A(z) and scale it by 1 afterwards.

TeXe(@,y) = To(Q7 %) (2, y) = (Q7 '2) ™ (Ne(x) +ey) (6.5)
= ]lNg(x)JreU(?gx(x))(Ne(x)Jrffy)
= L@@ () = Luge@) ¥): (6.7)

1. First of all for almost every € R% we want to show ]lU(Qex(x)) = Lyer ) almost
everywhere in Y.

The case 2 € RN\Q:
Since vol(982) = 0 for fixed z € R4\ there is g > 0 such that 25%(z) = 0 for all € € (0, &9).

This immediately results in 1 UG () Ly0) = Lu(ag<(x)) almost everywhere in Y.
The case z €

By assumption we have z.|q = @55(\5|Q = QX — 2o almost everywhere in €2 (see Definition
4.8 and (6.3), (6.4)). Hence, there is a set N C Q with vol(N) = 0 such that

V>0 Ve e Q\N Fe" >0 Vee(0,e): |z20(z)—z(x)] <6. (6.8)
Let now = € Q\N be fixed. Hence, (6.8) for all € € (0,£*) results in
k(min{zo(z)+0,1})D C k(z-(z))D C k(max{zo(x)—0,cp})D, (6.9)

since k : [cp, 1] — [0, 1] is strictly monotonously decreasing and D C D for 0 < 8 < 3/
(the damage set D is star-shaped with respect to 0 € R%).

We consider the following two cases:

First let y € k(z9(x))D, which in fact implies zo(x) < 1 since (1) = 0. By assumption, D
is an open and star-shaped set (with respect to the center of the unit cell) such that there
exists a positive constant v > 0 so that (14+7)y € k(zo(x))D (& y € ﬁ/ﬁ;(ZO(.%'))D).
Since k : [ep, 1] — [0,1] is continuous and strictly monotonously decreasing, there exists
0 > 0 such that ﬁn(zo(x))D = k(z0(x)+d)D which finally gives us y € k(2z-(z))D for
all £ € (0,e*) by exploiting inclusion (6.9). Note, that the equality () # ﬁl{(zo(x))D =
k(zo(2)40)D implies zp(z)+d < 1.
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Secondly let y & r(z9(z))D. Analogously to the first case we find that there exists ¢* > 0
such that y & x(Z-(z))D for all € € (0,&*).

By using condition (6.8) these two cases show 1z (,y)(¥) = Lyy(zg(a)) (¥) for fixed 2 € Q\N
and for all y € Y'\k(20(z))0D.

2. Up to now we showed iie(x,y) — ]lU(z(e)x(m))(y) for all points (z,y) belonging to
(RIXY)\(0QXxY UNxXY U M), where M := Uzea\n{z}x£(20(2))0D. That means

(ta @ pa)(M) =0

would finish the proof. But this is an easy consequence of

(1% na)(M) = [ pa(Ma)da = | pa(sCo(@)oD)da = 0, (6.10)

where M, = {y € Y : (z,y) € M} (Satz 1.5 in [7]). The only thing that needs to be
checked to apply (6.10) is the Lebesgue measurability of M.

3. In the following the measurability of M is shown by considering measurable parameter
dependent sets containing M. Considering the intersection of all these sets by letting the
parameter going to zero the measurability of M follows.

Let M = Uyeo\n{z}xK(20(2)Fy)D. Then M C o M;\M; by definition. The op-
posite inclusion is shown by the following contradiction argument.

Assume that there exists (z,y) € (,~0 M5 \M so that (z,y) ¢ M. That means (z,y) €
M,;F\M,Y* for all 4 > 0. Assume y = (y1,0,...,0)7 € R%, y; > 0, which is always possible
by rotating the system. Then (z,y) € Mj\M; is equivalent to

y € r(z0(x)=7)D\K(20(z)+7)D & w1 € [5(z0(x)+7)s, 5(20(x)—7)s),  (6.11)

where s = sup{a € R: (,0...,0)T € D}.

Due to the continuity of x : [¢p, 1] — [0, 1] we now find y; = k(zp(x))s which is equivalent
to y € dD. But this contradicts our assumption so that M = (1,5 M,j‘\MW_ results.
Now, the measurability of M follows by showing the measurability of the sets Myi, since
a countable intersection of measurable sets is measurable.

To show the measurability of M,;—L we start by choosing a sequence (zs)(5-0) of simple
functions (zs(x) = ZkNi1 1y (z)2) with 2) = const, A} measurable and Uff;Ak =Q)
with z5(x) 7 zo(x) for all x € Q\N. Let MF(8) := Uzea\n {2} xr(25(2)Fy)D. Then
M$(5) C M$ by definition and MWi C Usso M%(&) can be shown by a contradiction
argument in a similar way to that from above, hence M$ = Us>0 M,;*L(é)

Since

wz@) = U, (U bt 5 00) = U, (4dxatd 5)0).

5
TEA],

M,;*L (0) is the disjoint union of countable many measurable sets and ergo measurable. This
implies the measurability of MWi and the proof is finished. O
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7 Convergence results

Recalling
Q-(Q) = Hy,, (2)xXL ()
and
Q = (@) <L B, ()W (2 ep. 1)

this section contains the proof that subsequences of solutions (ug, x:) : [0,T] — Q(€2) of
the microscopic damage models (S¢) and (Ef) converge to a solution (ug, Ui, 29) : [0,7] —
Q of the effective two-scale damage model (S°) and (E°). As already mentioned in [15]
proving stability of the limit function (ug, Ui, 20) : [0,7] — Q is the crucial point. That
is why we start by recalling the definition of a stable sequence, but now in the context
of the model introduced in Subsection 4.2. Afterwards, we introduce the mutual recovery
sequence, which will turn out to solve our problem of proving stability of the limit.

Definition 7.1 (Stable sequence in the context of the model of Subsection 4.2). A sequence
(Ue, Xe)es0 C Qe () is called stable sequence with respect to the fixed time ¢ € [0, T if (i)
and (ii) hold:

(i) There exists a function (ug, Uy, z9) € Q such that:
Ue — Ug in Hf,, ()7, Xe =~z in L™(Q),
ue — Bug in L2(QxY)?, Q:(xe) — 20 in LP(92),
Vue 2 Vo Eug+V, U1 in LX(@xP)™4 R:(Q:(xo)) = Va  in LP(Q)Y,

(ii) (ue,xe) € Sc(t) for every € > 0.

Remark 7.2. Note, that here the uniform boundedness of the energy functional (¢, -, ) :
Q.(Q) — R with respect to the sequence (uc, Xc)e>0 (see Definition 4.2 (i)) is replaced
by a convergence statement. But as we already saw in the proof of Proposition 4.10, the
energy sublevels are weakly sequentially compact, which enables us to apply Proposition
5.5 for the displacements (uc)eso C H%Dir(Q)d and Theorem 2.1 for the damage functions
(QeXz)e>0 C Koa(92) . In this sense, condition (i) of Definition 4.2 and Definition 7.1 are
equivalent by choosing a subsequence.

Definition 7.3 (Mutual recovery condition and mutual recovery sequence). The function-
als & and D, fulfill the mutual recovery condition, if for every function (g, Ui, 2p) € Q
and for every stable sequence (uc, xc)es>0 C Q:(€2) the following holds:

There exists a sequence (g, Xe)er>0 C Qe (2) satisfying
Gier — T in Hf,, Q)7 Xe 2% i Le(Q),
. > Bl in L2(QxY)4, Qo (Xer) = % in LP(Q),
Viig 2 Vo Eig+V, U1 in LA(QxY)™, R:(Qu (X)) = Vi in LP(Q)%,
such that

lim sup (55(t, ﬁel, ie’) — 55(t, Ug’ Xs/)) < E(t, ﬁo, (71, 50) — E(t, Uup, Ul, Zo) (7.1)

e’—0
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and
lim DE(X€/, %5/) = D(ZQ, 50) (72)
e'—0

where (ugr, Yo/ )er>0 18 a subsequence of (ug, Xc)e>0. Such a sequence (U, Xe)er>0 C Qer ()
is called mutual recovery sequence.

Theorem 7.4 (Mutual recovery sequence). Let (ug, Xc)e>0 C Q:(R2) be a stable sequence
in sense of Definition 7.1 with limit (uo, Uy, 20) € Q. Then:

(a) For every (g, Un, Z0) € Q there exists a mutual recovery sequence.

(b) (uo, U1, z0) € So(t).

Proof. 1. Part (a): For a given function (ﬁo,ffl,,?o) € Q we start by constructing the
mutual recovery sequence (Ug, Xc)es>0 C Qe ().

First, the displacement-component u. € H%Dir(Q)d is constructed. Adopting the notation

of Proposition 5.6 let w, € H(l)(Q)d be the solution of the elliptic problem stated there with
wp = 0 € H{(Q)? and Wy = Uy € L2(Q;HL (V)4 Then according to Proposition 5.6 we
have w, — 0 in H(Q)?, w. > 0 in L2(QxY)? and Vw. > Vyﬁl in L2(QxY)?. Now,
the displacement-component of the mutual recovery sequence is defined via

Uge 1= Uy + We.
Using property (b) of Proposition 5.4 and the convergence results for (w)e~¢ we find

U — g in Hy ()7,
. > Eig in L2(QxY)?,
Vi % V. Eig+V,U; in L2(QxY)4.

2. For the construction of the damage-component Y. € X?A(Q) of the mutual recovery
sequence assume zy < 2, since otherwise D(zg, zy) = oo. The construction of Y. is based
on the construction of a sequence of piecewise constant functions (z)e>0 C Kca (€250, 1])
in sense of Theorem 3.1. Adopting the notation of Theorem 3.1 we introduce the fol-
lowing functions: vy := zp—cp € WIP(Q;10,1]), ve := Q:(xe)—cp € Kea(£21]0,1]) and
Do := Zo—cp € WHP(Q;[0,1]). By first subtracting c¢p and then adding cp after applying
Theorem 3.1 guarantees that we are able to construct Y. with the help of the Operator
N: : Koo (94 [ep, 1]) — XD\ (Q) as we will see below.

Letting Z. := U.+cp first of all ensures z.(z) € [cp, 1] for all z € Q such that we are able
to apply the operator N : K.A(Q; [ep, 1]) — XB, (€2) to it and define

_ Ne(Z) on Q_
Xe = Xe on Q\Q_

Then exploiting Proposition 4.9 we find

Q:(N:(22)) =z on

_ ¢ =V +cp,
QeXe = ve+cp on Q\Qe } :

er(ve = {
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where we used Remark 3.2 to justify the last equality (v = v, on Q\Q7). With this
equality and Theorem 3.1 we now have:

Q:Xe = Uetcp <vetcp = QeXes
Q:Xe = Vs+cp — Vo+cp =2 n Lp(Q),
R:(Q:(Xe)) = Re(Vetcp) = Rg0: — Vi =Vz inLP(Q),

v
2

and

lim_%lp (HR% (Qs(%e))”ip(g)d - ||R§ (Qf(X€))||€P(Q)d) < ||V50H]£p(g)d - ||V20H£p(g)d- (7.3)
15

3. Proving (7.2) is an easy consequence of Theorem 6.1. Due to Definition 7.1 and step 2
we have Q-(x:) — 20 in LP(Q) and Q-(Xe) — Zp in LP(€2). This implies convergence almost
everywhere of a subsequence in both cases ((xe)e>0 and (Xc)e>0) such that we are able to
apply Theorem 6.1 saying

Xer =29 inL®(Q) and Tixe(z,y) — 1y7(20(2)) (y)  for almost every (z,y) € RIxY,
Xe =% inL®(Q) and TixXe(z,y) — Ly @) (W) for almost every (z,y) € RIxY.

But this weak*-convergences immediately give us limg/_,o De(xer, Xe) = D(20, 20)-

4. In the end we have to prove the lim sup-inequality stated in (7.1). According to the
assumption and step 1 we have u. — ug in H%Dir(Q)d and u. — Up in H%Dir(Q)d which
giving us

?_)I% ((g(t)7u6> - <£(t)7 a€>) = <£(t)7u0> - <£(t)7 a0> (74)
Next we prove that
lim sup ((C(Xer)e ('), e(tier)) 12 ()ixa — (Cxer)e(uer), e(uer )12 (q)axa) (7.5)

e'—=0
< (Co(%0)8(Tio, Uh), &(tho, U))r2(0x yyaxe — (Col20)&(u0, Un), &(uo, Un)) 12 yyixa-
Combining this with the convergence results (7.3) and (7.4) implies the lim sup-inequality
(7.1). Adopting the notation of Proposition 5.4 let m. := C(Xe), Mo := Co(%0) and v, :=
e(u.), Vo := €(up, U;1). Then Proposition 5. 4( ) together with the convergence results for

()25)5>0 and (ﬁ5)5>0 give Wer 1= C(%el) ( ) —) (CQ(ZQ) (UQ, Ul) = WO n LQ(QXJ/). With
this, Proposition 5.4(a) gives

limO(C()ZEI)e(ﬂ,g/),e(ﬂ5/)>L2(Q)dxd = <(C()(ZQ) ('LL(], Ul) (UQ, U1)>L2(Q><y)d><d-

el—

To prove (7.5), it is sufficient to show:

lim inf(C(xer)e(uer), e(uer )2 (q)ixa = (Colz0)€(uo, Ur), €(uo, Ur))r2axyyaxa  (7.6)

e’'—0

Thereto, we start with the following integral identity valid according to identity (5.2) and
the product rule for the unfolding operator 7;:

(Clxe)e(ue), e(ue))rz@)ixa = (C(Texe) Tee(ue), Tee(ue) )12 (jaxy).)ixd (7.7)

40



Due to Texer — ly(s,) almost everywhere in RIxY, supp(Tex.) C [QxY]. and 0 <
Texe < 1 we have Toxe — Ly, in LP(R¥xY) for all p € [1,00). Moreover, according
to the definition of two-scale convergence it holds Tze(u.) — €(ug,Up) in L2(R4xY)4xd
which enables us to apply Theorem 3.23 of |6] for f(z,X,e) := (C(X)e, e)qxq yielding
(L2 = L2(Rdxy)d><d)

lim inf(C(Toxer) Tee(uer), Tee(uer )12 = (Colzg7)e(ug™, U™), €(ug®, Ur™))rz-

e'—0
Taking into account that supp(Ly(.ex)) C 2xY this inequality together with (7.7) gives
(7.6) and the proof of point (a) is done.

5. Point (b) is a consequence of (a). Due to the stability of (ue, xz)e>0 C Q:(€2) the left
hand side of the limsup-inequality is greater or equal to 0, such that this also holds for the
right hand side. But the right hand side of the limsup-inequality is nothing else than the
stability condition for (ug, Ui, 29) € Q. O

Remark 7.5. Note, that here only in the step 4 the stability of (ue, Xc)es0 C Q:(€2) is used,
i.e. the steps 1, 2 and 3 are valid for all sequences (ue, x)e>0 C Qc(£2) satisfying only point
(i) of Definition 7.1.

The following theorem states that E : [0, 7]xQ — R is the I'-limit of & : [0, T]x Q- (2) —
R with respect to our special topology.

Theorem 7.6 (I'-convergence of £.). Let (ue, x:)e>0 be a sequence in Q.(Q) such that
Ue — Up in H%Dir(Q)d, Xe = 2 in L°(Q),
ue = Eug in L2(Qx V)4, Q:(x:) = 20 in LP(Q),
Vue 2V, Bug+VyUy in LP(Qx)™? Rz (Qc(xe)) = Vzo in LP(Q),
Then for every t € [0,T] it holds liminf._,o E (¢, ue, xc) > E(t, uo, Uy, 20).
Moreover, for every (uy, Us, Z0) € Q there exists a sequence (g, Xe)e>0 C Q:(2) such that
U — o in Hp ()7, Ne =7 inL®(Q),
e > Bl in L2(Qx )%, Q:(Xe) = %0 in LP(Q),
Viie 5 Vo Eiig+V, U1 in LX(QxY)™4, R:(Q:(X:)) = VZ in LP(Q)

and lim sup,_,q & (t, e, Xo) < E(t, %, U1, Z0).
Proof. lim inf-inequality: According to the assumption we already have lim._,o(4(t), us) =

(€(t), uo) and liminfe o || Re (Qc (X))l (@)t = IV 20w ()e-

Moreover, Theorem 6.1 together with 0 < Tox. < 1 and supp(7oxe) C [Q2xY], yields
Texe = Ly(zes) In LP(RIxY) for every p € [1,00). Now, with f(z,X,e) := (C(X)e, e)axd,
we are in the position to apply Theorem 3.23 of [6] yielding (L2 := L2(R%x))?*4)

lim inf(C(Texe ) Tee(ue), Tee(ue )1z 2> (Co(25)e(ug™, UT), e(ug™, Ur™))rz-

Altogether we proved lim inf. o & (¢, ue, xe) > E(t, ug, U1, 29) for every t € [0,T], by taking
the integral identity (5.2) and supp(Ly(.ex)) C 2xY into account.
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lim sup-inequality: For a given function (g, (71, Zp) € Q choosing the displacement compo-

nent e € H%Dir(Q)d as in step 1 of the proof of Theorem 7.4 yields the stated convergence
results.

Moreover, keeping Remark 7.5 in mind we are able to construct Y. € X&(Q) as in step
2 of the proof of Theorem 7.4, where (x:)es0 C X2 (€2) is chosen such that x. = 1 and
29 € WHP(Q) such that zp = 1. Then according to step 2 of the proof of Theorem 7.4 we
have Q:Xe — Zo in LP(?), R<(Q:(Xe)) = VZo in LP(2)? and

tim sup || Rg (Q(X) I qya < V20012 g0 (7.8)
e—0

(see (7.3)). Finally, according to Theorem 6.1 we have Tox. — 1 UG almost everywhere
in R¥xY at least for a subsequence (not relabeled).

By adopting the notation of Proposition 5.4, the combination of the results for the dis-
placements and the damage functions gives w. := C(X.)e(u:) — Co(Z0)e(uo, Ur) =: Wy in
L2(Qx)) by applying Proposition 5.4(c) for m. := C(Xc), Mo := Co(20) and v. := e(),
Vo := €(tp, Uy). Finally, this gives

tim (C(%2)e(7). (i) (yova = (Co(Z0)80, 01). 80, D)) agyyics: (79)
by exploiting Proposition 5.4(a). Combining (7.8), (7.9) and lim._,o(¢(t), u:) = (£(t), uo)
finishes the proof. O

Now we are in the position to state the final result of this section, saying that the solutions
of the microscopic model (S¢) and (E¢) introduced in Subsection 4.2 converges to a solution
of the effective two-scale model (SY) and (E) introduced in Subsection 4.3.

Theorem 7.7 (Convergence result). Let ¢ € Cl([O,T];(H%Dir(Q)d)*). Furthermore, let
(ue, xe) : [0,T] = Q.(Q) be a solution of (S°) and (EF) with (us(0), x-(0)) = (u2,x?) and
assume that there exists a triple (ug,U{),zS) € Q such that the initial values satisfy the
following:

ud = in 1, ()7, WS i I(9),
ul > Bul in L2(Qx V), Q-(x%) — 2y inLP(Q),
Vul 5 Vo Bug+V, U7 in LX(QxV)™?, R (Qe(x2)) = Vg in LP(Q)%.

Then there ezists (ug,U1,20) : [0,T] — Q and a subsequence of (¢)e=o (not relabeled)
satisfying for all t € [0,T]

ue(t) — up(t) in Hlleir(Q)d, xe(t) = 2(t)  in L®(Q),
ue(t) > Bug(t) in L2(Qx V), Q:(x:(t)) = 2z0(t) in LP(2),
Vs (t) 2 Vo Bug(t)+V, Ui () in LA(Qx V)™, Re(Qa(x=(1))) = Vzo(t) in LP(Q)°

and solving (S°) and (E®) with (uo(0),U1(0),20(0)) = (ud,U?, 28). Moreover, for all t €
[0,T7] it holds

}:IL% gé(tv uE(t)a Xe (t)) = E(tv UQ(t), Ui (t)v 20 (t))7
;i_r% Dissp, (xe; [0,t]) = Dissp(zo; [0, ]).

42



Proof. 1. Let (ug, xe) : [0,T] — Q:(9) be a solution of (S¢) and (Ef) with (u.(0), x-(0)) =
(u?, x2). We start by proving a-priori estimates. According to (4.14) we obtain inequality
(7.10) below which is further estimated by exploiting the non-negativity of Dissp, (x¢; [0, ])
in the energy balance (E?).

éHuE(t)H%{% @i = &;(t,ug(t),xg(t))—i—CgHuE(t)HH%D' (@)

Dir ir
(E9) t .
< £0.200) — [ (s). ue()ds + Colluc(O)lhyy e (7:10)

According to the assumption on (ul,xY).so there exists a constant C' > 0 such that
E-(0,u2,x9) < C for all ¢ > 0. Taking the supremum sup,c(o ) on both sides we end
up with R N
sup Cllus(t)lfy (@ < CHTC;+Co) sup [ucOllgy e (711
te[0,T) I'Dir te[0,7T) I'pir
where C; := sup;c(o 1] Hé(t)”(H}D (@)dy-- This immediately gives us that the right hand

side of the energy balance (Ef) is uniformly bounded which results in a uniform bound
of the total dissipation Dissp_(xc;[0,¢]) on the left hand side. But in this case the total
dissipation simplifies to

Dissp, (xe: [0, 1]) = /Q (0,2) — xe(t, 2)da, (7.12)

which is bounded by the value vol(2) since 0 < y. < 1 and since x. : [0,T] — XD, (Q) is
monotonously decreasing.

Estimating ”Rg(QE(Xe(t)))Hip(Q;)d in the same way as in (7.10) we have

R el Xe e = =G,

where C' > 0 only depends on 7' > 0 and ¢ € Cl([O,T];(H%DiT(Q)d)*) and satisfies
SUPse0,7] HUE(t)HHILD @ < C according to (7.11). Moreover, HQE(Xe(t))Hip(Q) < vol(©2)

for every € > 0 and all ¢ € [0, 7] since 0 < Q-(x=(t)) <1 by definition. Taking all together
this results in the following uniform bound of the solution (u., x.): There exists a constant
0 < C < oo such that for all € > 0 it holds:

2o (Ol o+ 19 0O o) + IR QM) < O (113

2. Now we prove convergence of the damage functions of the same subsequence for every
t € [0,T]. For this, we define d. : [0,7] — R via

= / Xe(t, z)dz. (7.14)
Q

Then 0. is monotonously decreasing with respect to ¢ and uniformly bounded by vol(£2),
since for all € > 0 we have 0 < y. < 1 everywhere on [0,7]xQ. This allows us to apply
the Helly selection principle, saying that there exists a monotonously decreasing function
dp € BV([0, T];R) and a subsequence (£')./~q of (€)->0 such that for all ¢ € [0, T]

55/(t) — 50(t). (7.15)
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Let Jy C [0,T] be the jump set of dy, which is at most countable since dy € BV([0,T]; R)
is monotone. Then let K C [0,T]\Jy be a dense and countable subset and choose (¢, )nen
such that (¢,)neny = K U Jy. According to (7.13) we are able to apply Theorem 2.1 and
Theorem 6.1 afterwards such that there exists a sequence of functions (zét”))neN C WhP(Q)
for which we are able to choose a subsequence (£”).rsg of (¢/)o=o via a diagonalization
argument satisfying for all n € N and for £/ — 0:

Xer () = 28 in L), (7.16a)
Qe (xer (tn)) — z((]t") almost everywhere in 2, (7.16b)
R (Qer(xer(tn))) — V2™ in LP(Q)%. (7.16¢)

E_
2

e”"—0

Note, that according to (7.16a) for all n € N we have [ x»(tn,z)dz — [ z((]t")(x)dm

which results in do(t,) = [, zét")(x)dx by keeping (7.15) in mind. Hence, for s,t € K we
find

16724 luxcoy = sien(s—1) [ 7 (@)= (@)de = sign(s—t) Gu(s)=0(1)

converging to 0 for s — t. This means that the function (5 : K — WUHP(Q) defined
by Co(tn) = z((]t") for all t, € K is continuous with respect to || - [[1,1(q). With this let
20 : [0, T] — L1(2) be defined via

(a) zo(tn) = z(()t") foralln e N

(b) zoljo,m\J, is the continuous extension of {y with respect to || - [[11(q)

Now we prove xe(t) — zo(t) in L=(Q) for all t € [0, T]. Firstly, since 0 < Qur(xer(tn)) < 1
and (7.16b) we have 0 < (y(t,,) < 1 almost everywhere on €. Exploiting the continuity of
20,7\, for all £ € [0, T this results in 0 < zo(t) < 1 almost everywhere on Q (contradic-
tion argument) which implies

l20(t)[ILoe () < 1 for all ¢ € [0, 7. (7.17)

Moreover, for t € [0, T)\(tn)nen and ¢ € C°(Q) by choosing t,,, € K such that t < ¢, we
have

lim [{p, X (t) — 20(1))]
e"—=0

< tim (flpllLe @) IXer(8) = Xer(tm)llir o) + (5 Xer (Em) — 20(tm))

e"—0

+ [lllLee (@) ll20(tm) — 20() L1 (@)
tn ([l ey (6 8) = b t))) + e 20(tm) = 20(0) s )

e"—=0

= [lollLee (@) (do(t) — do(tm)) + [l¢llLee @yll20(tm) — 20(t) lL1 () (7.18)

where we already exploited (7.14), (7.16a) and (7.15). Since Jp and zp are continuous
on [0, T]\Jo we can choose t,, € K with ¢t < t,, such that (7.18) gets arbitrarily small.
Combining (7.17) and (7.18) we finally have for all ¢ € [0,T]

Xaﬂ(t) A Zo(t) in LOO(Q)
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On the other hand, according to (7.13) we are able to apply Theorem 2.1 and Theorem 6.1
afterwards again, such that for arbitrary but fixed t € [0, T]\(tn)nen there exist a function
¢® € WP(Q) and a subsequence (£"”).mq of (€”)orsq satisfying

Xerr (8) 2 €0 in L2(Q), (7.19a)

Qo (xem () — €W almost everywhere in €2, (7.19b)

R (Qem(xem(t))) — VED in LP(Q). (7.19¢)
2

Since t € [0, T]\(tn)nen was chosen arbitrarily and we already proved x.r(t) — zp(t) in
L>(Q) for all ¢ € [0,T], this first of all gives zo(t) € WHP(Q) for all ¢ € [0,T]. Secondly,
with €0 = 20(t) the convergence result (7.19) is valid for all converging subsequences of
(€")er=0 such that we conclude that (7.19) holds for the whole sequence (£”).r~0.

Recapitulating all results proven in this step we now have that there exists a monotone
function zy € BV([0,T]; L1(Q)) N L>([0,T]; WhP(€;]0,1])) and a subsequence of (¢)c~o
(not relabeled) such that the following is valid for all ¢ € [0,7] and for € — 0:

xe(t) = zo(t) in L*°(Q), (7.20a)
Te(xe(®)(z,y) = Ly (e tx))( ) for almost every (z,y) € RIxY, (7.20b)
Q:(x:(t)) = 20(t ) almost everywhere in €, (7.20¢)
Re(Q:(x=(t))) — V2o(t) in LP(Q)“, (7.20d)

where we added the second convergence result (7.20b) of Theorem 6.1.

3. Now we prove convergence of the displacements of the same subsequence constructed
in step 2 for every t € [0,T]. Therefore, let the functions ug : [0,7] — Hp_ (2)? and

Up: [0,T] — L2(Q; HL ())? be uniquely defined by

ug(t) € ar min  &y(t,u, z(t)), 7.21
o(t) B el e o(t,u, 20(t)) (7.21)

Ui(t) := L@ (ex(uo(?))) (see Proposition 4.13)
where zg : [0,7] — WP(Q) is the function defined in step 2.

On the other hand for fixed t € [0,7] we have (us(t),x:(t)) € S:(t) by assumption.
According to (7.13) and Proposition 5.5 there exist (u(()), Ul(t)) € H%Dir(Q)deQ(Q; HL ()¢
and a subsequence (£')./5¢ of the sequence (€)e~¢ constructed in (7.20) such that

uer () — ul! in H:__(Q)°, (7.22a)
ua(t) = Bul in L2(Qx )%, (7.22b)
Vg (t) A Vo Bul)+v, 00 in L2(Qx )4, (7.22¢)

With this, all assumptions of Theorem 7.4 are fulfilled and (ug), Ul(t), 0(t)) € Sp(t) due to
point (b). Following Proposition 4.13(i) this is equivalent to

U = L0 (ec(ul’) and  (ul, z0(t)) € So(t). (7.23)
By choosing Z = zy(t) in the stability condition (S°) we find

(t) 4
Uu, € ar 1m1in & t, U, 2 t)). 7.24
0 gu 11“ ir( ) 0( O( )) ( )
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Comparing (7.21) and (7.24) we obtain u(()t) = ugp(t) and Ul(t) = U (t) according to (7.23).
Since this is valid for all converging subsequences in (7.22) we conclude

ue () — up(t) in H%Dir(Q)d, (7.25a)
us(t) > Eug(t) in L2(QxY)?, (7.25b)
Ve (t) 2 Vo Buo(t)+V,Ui(t) in L3(QxY)?4, (7.25¢)

where (€).>0 is the sequence constructed in (7.20).

Note, that in this step we already proved (ug(t), Ui (t), z0(t)) € So(t) for all ¢ € [0, T]. More-
over, due to (7.13) we have ug € L*°([0,T'; HILD“(Q)d) and Uy € L°([0, T); L2 (9 HE, (V)9).

4. For proving that (ug,Uy,20) : [0,7] — Q satisfies the energy balance (E°) we pass in
(E?) to the limit ¢ — 0. We start with the right hand side. Due to the uniform bound
(7.13) we have [(¢(s),u(s))| < C;C for every € > 0 and all s € [0, ] such that we obtain

t t

lim [ ((s),uc(s))ds = [ lLm(l(s),uc(s))ds = /Ot (0(s), ug(s))ds (7.26)

e—0Jo 0 €0

by applying Lebesgue’s Theorem of dominated convergence and making use of u.(s) —
up(s) in H%Dir(Q)d for all s € [0,¢].

Adopting the notation of Proposition 5.4 let m. := C(xY?), My := Co(z)) and v. := e(u?),
Vo := e(ud,UY). Then Proposition 5.4(c) together with the assumptions for the initial
values (x%)es0 and (u).so give w. := C(x2)e(ul) > Co(2d)e(ud, UY) =: Wy in L2(Q2xY).
With this, Proposition 5.4(a) gives

lim (C(x2)e(ud), e(ud))12qaxa = (Co(20)e(ug, UT), €(ug, U)) 12 @xyyaxd,

e—0
which finally results in lim._,o E-(¢,ul, x2) = E(¢,ud, U, 29).

5. Left hand side of (E?): According to the convergence results of step 2 and 3 all assump-
tions of Theorem 7.6 are fulfilled, such that for all ¢ € [0,7] we have

liren_jélf E(t,us(t), xe(t)) = E(t,ug(t), Ur(t), z0(t)). (7.27)

Exploiting the structure (7.12) of Dissp_ (xe; [0,t]) and the convergence result of step 2 we
have

Dissp. (xe; [0, t]) /Xe —xe(t)dz =5 / 20(0)—zo(t)dz = Dissp(20; [0,t]), (7.28)

where we exploited the monotonicity of zo : [0, 7] — WLP(Q) for the last equality.

Adding (7.27) and (7.28) and combing this with the convergence results of step 4 for all
t € [0,T] we end up with

E(t,uo(t), U1(t), 20(t)) + Dissp (20; [0, 2]) < E(t,uo(0), U1(0),20(0)) — /Ot@(S),UO(S»dS
(7.29)

by letting € tend to 0 in (Ef). Due to the stability (ug(t),Ui(t), 20(t)) € So(t) proved in
step 3 we immediately obtain the opposite inequality to (7.29) according to Proposition
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2.4 of [15], such that finally (ug, U, 20) : [0,7] — Q satisfies for all ¢ € [0,7] the energy
balance

E(t, uO(t)a Uy (t), ZO(t)) + DiSSD(ZO; [Oa t]) = E(ta uO(O)a U1 (0)5 20 (0)) - /Otw(s)’ u0(5)>d5'

This implies that (7.27) has to be an equality. Moreover, by subtracting Dissp, (xe; [0, ¢])
from (Ef) we see that the limit of the right hand side of (Ef) exists according to (7.28)
and step 4. That means, that the limit of the left hand side also exists such that we finally
have for all t € [0, T

tim & (1, e (£), e (1)) = B(t, uo(t), Ui (£), 20(1)). (7.30)

6. So far we proved that (ug(t),Ui(t), 20(t)) € Q is a solution of (S°) and (E°) and it
remains to prove the strong convergence properties. To prove Re(Q:(x:(t))) = Vzo(t) in
Lp(Q)d let ac(t) := (C(Xe(t))e(ue(t))ae(us(t)»L?(Q)dXd and b.(t) := HR% (Qe(xe t)))HLp(Q
and start by recalling

lim inf ae(t) > <(C0(Zo(t))6(Uo(t), U1 (t)),é(UQ(t), U1 (t))>L2(Q><y)d><d = a(t) (7.31)

e—0

analogously to (7.6) and
liminf b (1) > [ V20(8) |2, 0 = b(E). (7.32)

since Re (Q=(x:(1))) = Vzo(?) in LP(2)? was proved in step 2. This together with (7.30)
yields

I o . (7.30)
a(t)+b(t) < liminf ac(t) + lim inf b.() < lim (ac (1) +5-(1) "= a(t)+0(0),
stating that (7.31) and (7.32) actually are equalities. But with this, via a contradiction
argument we even have lim._,¢ a.(t) = a(t) and lim._, b.(t) = b(t). Since weak convergence
combined with norm convergence gives strong convergence (see [2] Exercise 6.6), we finally
proved that in (7.19¢c) we have actually have strong convergence, namely, Rs (Q<(x=(t))) —

Vzo(t) in LP(Q)4,

7. To shorten notation let (ul,x%,ub,Ut,28) := (ue(t), x<(t),uo(t), Ui (t), z0(t)). To prove
Vaul — Vuf in L2(Q)?? and Vu!l % V,Bub+V, Ut in L2(Qx )%, choose uL := uf+vl,
where vt € H}(Q)? is the solution of the elliptic problem stated in Proposition 5.6 with
vl =0 ¢ H}(Q)? and V{ = U} € L2(Q; HL, (). Observe that

aL — ufy in Hy (Q), (7.33a)
at > Eul in L2(QxY)4, (7.33b)
Vil 5 VEub+V, Ul in L2(Qx )4, (7.33¢)

due to Proposition 5.6. Then analogously to step 3 of the proof of Theorem 7.4 we have

lim (C(x¢)e(@t), e(tz))r2(qyaxa = (Colzg)e(up, Ut), &(ug, U))r2(axyyixd-

e—0
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Note, that here (170,(71,50) is replaced by (ufy, U}, 2}). Moreover, according to (7.33a)
we have lim._,o(¢(t),ul) = (€(t),u}) and lim._ ”R%(QE(XZ))”LP(Q)d = IVzfllLp()a was
proved in step 6. All this together results in

lim E(t,ut, xt) = E(t,ul, Ul 24). (7.34)
According to assumption (4.7) we obtain (L2 := L2(Q)4*9)

olle(ul—ut)|f
< (C(xt)e(uz—iiz), e(u; —u))ra
= (Cx)e(ur), e(ug))rz — (Clxt)e (UZ),e(u )z +2(C(xt)e(uz), e(dz—ug))ra
= 26 (t,ug, xe) — 28:(8, U, x2) + 2((1), ug—ug) + 2(C(x)e(uz), e(U—ug))rz. (7.35)

According to condition (7.20b) and (7.33c) and Proposition 5.4(c) the term C(x%)e(ul)
converges strongly in L%(QxY)?*? in the two-scale sense. Hence, due to Proposition 5.4(a)

the last term of (7.35) converges to zero, since e(uf—ul) = 0 in L?(Q2x))?*? according

to step 3 and again (7.33c). Trivially the second last term of (7.35) converges to zero, too.
Recalling (7.30) and (7.34) also the first two terms of (7.35) sum up to zero in the limit
such that we end up with

e—0

IV (=) 2 s < Crxonnlle(ul—it)|Pagyana 230, (7.36)

where we already exploited the Korn inequality. Now we conclude the proof by the following
two estimates, where we start by adding zero to apply the triangle inequality afterwards.
HVut _VUBHLQ(Q dxd
< HV(U —u )HLQ(Q dxd + HV VUEHLQ(Q)dxd, (737)
”7;(V’LL )— (V EUO+V Ul) XHL2 (Rd x Y)dxd
< | Te(V (ut—at)) || 2 (RxY)dxd + | 7=(Vat) — (VxEu6+VyUf)ex||L2(Rdxy)dxd. (7.38)
The first terms of (7.37) and (7.38) converge to zero according to (7.36), where we already
exploited the norm preservation of the unfolding operator 7z : L2(Q)4*¢ — L2(R%x Y)?x4,

Furthermore, according to (7.33a) and (7.33c) the last terms of (7.37) and (7.38) converges
to zero, which concludes the proof. O
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