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Abstract: We characterise the singularities of elliptic div-grad operators at points or edges where several materials meet on a Dirichlet or Neumann part of the boundary of a two- or three-dimensional domain. Special emphasis is put on anisotropic coefficient matrices. The singularities can be computed as roots of a characteristic transcendental equation. We establish uniform bounds for the singular values for several classes of three- and fourmaterial edges. These bounds can be used to prove optimal regularity results for elliptic div-grad operators on three-dimensional, heterogeneous, polyhedral domains with mixed boundary conditions. We demonstrate this for the benchmark L-shape problem.
"However, one can find these eigenvalues very seldom, [...] even in the case of the Laplace operator." [37, p. 36]

## 1 Introduction

Regularity for elliptic div-grad operators $-\nabla \cdot \mu \nabla$ on three-dimensional, heterogeneous, polyhedral domains is intimately connected with edge and vertex singularities, see [34], [35], [45], [46], [23], [42], [14], [47], [16], [15]. The focus of this paper is on characterising these singularities as the roots of a transcendental equation which is explicitly given in terms of the data. This allows for a scheme to compute the singularities, but also for estimates of these singularities. Despite the importance of appraising singularities, up to now there are no results for the case of several anisotropic materials - apart of [30], [18], and [24] for two materials. Ultimately, we aim at the integrability of the gradient of the solution of elliptic equations in div-grad form to an index larger than three. This property is very useful in the treatment of nonlinear equations and systems, see for instance [27], [48], [21], [20]. Due to a pioneering idea of V. Maz'ya it suffices to delimitate the edge singularities in order to get optimal elliptic regularity, see [48], [18].

Since information about the singularity of solutions of elliptic equations is crucial for the solution of these equations and in particular for the efficiency of numerical solvers, there exist several numerical approaches to determine the singularities of specific anisotropic problems, see [42], [13], [58] and references cited there. For a more general numerical approach to heterogeneous elliptic problems see for instance [9], [1], [60], [29].

Div-grad operators $-\nabla \cdot \mu \nabla$ are of significance in science and engineering. They abound in thermodynamics [55], [33], in electrodynamics [57], [40], in acoustics [59], [41], neutron transport theory [2] and references cited there, and mathematical biology [11], [5]. Moreover, such operators occur in semiconductor and laser modeling [56], for instance in the description of submicron devices by means of an effective mass Schrödinger operator in Ben Daniel Duke form [4], [62], [17], [44], [61]. The coefficient function $\mu$ represents material properties as the context requires. It may be the dielectric permittivity in a Poisson equation, or diffusivity in a transport equation (see for instance [56, $\S 2.2$ ] for carrier continuity equations), or the effective electron mass in a Schrödinger equation (see for instance [36]). Let us emphasise that it is in the nature of the coefficient function $\mu$ to be a tensor, though it simplifies in some applications to scalars. For a reasoning in electrodynamics see [54, Ch. IX], [40, Ch. XI], [39, §122], and for one in thermodynamics see [55, Ch. I.5] or [33, Ch. 2.1] and references cited there.

In the majority of cases $\mu$ is discontinuous, if different materials meet at
surfaces or edges. Increasingly, one becomes aware that it is often not admissible to smooth out these discontinuities and to pass to smooth (or even constant) coefficient functions. For acoustics of heterogeneous media it was already pointed out by Tappert [59, p. 263] that the - formal - transformation of the reduced wave equation (in case of a time harmonic dependence) to the classical Helmholtz equation is of limited value, if the density changes abruptly. Analogous observations were made in mathematical biology [11], [5] and references cited there. In many advanced semiconductor devices heterostructures essentially determine the functionality see for instance [31], [7], [3]. Moreover, in semiconductor physics the effective mass theorem necessitates parameter discontinuities at the interface [17, Ch. I.III.3]. In all these contexts elliptic equations (for instance Poisson's equation) play a role, often as part of a compound model.

Information about the singularity of solutions of elliptic div-grad equations is encoded in a transcendental equation, see [14, Ch. 17] and [48, §3.4]. For edges, adjacent to two materials, this transcendental equation governing the singular values is known explicitly even in the case of anisotropic materials, see [18] and the Appendix of [24]. On the other hand there is next to nothing for multi-material edges notwithstanding their relevance in technology. The direct vision prism, for instance, features a three-material edge [26], [6, Ch. 3.2], see also Figure 1. At a three-material edge, even for scalar coefficients, the singular values in general have an arbitrarily small real part, see [49] and references cited there.


Figure 1: Direct vision prism composed of crown and flint glass (double Amici prism). At the three-material edge $\overline{P Q}$ optical crown, flint, and again crown meet.

In contrast to stress calculations for anisotropic materials on three-dimensional domains (see [64], [51]) the somewhat related problem of elliptic edge singularities allows for an explicit, analytical treatment. We undertake this for up to four materials meeting at an edge, but it could be done similarly for an arbitrary number of materials.

In Section 2.1 the investigation of the edge singularities is reduced via
partial Fourier transform along the edge to the dissection of the vertex singularities for an associated two dimensional elliptic problem. The computation of the vertex singularities follows the approach of Costabel, Dauge, and Lafranche in [13], see also [12]. There elementary solutions of the associated generalised Sturm-Liouville problem are used to calculate the elliptic singularities. While Costabel et al. [13] describe a semi-analytic computation, here we explicitly get an analytic function, the roots of which are the singular values, see Theorem 2.19. This allows to obtain explicit bounds for the singularities in certain classes of material-geometric constellations. In general the singular values are complex numbers. Here we prove for certain classes that they are in fact real numbers. This rests on the way we derive the transcendental equation. Indeed, we encode each anisotropy (including the corresponding sectorial angle) in a scalar $\kappa$ which enters the analytic function as a parameter. This parameter $\kappa$ has the quality of an angle, and it represents exactly the deviation from the isotropic case. Thus, it is possible to emulate some results from the scalar coefficients case [52] in the case of anisotropic coefficients.

Section 2 is devoted to the precise formulation and the proofs of our main results concerning the analytic function whose zeros are the singular values. Furthermore, an estimate for the size of the sector containing the singular values is given in terms of the coefficient matrices. Then in Section 3 we give bounds for the singular values in some special cases, in particular for three materials meeting at an edge. In Section 4 we outline how to compute the zeros of the analytic function characterising the singular values, but do not expatiate on the numerical methods to do so since there is a vast specialised literature, see e.g. [38], [22], and references cited there.

Finally, in Section 5 we apply our result to the three-dimensional L-shape of different materials, see Figure 7 and Theorem 5.6, which was regarded in [15, Fig. 2] and [50, Fig. 1]. This kind of structure really plays a role in technology. Just have a look at a ridge waveguide multiple quantum well laser Figure 2.

Our result generalises that by Nicaise and Sändig [50] to anisotropic coefficient functions. Moreover, we provide an optimal regularity result within the scale of $W^{1, q}$ spaces. This scale has the advantage - in contrast to the mostly considered scale of $H^{s, 2}$ spaces - that the space of optimal regularity embeds into a Hölder space. Thus, it allows for a unified treatment of quasi-linear parabolic equations, see [48], [27], and [25].

Summing up: With this investigation we would like to provide a tool to appraise the singularities at a multi-material edge, including anisotropies. Indeed it is well known in engineering that multi-material edges may cause difficulties. Therefore one tries to avoid them, but, this is not always possible,


Figure 2: Schema of a ridge waveguide quantum well laser (detail $3.2 \mu \mathrm{~m} \times 1.5 \mu \mathrm{~m} \times 4 \mu \mathrm{~m}$ ). A material interface (dark shaded) and a boundary part (light shaded) carrying Neumann boundary conditions meet at an edge of the device domain. At the bottom and the top of the structure are contacts giving rise to Dirichlet boundary conditions for the electrostatic potential in the electronic simulation of the laser, while other parts of the device are insulated (Neumann boundary conditions). A triple quantum well structure is indicated where the light beam forms in the symmetry plane of the domain.
as the ridge waveguide laser design demonstrates.

## 2 Singularities

In this section we first briefly recall how singular values originate from the elliptic equation on a two-dimensional domain. This exposition faithfully follows the standard way by Mellin transform, see [34], [37, Ch. 6.1], compare also [42, Ch. V.3]. Then we prove, after some preliminary work, our main Theorem 2.19 on the location of the singular values.

### 2.1 Preliminaries

Let us define for any two complex numbers $\sigma$ and $\lambda$ the exponential by

$$
\begin{equation*}
\left.\left.\sigma^{\lambda} \stackrel{\text { def }}{=} \exp (\lambda \log |\sigma|+i \lambda \arg \sigma), \quad \arg \sigma \in\right]-\pi, \pi\right] \tag{2.1}
\end{equation*}
$$

For two real numbers $\tau$ and $\nu$ with $\tau<\nu<\tau+2 \pi$ we define the sector

$$
\begin{equation*}
K_{\tau}^{\nu} \stackrel{\text { def }}{=}\{(r \cos \theta, r \sin \theta): r>0, \theta \in] \tau, \nu[ \} . \tag{2.2}
\end{equation*}
$$

Now we introduce the relevant div-grad operators on 2-dimensional domains.


Figure 3: Material sectors $K_{\theta_{j-1}}^{\theta_{j}}$ of the plane with corresponding coefficient matrices $\rho^{j}, j=1, \ldots, n$. The thick lines bear Dirichlet or Neumann boundary conditions. See also Definition 2.1.

Definition 2.1. Let real numbers

$$
\theta_{0}<\theta_{1}<\ldots<\theta_{n}<\theta_{0}+2 \pi
$$

be given and, additionally, real, symmetric, positive definite $2 \times 2$ matrices $\rho^{1}, \ldots, \rho^{n}$, see Figure 3. We define $\rho$ as the matrix valued function on $K_{\theta_{0}}^{\theta_{n}}$ which takes on the sector $K_{\theta_{j-1}}^{\theta_{j}}$ the value $\rho^{j}$. Let for any closed subspace $\mathcal{V} \subset W^{1,2}\left(K_{\theta_{0}}^{\theta_{n}}\right)$ the following sesquilinear form be given:

$$
\begin{equation*}
\mathcal{V} \times \mathcal{V} \ni(v, w) \mapsto \int_{K_{\theta_{0}}^{\theta_{n}}} \rho \nabla v \cdot \nabla \bar{w} d x \tag{2.3}
\end{equation*}
$$

We give the name $-\nabla \cdot \rho \nabla$ with Neumann boundary condition to the operator corresponding to $\mathcal{V}=W^{1,2}\left(K_{\theta_{0}}^{\theta_{n}}\right)$ and the form (2.3), and we give the name $-\nabla \cdot \rho \nabla$ with Dirichlet boundary conditions to the operator corresponding to $\mathcal{V}=W_{0}^{1,2}\left(K_{\theta_{0}}^{\theta_{n}}\right)$ and the form (2.3).

Remark 2.2. We restrict this investigation to real, symmetric matrices $\rho$ because it makes use of results from [48] for such coefficient matrices. However, this case covers a lot of equations involving elliptic div-grad operators from mathematical physics and engineering. For a detailed discussion see [40, Ch. XI] and [39, §122].

Definition 2.3. Let $\theta_{0}, \ldots, \theta_{n}$ and $\rho^{1}, \ldots, \rho^{n}$ be as in Definition 2.1. We introduce on $] \theta_{0}, \theta_{n}\left[\backslash\left\{\theta_{1}, \ldots, \theta_{n-1}\right\}\right.$ three coefficient functions $b_{0}, b_{1}$ and
$b_{2}$, and the determinant $D$ of $\rho$, whose restrictions to each of the intervals $] \theta_{j-1}, \theta_{j}[$ are given by

$$
\begin{align*}
& b_{0}(\theta) \stackrel{\text { def }}{=} \rho_{11}^{j} \cos ^{2} \theta+2 \rho_{12}^{j} \sin \theta \cos \theta+\rho_{22}^{j} \sin ^{2} \theta, \\
& b_{1}(\theta) \stackrel{\text { def }}{=}\left(\rho_{22}^{j}-\rho_{11}^{j}\right) \sin \theta \cos \theta+\rho_{12}^{j}\left(\cos ^{2} \theta-\sin ^{2} \theta\right),  \tag{2.4}\\
& b_{2}(\theta) \stackrel{\text { def }}{=} \rho_{11}^{j} \sin ^{2} \theta-2 \rho_{12}^{j} \sin \theta \cos \theta+\rho_{22}^{j} \cos ^{2} \theta, \\
& D(\theta) \stackrel{\text { def }}{=} D_{j} \stackrel{\text { def }}{=} \operatorname{det} \rho^{j}=b_{2} b_{0}-b_{1}^{2},
\end{align*}
$$

$j=1, \ldots, n$. If $-\nabla \cdot \rho \nabla$ is complemented with Dirichlet conditions, then we define the space $\mathcal{H}$ as $W_{0}^{1,2}\left(\theta_{0}, \theta_{n}\right)$, while in the case of Neumann conditions we set $\mathcal{H}=W^{1,2}\left(\theta_{0}, \theta_{n}\right)$. For every $\lambda \in \mathbb{C}$ we then define the quadratic form $\mathfrak{t}_{\lambda}$ on $\mathcal{H}$ by

$$
\mathfrak{t}_{\lambda}[\psi] \stackrel{\text { def }}{=} \int_{\theta_{0}}^{\theta_{n}} b_{2} \psi^{\prime} \overline{\psi^{\prime}}+\lambda b_{1} \psi \overline{\psi^{\prime}}-\lambda b_{1} \psi^{\prime} \bar{\psi}-\lambda^{2} b_{0} \psi \bar{\psi} d \theta
$$

and $\mathcal{A}_{\lambda}$ is the operator which is induced by $\mathfrak{t}_{\lambda}$ on $L^{2}\left(\theta_{0}, \theta_{n}\right)$.
Remark 2.4. It is easy to check that $b_{2}$, restricted to the interval $] \theta_{j-1}, \theta_{j}[$, is bounded from below by the smallest eigenvalue of the matrix $\rho^{j}$. Indeed,

$$
\begin{aligned}
\inf _{\theta \in] \theta_{j-1}, \theta_{j}[ } b_{2}(\theta) & =\inf _{\theta \in] \theta_{j-1}, \theta_{j}[ }\left(\begin{array}{ll}
\rho_{11}^{j} & \rho_{12}^{j} \\
\rho_{12}^{j} & \rho_{22}^{j}
\end{array}\right)\binom{-\sin \theta}{\cos \theta} \cdot\binom{-\sin \theta}{\cos \theta} \\
& \geq \inf _{\xi \in \mathbb{R}^{2},\|\xi\|=1} \rho^{j} \xi \cdot \xi \geq \inf _{\xi \in \mathbb{C}^{2},\|\xi\|=1} \rho^{j} \xi \cdot \bar{\xi}
\end{aligned}
$$

By the minimax principle, the last term equals the smallest eigenvalue of $\rho^{j}$, which is easy to evaluate as

$$
\frac{\rho_{11}^{j}+\rho_{22}^{j}}{2}-\sqrt{\frac{\left(\rho_{11}^{j}-\rho_{22}^{j}\right)^{2}}{4}+\left(\rho_{12}^{j}\right)^{2}}
$$

and is greater than 0 due to the condition from Definition 2.1. Hence, the form $\mathfrak{t}_{\lambda}$ is sectorial for every $\lambda \in \mathbb{C}$. A fortiori the induced operator $\mathcal{A}_{\lambda}$ is sectorial, see [32, Ch. VI].

Definition 2.5. We call $0 \neq \lambda \in \mathbb{C}$ with $\Re \lambda \in[0,1[$ a singular value for the operator $-\nabla \cdot \rho \nabla$ (including boundary conditions), iff the corresponding operator $\mathcal{A}_{\lambda}$, see Definition 2.3, has a nontrivial kernel.

Indeed it is well known that, if $\lambda$ is a singular value for $-\nabla \cdot \rho \nabla$ and $\psi_{\lambda}$ is an element from $\operatorname{ker} \mathcal{A}_{\lambda}$, then the function

$$
h: \mathbb{R}^{2} \ni(x, y) \mapsto\left(x^{2}+y^{2}\right)^{\frac{\lambda}{2}} \psi_{\lambda}(\arg (x+i y))
$$

satisfies the equation $-\nabla \cdot \rho \nabla h=0$ on $K_{\theta_{0}}^{\theta_{n}}$ in the sense that

$$
\int_{K_{\theta_{0}}^{\theta_{n}}} \rho \nabla h \cdot \nabla \bar{w} d x=0 \quad \text { for all } w \in \mathcal{V} \text { with compact support, }
$$

see also (2.3). Since $\Re \lambda<1$ the partial derivatives of $h$ have a singularity in $0 \in \mathbb{R}^{2}$.

Let us next briefly recall the connection between elliptic three-dimensional edge singularities and two-dimensional vertex singularities.


Figure 4: Edge pencil, see Definition 2.6

Definition 2.6. Let $\Omega \subset \mathbb{R}^{3}$ be a polyhedron which, additionally, is a Lipschitz domain (that means a domain of class $C^{0,1}$ ) and let $\left\{\Omega_{k}\right\}_{k}$ be a finite,
disjoint, polyhedral partition of $\Omega$. Hence, the boundary $\partial \Omega$ is the disjoint union of some faces, edges, and vertices of the polyhedra $\Omega_{k}$. Furthermore, $\mu$ shall be a matrix function on $\Omega$ which is constant on each $\Omega_{k}$ and takes real, symmetric, positive definite $3 \times 3$ matrices as values. Moreover, the faces of the sub-polyhedra $\Omega_{k}$, which are open sets with respect to the surface measure, are either in the interior of $\Omega$, or carry Neumann boundary conditions, or carry Dirichlet boundary conditions. We regard now the edges of the subpolyhedra $\Omega_{k}$, which are open sets with respect to the curve measure, thus do not contain any vertex of $\Omega_{k}$. Let $E$ be such an edge on the boundary of $\Omega$, and let $P$ be an arbitrary inner point of this edge. Choosing a new orthogonal coordinate system $(x, y, z)$ with origin at the point $P$ such that the direction of $E$ coincides with the $z$-axis, we denote by $\omega$ the corresponding orthogonal transformation matrix and by $\mu_{\omega}$ the piecewise constant matrix function which satisfies in a neighbourhood $\mathcal{O}$ of the origin

$$
\begin{aligned}
\mu_{\omega}(x, y, z) & =\omega \mu\left(\omega^{-1}(x, y, z)\right) \omega^{-1} \quad \text { for all }(x, y, z) \in \mathcal{O} \\
\mu_{\omega}(t x, t y, z) & =\mu_{\omega}(x, y, 0) \quad \text { for all }(x, y, 0) \in \mathcal{O}, z \in \mathbb{R}, \text { and } t>0 .
\end{aligned}
$$

Finally, we denote by $\mu_{E}$ the upper left $2 \times 2$ block of $\mu_{\omega}$ at $z=0$.
Remark 2.7. The matrix $\mu_{E}$ is given on a sector (2.2) which coincides near $P$ with the intersection of the $x$ - $y$-plane with the $\omega$-image of the domain $\Omega$. There exist - uniquely determined - angles $\theta_{0}<\theta_{1}<\ldots<\theta_{n}<$ $\theta_{0}+2 \pi$ such that $\mu_{E}$ is constant on each of the sectors $K_{\theta_{j}}^{\theta_{j+1}}$ and takes real, symmetric, positive definite $2 \times 2$ matrices as values. Obviously, $\mu_{E}$ and the corresponding two-dimensional div-grad operator $-\nabla \cdot \rho \nabla$ from Definition 2.1 do not depend on the choice of the point $P$. This justifies the following definition of the edge singularity.

Definition 2.8. For any of the two-dimensional div-grad operators $-\nabla \cdot \rho \nabla$ from Definition 2.1 we call the number

$$
\partial \stackrel{\text { def }}{=} \inf \{\Re \lambda: \lambda \text { is a singular value for the operator }-\nabla \cdot \rho \nabla\}
$$

the vertex singularity. Now, we assume a constellation as in Definition 2.6, and we define for a three-dimensional div-grad operator with the coefficient matrix-function $\mu$ the edge singularity at $E$ by the corresponding vertex singularity of the operator $\nabla \cdot \mu_{E} \nabla$ on the sector $K_{\theta_{0}}^{\theta_{n}}$, see [14] and references cited there. If there is a (boundary) neighbourhood of the edge $E$ belonging to the Neumann boundary part of the three-dimensional problem, then we take $\nabla \cdot \mu_{E} \nabla$ with Neumann boundary condition on $\partial K_{\theta_{0}}^{\theta_{n}}$, see Definition 2.1. This applies mutatis mutandis to a Dirichlet boundary condition.

So, in order to find the edge singularities of a three-dimensional problem as in Definition 2.6, one regards for each edge a two-dimensional problem as in Definition 2.1, and looks for parameters $\lambda$ such that the operators $\mathcal{A}_{\lambda}$, see Definition 2.3, induced by the two-dimensional problem have a nontrivial kernel, see Definition 2.5.

Our Definition 2.8 of edge singularity corresponds to notions of singularity at edges in physics. For instance, the singularity of the kinetic energy of an acoustic wave at an edge only depends on the opening angle and the material of the edge, see e.g. [63, §5.3.4].

### 2.2 Estimates for the imaginary part of the singularities

We show that the singular values (see Definition 2.5) of the two-dimensional div-grad operators $-\nabla \cdot \rho \nabla$ from Definition 2.1 lie in a sector of the complex plane. It turns out that this sector is symmetric with respect to the real axis, and its opening angle is explicitely determined by the coefficient matrices $\rho^{j}$, $j=1, \ldots, n$. Actually, we already know from Remark 2.4 that the operator $\mathcal{A}_{\lambda}$ is sectorial. In Theorem 2.9 we give now an estimate of the sector containing the singular values. Please note that the angles $\theta_{0}, \ldots, \theta_{n}$ do not enter into this estimate.

Throughout this section we write the complex number $\lambda$ in the form $\lambda=\lambda_{1}+i \lambda_{2}$.

Theorem 2.9. All values $\lambda$ from the right half plane, for which the kernel of $\mathcal{A}_{\lambda}$, see Definition 2.3 and Definition 2.5, is nontrivial, are located in the sector

$$
\mathcal{S} \stackrel{\text { def }}{=}\left\{\lambda_{1}+i \lambda_{2}:\left|\lambda_{2}\right| \leq \lambda_{1} \max _{1 \leq j \leq n} \frac{\operatorname{tr} \rho^{j}}{2 \sqrt{\operatorname{det} \rho^{j}}}\right\} .
$$

In particular, there are no singular values on the imaginary axis.

Proof. Let us first recall that $b_{2}$, see Definition 2.3, is bounded from below
by a positive constant, see Remark 2.4. Thus, we can estimate

$$
\begin{aligned}
\Re \mathfrak{t}_{\lambda}[\psi] & =\Re \int_{\theta_{0}}^{\theta_{n}} b_{2} \psi^{\prime} \overline{\psi^{\prime}}+\lambda b_{1} \psi \overline{\psi^{\prime}}-\lambda b_{1} \psi^{\prime} \bar{\psi}-\lambda^{2} b_{0} \psi \bar{\psi} d \theta \\
& \geq \int_{\theta_{0}}^{\theta_{n}} b_{2}\left|\psi^{\prime}\right|^{2}-2\left|\lambda_{2}\right|\left|b_{1}\right|\left|\psi^{\prime}\right||\psi|+\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right) b_{0}|\psi|^{2} d \theta \\
& =\int_{\theta_{0}}^{\theta_{n}}\left(\sqrt{b_{2}}\left|\psi^{\prime}\right|-\left|\lambda_{2}\right| \frac{\left|b_{1}\right|}{\sqrt{b_{2}}}|\psi|\right)^{2}+\left(\lambda_{2}^{2} \frac{b_{2} b_{0}-b_{1}^{2}}{b_{2}}-\lambda_{1}^{2} b_{0}\right)|\psi|^{2} d \theta .
\end{aligned}
$$

Using $b_{2} b_{0}-b_{1}^{2}=D$, see (2.4), we can further estimate

$$
\begin{equation*}
\geq \int_{\theta_{0}}^{\theta_{n}}\left(\lambda_{2}^{2} \frac{D}{b_{2}}-\lambda_{1}^{2} b_{0}\right)|\psi|^{2} d \theta=\int_{\theta_{0}}^{\theta_{n}}\left(\lambda_{2}^{2}-\lambda_{1}^{2} \frac{b_{2} b_{0}}{D}\right) \frac{D}{b_{2}}|\psi|^{2} d \theta \tag{2.5}
\end{equation*}
$$

Writing $b_{2} b_{0} / D=1+b_{1}^{2} / D$ and applying the inequality

$$
\begin{aligned}
\sup _{\theta \in] \theta_{j-1}, \theta_{j} \mid}\left|b_{1}\right| & =\sup _{\theta \in] \theta_{j-1}, \theta_{j} \mid}\left|\frac{\rho_{22}^{j}-\rho_{11}^{j}}{2} \sin 2 \theta+\rho_{12}^{j} \cos 2 \theta\right| \\
& \leq \sqrt{\frac{\left(\rho_{22}^{j}-\rho_{11}^{j}\right)^{2}}{4}+\left(\rho_{12}^{j}\right)^{2}}
\end{aligned}
$$

we may estimate on each interval $] \theta_{j-1}, \theta_{j}$ [

$$
\frac{b_{2} b_{0}}{D}=1+\frac{b_{1}^{2}}{D} \leq 1+\frac{\left(\rho_{22}-\rho_{11}\right)^{2} / 4+\rho_{12}^{2}}{D}=\frac{\left(\rho_{11}+\rho_{22}\right)^{2}}{4 D}
$$

Hence, if $\lambda \notin \mathcal{S}$ and $\psi \neq 0$, then (2.5) is strictly positive, thus, ker $\mathcal{A}_{\lambda}$ must be trivial.

Corollary 2.10. The singular values (see Definition 2.5) of the two-dimensional div-grad operators $-\nabla \cdot \rho \nabla$ from Definition 2.1 are uniformly bounded.
Remark 2.11. The term $\operatorname{tr} \rho^{j} / \sqrt{4 \operatorname{det} \rho^{j}}$ does not change its value, when the matrix $\rho^{j}$ is multiplied by a positive scalar. Moreover, both the trace and the determinant of a matrix are similarity invariant. Hence, scaling and similarity transformations of the matrices $\rho^{j}, j=1, \ldots, n$ leave the sector $\mathcal{S}$ unchanged.
Remark 2.12. It would be highly satisfactory to have also an analogous a priori bound for the number of singular values - in terms of the data. Unfortunately, we did not succeed in finding such a bound. For the case of interior edges see [30].

### 2.3 Characterisation of the singularities

Now we want to characterise the edge singularities of the three-dimensional problem, that means in view of Definitions 2.3 and 2.5 the parameters $\lambda$ such that the operators $\mathcal{A}_{\lambda}$ have a nontrivial kernel. We get that all these values $\lambda$ are roots of a characteristic analytic function.

Standard arguments show that any function $u$ from the kernel of the operator $\mathcal{A}_{\lambda}$, see Definition 2.3, obeys the differential equation

$$
\begin{equation*}
\left(b_{2} u^{\prime}\right)^{\prime}+\lambda\left(b_{1} u\right)^{\prime}+\lambda b_{1} u^{\prime}+\lambda^{2} b_{0} u=0 \tag{2.6}
\end{equation*}
$$

on each of the intervals $] \theta_{j-1}, \theta_{j}[, j=1, \ldots, n$, and fulfils, additionally, the transmission conditions

$$
\begin{equation*}
[u]_{\theta}=0 \quad \text { and } \quad\left[b_{2} u^{\prime}+\lambda b_{1} u\right]_{\theta}=0 \tag{2.7}
\end{equation*}
$$

in every point $\theta \in\left\{\theta_{1}, \ldots, \theta_{n-1}\right\}$. Here, as usual, we have written

$$
[w]_{\theta} \xlongequal{\text { def }} \lim _{\vartheta \downharpoonright \theta} w(\vartheta)-\lim _{\vartheta \uparrow \theta} w(\vartheta) .
$$

Following [13] (see also [48, §3.6] for further details) we now regard the elementary solutions

$$
\theta \mapsto \mathrm{e}^{-i \lambda \theta}\left(\varsigma \mathrm{e}^{2 i \theta}+1\right)^{\lambda}, \quad \theta \mapsto \mathrm{e}^{i \lambda \theta}\left(\overline{\mathrm{~s}} \mathrm{e}^{-2 i \theta}+1\right)^{\lambda}
$$

of the differential equation (2.6) on each of the intervals $] \theta_{j-1}, \theta_{j}[$. Here, the complex number $\varsigma=\varsigma_{j}$ for $] \theta_{j-1}, \theta_{j}[$ is determined by

$$
\begin{equation*}
\varsigma_{j} \stackrel{\text { def }}{=} \frac{i\left(\rho_{22}^{j}-\sqrt{D_{j}}\right)-\rho_{12}^{j}}{i\left(\rho_{22}^{j}+\sqrt{\overline{D_{j}}}\right)+\rho_{12}^{j}}=\frac{\rho_{22}^{j}-\rho_{11}^{j}+2 i \rho_{12}^{j}}{\rho_{22}^{j}+\rho_{11}^{j}+2 \sqrt{D_{j}}}, \tag{2.8}
\end{equation*}
$$

where $D_{j}$ is the determinant of the matrix $\rho^{j}$, see (2.4).
Remark 2.13. In the sequel it is important that $0 \leq\left|s_{j}\right|<1$. This is easily verified using the positivity of $\rho_{22}^{j}$.

Definition 2.14. For each material sector $K_{\theta_{j-1}}^{\theta_{j}}$ we now define the characteristic angle of anisotropy by

$$
\begin{equation*}
\kappa_{j} \stackrel{\text { def }}{=} \arg \frac{\bar{\zeta} \mathrm{e}^{-2 i \theta_{j}}+1}{\bar{\zeta}_{j} \mathrm{e}^{-2 i \theta_{j-1}}+1}, \quad j=1, \ldots, n \tag{2.9}
\end{equation*}
$$

By (2.1) we have $-\pi<\kappa_{j} \leq \pi$.

Remark 2.15. If the material in the sector $K_{\theta_{j-1}}^{\theta_{j}}$ is isotropic, that means, if $\rho^{j}$ is a positive multiple of the identity matrix, then $\varsigma_{j}$ is zero and a fortiori $\kappa_{j}$ vanishes. The anisotropy of the material enters our considerations as a shift of the sector's opening angle $\theta_{j}-\theta_{j-1}$ by $\kappa_{j}$, that means the "material" opening angle of the sector is $\theta_{j}-\theta_{j-1}+\kappa_{j}$.

On each interval $] \theta_{j-1}, \theta_{j}[$ the ansatz functions

$$
\begin{equation*}
u_{j}(\theta) \stackrel{\text { def }}{=} \hat{c}_{j} \mathrm{e}^{-i \lambda \theta}\left(\varsigma_{j} \mathrm{e}^{2 i \theta}+1\right)^{\lambda}+\check{c}_{j} \mathrm{e}^{i \lambda \theta}\left(\bar{\varsigma}_{j} \mathrm{e}^{-2 i \theta}+1\right)^{\lambda} \tag{2.10}
\end{equation*}
$$

satisfy (2.6), see [13], also compare [48, §3.6]. The transmission conditions (2.7) at $\theta_{1}, \ldots, \theta_{n-1}$ together with either the boundary conditions at $\theta_{0}$ and $\theta_{n}$ lead to a $2 n \times 2 n$ homogeneous linear system for the coefficients $\hat{c}_{j}, \check{c}_{j}$. The determinant of this matrix is an analytic function in $\lambda$ - the characteristic function of the edge under consideration. The zeros of this function provide all the values of $\lambda$ for which the problem (2.6) with (2.7) has a nontrivial solution, thus, $\mathcal{A}_{\lambda}$ has a nontrivial kernel.

In our setup of the transcendental equation for the singular values $\lambda$, we need the following reformulation of the boundary conditions, and of the transmission conditions.

Proposition 2.16. See [24, Lemma 20 and Corollary 21]. Let $u$ be the function on $\left[\theta_{0}, \theta_{n}\right]$ which coincides on $] \theta_{j-1}, \theta_{j}\left[, j=1, \ldots, n\right.$, with $u_{j}$ as defined in (2.10).

1. For $\lambda \neq 0$ Neumann boundary conditions

$$
\left.\left(b_{2} u^{\prime}+\lambda b_{1} u\right)\right|_{\theta=\theta_{0}}=0,\left.\quad\left(b_{2} u^{\prime}+\lambda b_{1} u\right)\right|_{\theta=\theta_{n}}=0
$$

equivalently can be expressed as

$$
\begin{aligned}
\hat{c}_{1} \mathrm{e}^{-i \lambda \theta_{0}}\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{0}}+1\right)^{\lambda} & =\check{c}_{1} \mathrm{e}^{i \lambda \theta_{0}}\left(\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{0}}+1\right)^{\lambda}, \\
\hat{c}_{n} \mathrm{e}^{-i \lambda \theta_{n}}\left(\varsigma_{n} \mathrm{e}^{2 i \theta_{n}}+1\right)^{\lambda} & =\check{c}_{n} \mathrm{e}^{i \lambda \theta_{n}}\left(\bar{\varsigma}_{n} \mathrm{e}^{-2 i \theta_{n}}+1\right)^{\lambda}
\end{aligned}
$$

2. For $\lambda \neq 0$ the transmission conditions (2.7) at a point $\theta=\theta_{j}, j=$ $1, \ldots, n-1$, for the function $u$ equivalently can be expressed as

$$
\begin{align*}
& \hat{c}_{j} \mathrm{e}^{-i \lambda \theta}\left(\varsigma_{j} \mathrm{e}^{2 i \theta}+1\right)^{\lambda}+\check{c}_{j} \mathrm{e}^{i \lambda \theta}\left(\bar{\varsigma}_{j} \mathrm{e}^{-2 i \theta}+1\right)^{\lambda} \\
&=\hat{c}_{j+1} \mathrm{e}^{-i \lambda \theta}\left(\varsigma_{j+1} \mathrm{e}^{2 i \theta}+1\right)^{\lambda}+\check{c}_{j+1} \mathrm{e}^{i \lambda \theta}\left(\bar{\varsigma}_{j+1} \mathrm{e}^{-2 i \theta}+1\right)^{\lambda} \tag{2.11}
\end{align*}
$$

and

$$
\begin{align*}
& \sqrt{D_{j}}\left(\hat{c}_{j} \mathrm{e}^{-i \lambda \theta}\left(\varsigma_{j} \mathrm{e}^{2 i \theta}+1\right)^{\lambda}-\check{c}_{j} \mathrm{e}^{i \lambda \theta}\left(\bar{\varsigma}_{j} \mathrm{e}^{-2 i \theta}+1\right)^{\lambda}\right) \\
& \quad=\sqrt{D_{j+1}}\left(\hat{c}_{j+1} \mathrm{e}^{-i \lambda \theta}\left(\varsigma_{j+1} \mathrm{e}^{2 i \theta}+1\right)^{\lambda}-\check{c}_{j+1} \mathrm{e}^{i \lambda \theta}\left(\bar{\varsigma}_{j+1} \mathrm{e}^{-2 i \theta}+1\right)^{\lambda}\right) \tag{2.12}
\end{align*}
$$

respectively.

The next lemma justifies an algebraic manipulation which will be frequently used in the treatment of the boundary and transmission conditions.

Lemma 2.17. Let us regard numbers $\chi \in \mathbb{C}$ with $|\chi|<1, \zeta \in] 0,2 \pi]$ and $\lambda \in \mathbb{C}$ with $0<\Re \lambda<1$. Then

$$
\begin{equation*}
\frac{\left(\chi \mathrm{e}^{-2 i \zeta}+1\right)^{\lambda}}{(\chi+1)^{\lambda}} \frac{(\bar{\chi}+1)^{\lambda}}{\left(\bar{\chi} \mathrm{e}^{2 i \zeta}+1\right)^{\lambda}}=\left(\frac{\chi \mathrm{e}^{-2 i \zeta}+1}{\chi+1}\right)^{\lambda}\left(\frac{\bar{\chi}+1}{\bar{\chi} \mathrm{e}^{2 i \zeta}+1}\right)^{\lambda}=\mathrm{e}^{2 i \lambda \kappa} \tag{2.13}
\end{equation*}
$$

where

$$
\left.\left.\kappa=\arg \frac{\chi \mathrm{e}^{-2 i \zeta}+1}{\chi+1} \in\right]-\pi, \pi\right] .
$$

Moreover, the values $\zeta$ and $\kappa$ are related in the following way (see [24, Lemma 26]):

$$
\text { Either } \zeta, \zeta+\kappa \in] 0, \pi[\text { or } \zeta=\zeta+\kappa=\pi \text { or } \zeta, \zeta+\kappa \in] \pi, 2 \pi[
$$

Proof. We first prove (2.13). Due to $|\chi|<1$, all the terms $\chi \mathrm{e}^{-2 i \zeta}+1, \chi+1$, $\bar{\chi}+1, \bar{\chi} \mathrm{e}^{2 i \zeta}+1$ have positive real part. Thus, the first equality follows from our definition (2.1) of the power function, and the supposition $\Re \lambda \in] 0,1[$. On the other hand, one has

$$
\frac{\bar{\chi}+1}{\bar{\chi} \mathrm{e}^{2 i \zeta}+1}=\overline{\left(\frac{\chi \mathrm{e}^{-2 i \zeta}+1}{\chi+1}\right)^{-1}}
$$

This, together with (2.1), and the definition of $\kappa$, yields the second equality.
We now prove the second assertion. If $\zeta=\pi$, then by definition $\kappa=0$. Also from the definition of $\kappa$ we have a priori $\zeta+\kappa \in]-\pi, 2 \pi[$ for $\zeta \in] 0, \pi[$, and $\zeta+\kappa \in] 0,3 \pi[$ for $\zeta \in] \pi, 2 \pi[$. Moreover, for $\zeta \in] 0,2 \pi[\backslash\{\pi\}$ one has

$$
\begin{align*}
\mathrm{e}^{i(\zeta+\kappa)}=\mathrm{e}^{i \zeta} \frac{\chi \mathrm{e}^{-2 i \zeta}+1}{\chi+1} \frac{|\chi+1|}{\left|\chi \mathrm{e}^{-2 i \zeta}+1\right|} & =\frac{\left(\chi \mathrm{e}^{-i \zeta}+\mathrm{e}^{i \zeta}\right)(\bar{\chi}+1)}{|\chi+1|\left|\chi \mathrm{e}^{-2 i \zeta}+1\right|} \\
& =\frac{|\chi|^{2} \mathrm{e}^{-i \zeta}+\mathrm{e}^{i \zeta}+2 \Re\left(\chi \mathrm{e}^{-i \zeta}\right)}{|\chi+1|\left|\chi \mathrm{e}^{-2 i \zeta}+1\right|} . \tag{2.14}
\end{align*}
$$

Thus,

$$
\Im \mathrm{e}^{i(\zeta+\kappa)}=\frac{\left(1-|\chi|^{2}\right) \sin \zeta}{|\chi+1|\left|\chi \mathrm{e}^{-2 i \zeta}+1\right|}
$$

and the sign of $\Im \mathrm{e}^{i(\zeta+\kappa)}$ only depends on $\zeta$.
If we specify in Lemma 2.17

$$
\chi=\bar{\zeta}_{j} \mathrm{e}^{-2 i \theta_{j-1}} \quad \text { and } \quad \zeta=\theta_{j}-\theta_{j-1}, \quad j=1, \ldots, n
$$

see Definition 2.1 and (2.8), then we get the following corollary.

Corollary 2.18. For the numbers $\theta_{j}, \varsigma_{j}$, and $\kappa_{j}$, see Definition 2.1, (2.8), and (2.9), respectively, holds true

$$
\frac{\left(\bar{\varsigma}_{j} \mathrm{e}^{-2 i \theta_{j}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{j} \mathrm{e}^{-2 i \theta_{j-1}}+1\right)^{\lambda}} \frac{\left(\varsigma_{j} \mathrm{e}^{2 i \theta_{j-1}}+1\right)^{\lambda}}{\left(\varsigma_{j} \mathrm{e}^{2 i \theta_{j}}+1\right)^{\lambda}}=\mathrm{e}^{2 i \lambda \kappa_{j}}, \quad j=1, \ldots, n
$$

for all $\lambda \in \mathbb{C}$ with $0<\Re \lambda<1$. Moreover,

$$
\begin{array}{rll}
\left.\theta_{j}-\theta_{j-1} \in\right] 0, \pi[ & \text { iff } & \left.\theta_{j}-\theta_{j-1}+\kappa_{j} \in\right] 0, \pi[, \\
\theta_{j}-\theta_{j-1}=\pi & \text { iff } & \theta_{j}-\theta_{j-1}+\kappa_{j}=\pi,  \tag{2.15}\\
\left.\theta_{j}-\theta_{j-1} \in\right] \pi, 2 \pi[ & \text { iff } & \left.\theta_{j}-\theta_{j-1}+\kappa_{j} \in\right] \pi, 2 \pi[.
\end{array}
$$

Hence, for two adjacent sectors $K_{\theta_{j-2}}^{\theta_{j-1}}$ and $K_{\theta_{j-1}}^{\theta_{j}}$ we have

$$
\begin{equation*}
0<\theta_{j}-\theta_{j-2}+\kappa_{j}+\kappa_{j-1}<2 \pi \tag{2.16}
\end{equation*}
$$

if both opening angles are smaller than $\pi$, or

$$
\begin{equation*}
\pi<\theta_{j}-\theta_{j-2}+\kappa_{j}+\kappa_{j-1}<2 \pi \tag{2.17}
\end{equation*}
$$

if one opening angle is $\pi$, or

$$
\begin{equation*}
\pi<\theta_{j}-\theta_{j-2}+\kappa_{j}+\kappa_{j-1}<3 \pi \tag{2.18}
\end{equation*}
$$

if one opening angle is greater or equal $\pi$. Nota bene, all but one of the opening angles must be smaller than $\pi$.

### 2.4 The characteristic equation for four materials

From now on we specialise to the case of just four materials meeting at an edge on the boundary of the three-dimensional domain $\Omega$, see Definition 2.6. More precisely, we regard a constellation as in Definition 2.1 and Figure 3 with angles $\theta_{0}<\cdots<\theta_{4}<\theta_{0}+2 \pi$, and Dirichlet or Neumann boundary conditions. With respect to this constellation, and the corresponding anisotropy shifts (2.9) we define the complex valued functions $F_{N}, G_{N}, F_{D}$, $G_{D}$ on $\mathbb{C}$ by

$$
\begin{aligned}
& F_{N}(\lambda) \stackrel{\text { def }}{=} \mathrm{e}^{i \lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)}\left(1-\frac{\sqrt{D_{1}}-\sqrt{D_{2}}}{\sqrt{D_{1}}+\sqrt{D_{2}}} \mathrm{e}^{-2 i \lambda\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}\right), \\
& G_{N}(\lambda) \stackrel{\text { def }}{=} \mathrm{e}^{i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)}\left(1+\frac{\sqrt{D_{3}}-\sqrt{D_{4}}}{\sqrt{D_{3}}+\sqrt{D_{4}}} \mathrm{e}^{-2 i \lambda\left(\theta_{4}-\theta_{3}+\kappa_{4}\right)}\right), \\
& F_{D}(\lambda) \stackrel{\text { def }}{=} \mathrm{e}^{i \lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)}\left(1+\frac{\sqrt{D_{1}}-\sqrt{D_{2}}}{\sqrt{D_{1}}+\sqrt{D_{2}}} \mathrm{e}^{-2 i\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}\right), \\
& G_{D}(\lambda) \stackrel{\text { def }}{=} \mathrm{e}^{i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)}\left(1-\frac{\sqrt{D_{3}}-\sqrt{D_{4}}}{\sqrt{D_{3}}+\sqrt{D_{4}}} \mathrm{e}^{-2 i \lambda\left(\theta_{4}-\theta_{3}+\kappa_{4}\right)}\right)
\end{aligned}
$$

Referring to Definition 2.1 and Definition 2.5 we now can state our main theorem.

Theorem 2.19. The singular values $\lambda$ of the operator $-\nabla \cdot \rho \nabla$ with Neumann boundary conditions are the solutions of the equation

$$
\begin{align*}
\sqrt{D_{3}}\left(F_{N}(\lambda)+\right. & \left.F_{N}(-\lambda)\right)\left(G_{N}(\lambda)-G_{N}(-\lambda)\right) \\
& +\sqrt{D_{2}}\left(F_{N}(\lambda)-F_{N}(-\lambda)\right)\left(G_{N}(\lambda)+G_{N}(-\lambda)\right)=0 \tag{2.19}
\end{align*}
$$

The singular values $\lambda$ of the operator $-\nabla \cdot \rho \nabla$ with Dirichlet boundary conditions are the solutions of the equation

$$
\begin{align*}
\sqrt{D_{3}}\left(F_{D}(\lambda)-\right. & \left.F_{D}(-\lambda)\right)\left(G_{D}(\lambda)+G_{D}(-\lambda)\right) \\
& +\sqrt{D_{2}}\left(G_{D}(\lambda)-G_{D}(-\lambda)\right)\left(F_{D}(\lambda)+F_{D}(-\lambda)\right)=0 . \tag{2.20}
\end{align*}
$$

Remark 2.20. The left hand sides of (2.19) and (2.20) are entire functions in $\lambda$. We already know, see Corollary 2.10, that the imaginary parts of the singular values are uniformly bounded, and the real parts of the singular values are bounded by Definition 2.5. Hence, Theorem 2.19 implies that if there are singular values at all, then there is a singular value $\lambda_{0}$ such that $\partial=\Re \lambda_{0}$, see Definition 2.8.
Proof of Theorem 2.19. We prove only the case of Neumann boundary conditions explicitly. The case of Dirichlet boundary conditions requires only obvious modifications pointed out at the end of the proof.

Let us introduce two more complex valued functions on $\mathbb{C}$ by

$$
\begin{align*}
& X_{N}(\lambda) \stackrel{\text { def }}{=} \mathrm{e}^{-i \lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)} F_{N}(\lambda)=1-\frac{\sqrt{D_{1}}-\sqrt{D_{2}}}{\sqrt{D_{1}}+\sqrt{D_{2}}} \mathrm{e}^{-2 i \lambda\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}  \tag{2.21}\\
& Y_{N}(\lambda) \stackrel{\text { def }}{=} \mathrm{e}^{-i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)} G_{N}(\lambda)=1+\frac{\sqrt{D_{3}}-\sqrt{D_{4}}}{\sqrt{D_{3}}+\sqrt{D_{4}}} \mathrm{e}^{-2 i \lambda\left(\theta_{4}-\theta_{3}+\kappa_{4}\right)}
\end{align*}
$$

We first prove that (2.19) is a necessary condition for $\lambda$ to be a singular value. According to the first part of Proposition 2.16 the Neumann boundary conditions for the ansatz functions (2.10) in $\theta_{0}$ and $\theta_{4}$ provide

$$
\begin{equation*}
\check{c}_{1}=\mathrm{e}^{-2 i \lambda \theta_{0}} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{0}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{0}}+1\right)^{\lambda}} \hat{c}_{1}, \quad \hat{c}_{4}=\mathrm{e}^{2 i \lambda \theta_{4}} \frac{\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{4}}+1\right)^{\lambda}}{\left(\varsigma_{4} \mathrm{e}^{2 i \theta_{4}}+1\right)^{\lambda}} \check{c}_{4} . \tag{2.22}
\end{equation*}
$$

Note that the denominators do not vanish thanks to Remark 2.13.
We now establish further relations between the coefficients of the ansatz functions (2.10) by means of the transmission conditions (2.7) in $\theta_{1}, \theta_{2}$ and $\theta_{3}$, that means at the interior material interfaces. First, it is clear from the second part of Proposition 2.16, that, if at least one of the constants $\hat{c}_{1}, \check{c}_{1}$, $\hat{c}_{4}, \check{c}_{4}$ vanishes, then the others and, additionally, $\hat{c}_{2}, \check{c}_{2}, \hat{c}_{3}, \check{c}_{3}$ also vanish. Making use of (2.11) and (2.12) in $\theta_{1}$ we further get

$$
\begin{align*}
2 \hat{c}_{2}\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda} & =\hat{c}_{1}\left(1+\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right)\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda} \\
& +\check{c}_{1}\left(1-\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right) \mathrm{e}^{2 i \lambda \theta_{1}}\left(\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda} \tag{2.23}
\end{align*}
$$

$$
\begin{align*}
2 \check{c}_{2}\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda} & =\hat{c}_{1}\left(1-\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right) \mathrm{e}^{-2 i \lambda \theta_{1}}\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda} \\
& +\check{c}_{1}\left(1+\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right)\left(\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda} . \tag{2.24}
\end{align*}
$$

Replacing $\check{c}_{1}$ by means of (2.22) yields

$$
\begin{aligned}
\hat{c}_{2}=\frac{\hat{c}_{1}\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{2\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}} & \left(1+\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right) \\
& \left.+\left(1-\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right) \mathrm{e}^{2 i \lambda\left(\theta_{1}-\theta_{0}\right)} \frac{\left(\overline{\varsigma_{1}} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}}{\left(\overline{1}_{1} \mathrm{e}^{-2 i \theta_{0}}+1\right)^{\lambda}} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{0}}+1\right)^{\lambda}}{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\check{c}_{2}=\frac{\hat{c}_{1}\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{2\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}}( & \left(1-\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right) \mathrm{e}^{-2 i \lambda \theta_{1}} \\
& \left.+\left(1+\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right)^{-2 i \lambda \theta_{0}} \frac{\left(\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{0}}+1\right)^{\lambda}} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{0}}+1\right)^{\lambda}}{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}\right) .
\end{aligned}
$$

We now apply Corollary 2.18. Thus, we get with (2.21)

$$
\begin{align*}
\hat{c}_{2} & =\hat{c}_{1} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{2\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}\left(\left(1+\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right)+\left(1-\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right) \mathrm{e}^{2 i \lambda\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}\right) \\
& =\hat{c}_{1} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{2\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}} \frac{\sqrt{D_{1}}+\sqrt{D_{2}}}{\sqrt{D_{2}}} X_{N}(-\lambda) \tag{2.25}
\end{align*}
$$

and

$$
\begin{align*}
\check{c}_{2} & =\hat{c}_{1} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{2\left(\mathrm{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\kappa_{1}-\theta_{0}\right)}\left(\left(1+\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right)+\left(1-\frac{\sqrt{D_{1}}}{\sqrt{D_{2}}}\right) \mathrm{e}^{-2 i \lambda\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}\right) \\
& =\hat{c}_{1} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{2\left(\varsigma_{2} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\kappa_{1}-\theta_{0}\right)} \frac{\sqrt{D_{1}}+\sqrt{D_{2}}}{\sqrt{D_{2}}} X_{N}(\lambda) . \tag{2.26}
\end{align*}
$$

Analogously, the transmission conditions in the form (2.11) and (2.12) at $\theta_{3}$ first lead to

$$
\begin{align*}
2 \hat{c}_{3}\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda} & =\hat{c}_{4}\left(1+\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}}\right)\left(\varsigma_{4} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda} \\
& +\check{c}_{4}\left(1-\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}}\right) \mathrm{e}^{2 i \lambda \theta_{3}}\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda},  \tag{2.27}\\
2 \check{c}_{3}\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda} & =\hat{c}_{4}\left(1-\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}}\right) \mathrm{e}^{-2 i \lambda \theta_{3}}\left(\varsigma_{4} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda} \\
& +\check{c}_{4}\left(1+\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}}\right)\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda} . \tag{2.28}
\end{align*}
$$

Replacing $\hat{c}_{4}$ by means of (2.22) and making use of Corollary 2.18 we get with (2.21)

$$
\begin{align*}
\hat{c}_{3} & =\check{c}_{4} \frac{\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}}{2\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\theta_{4}+\kappa_{4}\right)}\left(\left(1+\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}}\right)+\left(1-\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}} \mathrm{e}^{-2 i \lambda\left(\theta_{4}-\theta_{3}+\kappa_{4}\right)}\right)\right. \\
& =\check{c}_{4} \frac{\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}}{2\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\theta_{4}+\kappa_{4}\right)} \frac{\sqrt{D_{3}}+\sqrt{D_{4}}}{\sqrt{D_{3}}} Y_{N}(\lambda) \tag{2.29}
\end{align*}
$$

and

$$
\begin{align*}
\check{c}_{3} & =\check{c}_{4} \frac{\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}}{2\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}}\left(\left(1+\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}}\right)+\left(1-\frac{\sqrt{D_{4}}}{\sqrt{D_{3}}}\right) \mathrm{e}^{2 i \lambda\left(\theta_{4}-\theta_{3}+\kappa_{4}\right)}\right) \\
& =\check{c}_{4} \frac{\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}}{2\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}} \frac{\sqrt{D_{3}}+\sqrt{D_{4}}}{\sqrt{D_{3}}} Y_{N}(-\lambda) . \tag{2.30}
\end{align*}
$$

The transmission conditions in $\theta_{2}$ written according to the second part of Proposition 2.16 are

$$
\begin{align*}
\hat{c}_{2} \mathrm{e}^{-i \lambda \theta_{2}}\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda} & +\check{c}_{2} \mathrm{e}^{i \lambda \theta_{2}}\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda} \\
& =\hat{c}_{3} \mathrm{e}^{-i \lambda \theta_{2}}\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}+\check{c}_{3} \mathrm{e}^{i \lambda \theta_{2}}\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda} \tag{2.31}
\end{align*}
$$

and

$$
\begin{align*}
& \sqrt{D_{2}}\left(\hat{c}_{2} \mathrm{e}^{-i \lambda \theta_{2}}\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}-\check{c}_{2} \mathrm{e}^{i \lambda \theta_{2}}\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}\right) \\
& \quad=\sqrt{D_{3}}\left(\hat{c}_{3} \mathrm{e}^{-i \lambda \theta_{2}}\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}-\check{c}_{3} \mathrm{e}^{i \lambda \theta_{2}}\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}\right) . \tag{2.32}
\end{align*}
$$

Here we replace $\hat{c}_{2}, \check{c}_{2}, \hat{c}_{3}$, and $\check{c}_{3}$ by means of (2.25), (2.26), (2.29), and (2.30), respectively, and get

$$
\begin{array}{r}
\begin{array}{r}
\hat{c}_{1} \frac{\sqrt{D_{1}}+\sqrt{D_{2}}}{\sqrt{D_{2}}}\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}\left(\frac{\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}{\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}} X_{N}(-\lambda) \mathrm{e}^{-i \lambda \theta_{2}}\right. \\
\quad \\
\left.\quad+\frac{\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\kappa_{1}-\theta_{0}\right)} X_{N}(\lambda) \mathrm{e}^{i \lambda \theta_{2}}\right) \\
=\check{c}_{4} \frac{\sqrt{D_{3}}+\sqrt{D_{4}}}{\sqrt{D_{3}}}\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}\left(\frac{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\theta_{4}+\kappa_{4}\right)} Y_{N}(\lambda) \mathrm{e}^{-i \lambda \theta_{2}}\right. \\
\\
\left.\quad+\frac{\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}}{\left(\overline{3}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}} Y_{N}(-\lambda) \mathrm{e}^{i \lambda \theta_{2}}\right)
\end{array}
\end{array}
$$

and

$$
\begin{align*}
& \hat{c}_{1}\left(\sqrt{D_{1}}+\sqrt{D_{2}}\right)\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}\left(\frac{\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}{\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}} X_{N}(-\lambda) \mathrm{e}^{-i \lambda \theta_{2}}\right. \\
&-\left.\frac{\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\kappa_{1}-\theta_{0}\right)} X_{N}(\lambda) \mathrm{e}^{i \lambda \theta_{2}}\right) \\
&=\check{c}_{4}\left(\sqrt{D_{3}}+\sqrt{D_{4}}\right)\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}\left(\frac{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda}} \mathrm{e}^{2 i \lambda\left(\theta_{4}+\kappa_{4}\right)} Y_{N}(\lambda) \mathrm{e}^{-i \lambda \theta_{2}}\right. \\
&\left.\quad-\frac{\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}} Y_{N}(-\lambda) \mathrm{e}^{i \lambda \theta_{2}}\right) . \tag{2.34}
\end{align*}
$$

This system is non-trivially solvable in $\hat{c}_{1}, \check{c}_{4}$ iff

$$
\begin{aligned}
& 0=\sqrt{D_{3}}\left(X_{N}(-\lambda)+\mathrm{e}^{2 i \lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}\right)} X_{N}(\lambda) \frac{\left(\overline{\varsigma_{2}} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}}{\left(\overline{\varsigma_{2}} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}} \frac{\left(\varsigma_{\mathrm{s}^{2}} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}\right) \times \\
& \times\left(Y_{N}(-\lambda)-\mathrm{e}^{2 i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{4}\right)} Y_{N}(\lambda) \frac{\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}} \frac{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda}}\right) \\
& +\sqrt{D_{2}}\left(X_{N}(-\lambda)-\mathrm{e}^{2 i \lambda\left(\kappa_{1}+\theta_{2}-\theta_{0}\right)} X_{N}(\lambda) \frac{\left(\bar{\varsigma}_{2} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}}{\left(\overline{\varsigma_{2}} \mathrm{e}^{-2 i \theta_{1}}+1\right)^{\lambda}} \frac{\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{1}}+1\right)^{\lambda}}{\left(\varsigma_{2} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}\right) \times \\
& \times\left(\mathrm{e}^{2 i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{4}\right)} Y_{N}(\lambda) \frac{\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right)^{\lambda}} \frac{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{2}}+1\right)^{\lambda}}{\left(\varsigma_{3} \mathrm{e}^{2 i \theta_{3}}+1\right)^{\lambda}}+Y_{N}(-\lambda)\right) .
\end{aligned}
$$

Making use of Corollary 2.18 one ends up with

$$
\begin{aligned}
& \sqrt{D_{3}}\left(\mathrm{e}^{2 i \lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)} X_{N}(\lambda)+\right.\left.X_{N}(-\lambda)\right)\left(\mathrm{e}^{2 i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)} Y_{N}(\lambda)-Y_{N}(-\lambda)\right) \\
&+\sqrt{D_{2}}\left(\mathrm{e}^{2 i \lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)} X_{N}(\lambda)-X_{N}(-\lambda)\right) \times \\
& \times\left(\mathrm{e}^{2 i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)} Y_{N}(\lambda)+Y_{N}(-\lambda)\right)=0
\end{aligned}
$$

which yields (2.19).
We proceed by showing that (2.19) is sufficient for $\lambda$ to be a singular value. By the preceding considerations it is clear that (2.19) implies the nontrivial solvability of the linear system (2.33)-(2.34) in $\hat{c}_{1}$ and $\check{c}_{4}$. Let now $\hat{c}_{1}, \check{c}_{4}$ be any (nontrivial) solution of this system. If one defines $\check{c}_{1}, \hat{c}_{4}$ by (2.22), then the Neumann boundary conditions are fulfilled. Further, if one defines $\hat{c}_{2}, \check{c}_{2}$ by (2.23)-(2.24), then the transmission conditions in $\theta_{1}$ are satisfied. Analogously, the transmission conditions in $\theta_{3}$ are satisfied if one defines $\hat{c}_{3}$, $\check{c}_{3}$ by (2.27)-(2.28). With $\check{c}_{1}, \hat{c}_{2}, \check{c}_{2}, \hat{c}_{3}, \check{c}_{3}, \hat{c}_{4}$ thus specified, (2.33)-(2.34) are equivalent to the transmission conditions (2.31)-(2.32).

Let us now turn to the case of Dirichlet boundary conditions. These conditions for the ansatz functions (2.10) in $\theta_{0}$ and $\theta_{4}$ provide

$$
\begin{equation*}
\check{c}_{1}=-\mathrm{e}^{-2 i \lambda \theta_{0}} \frac{\left(\varsigma_{1} \mathrm{e}^{2 i \theta_{0}}+1\right)^{\lambda}}{\left(\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{0}}+1\right)^{\lambda}} \hat{c}_{1} \quad \text { and } \quad \hat{c}_{4}=-\mathrm{e}^{2 i \lambda \theta_{4}} \frac{\left(\bar{\varsigma}_{4} \mathrm{e}^{-2 i \theta_{4}}+1\right)^{\lambda}}{\left(\varsigma_{4} \mathrm{e}^{2 i \theta_{4}}+1\right)^{\lambda}} \check{c}_{4}, \tag{2.35}
\end{equation*}
$$

respectively. If one replaces $\check{c}_{1}$ in (2.23)-(2.24) and $\hat{c}_{4}$ in (2.27)-(2.28) according to (2.35) and then proceeds as in the Neumann case, one ends up with the condition (2.20).

## 3 Bounds for the singular values

Here we consider special cases of the constellation from Definition 2.1 treated in Section 2. We aim at tightening the estimates from Section 2.2. First, as in Section 2.4, we consider the case of four materials, and assume that for two adjacent sectors $K_{\theta_{j-1}}^{\theta_{j}}$ and $K_{\theta_{j}}^{\theta_{j+1}}$ the determinants of the corresponding coefficient matrices are equal: $D_{j}=D_{j+1}$. Second, we deal with the threematerial case as a specialisation of the four-material configuration from Section 2.4 by supposing that the coefficient matrices $\rho^{3}$ and $\rho^{4}$ are equal, thus, considering the two sectors $K_{\theta_{2}}^{\theta_{3}}$ and $K_{\theta_{3}}^{\theta_{4}}$ as one single-material sector.

### 3.1 Four materials and a determinant condition

We regard the four-material constellation of Section 2.4. Additionally, for two adjacent sectors the determinants of the corresponding coefficient matrices shall be equal. Without loss of generality we assume that the determinants of the coefficient matrices $\rho^{3}$ and $\rho^{4}$ are equal. We use the notation of Definition 2.1 and Definition 2.3.

Theorem 3.1. If in the constellation of Definition 2.1 with $n=4$ the material determinants $D_{3}$ and $D_{4}$, see (2.4), are equal, then for the singular values of Definition 2.5 holds true:

1. Every singular value $\lambda$ which is not

$$
\begin{equation*}
\lambda=\frac{k \pi}{\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}}, \quad k=1,2, \tag{3.1}
\end{equation*}
$$

satisfies the equation

$$
\begin{align*}
& i \sqrt{D_{3}}\left(F_{N}(\lambda)+F_{N}(-\lambda)\right) \\
& \quad+\sqrt{D_{2}}\left(F_{N}(\lambda)-F_{N}(-\lambda)\right) \cot \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right)=0 \tag{3.2}
\end{align*}
$$

in the case of Neumann boundary conditions, and the equation

$$
\begin{align*}
\sqrt{D_{3}}\left(F_{D}(\lambda)-F_{D}(-\lambda)\right) \cot \left(\lambda \left(\theta_{4}-\right.\right. & \left.\left.\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right) \\
& +i \sqrt{D_{2}}\left(F_{D}(\lambda)+F_{D}(-\lambda)\right)=0 \tag{3.3}
\end{align*}
$$

in the case of Dirichlet boundary conditions.
2. Suppose, additionally, $D_{1}=D_{2}$. Then, every singular value $\lambda$ which is not (3.1) or

$$
\begin{equation*}
\lambda=\frac{k \pi}{\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}}, \quad k=1,2, \tag{3.4}
\end{equation*}
$$

satisfies the equation

$$
\begin{equation*}
\sqrt{D_{3}} \cot \left(\lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)\right)+\sqrt{D_{2}} \cot \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right)=0 \tag{3.5}
\end{equation*}
$$

in the case of Neumann boundary conditions, and the equation

$$
\begin{equation*}
\sqrt{D_{2}} \cot \left(\lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)\right)+\sqrt{D_{3}} \cot \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right)=0 \tag{3.6}
\end{equation*}
$$

in the case of Dirichlet boundary conditions.
Proof. Due to Theorem 2.19 all singular values $\lambda$ have to satisfy (2.19) or (2.20), in the case of Neumann or Dirichlet boundary conditions, respectively. Since $D_{3}=D_{4}$ one has $G_{N}(\lambda)=G_{D}(\lambda)=\mathrm{e}^{i \lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)}$. Thus, (2.19) simplifies to

$$
\begin{align*}
& 2 i \sqrt{D_{3}}\left(F_{N}(\lambda)+F_{N}(-\lambda)\right) \sin \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right) \\
& \quad+2 \sqrt{D_{2}}\left(F_{N}(\lambda)-F_{N}(-\lambda)\right) \cos \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right)=0 \tag{3.7}
\end{align*}
$$

A singular value $\lambda$ satisfies $\sin \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right)=0$, iff the condition (3.1) is fulfilled: Indeed, by Definition 2.5 a singular value is nonzero and its real part belongs to the interval $[0,1[$, while on the other hand one has $0<\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}<3 \pi$, due to (2.16) and (2.18), since the opening angles $\theta_{4}-\theta_{3}$ and $\theta_{3}-\theta_{2}$ cannot both be greater or equal than $\pi$. Thus, unless (3.1) is fulfilled, (3.7) may be divided by $\sin \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right)$, and one ends up with (3.2). The case of Dirichlet boundary conditions can be treated similarly.

The supposition $D_{1}=D_{2}$ implies $F_{N}(\lambda)=F_{D}(\lambda)=\mathrm{e}^{i \lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)}$. Then (3.2) becomes

$$
\begin{align*}
& 2 i \sqrt{D_{3}} \cos \left(\lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)\right) \\
& \quad+2 i \sqrt{D_{2}} \sin \left(\lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)\right) \cot \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right)\right)=0 \tag{3.8}
\end{align*}
$$

If a singular value $\lambda$ does not fulfil (3.4), then we can divide (3.8) by $\sin \left(\lambda\left(\theta_{2}-\right.\right.$ $\left.\theta_{0}+\kappa_{1}+\kappa_{2}\right)$ ) and end up with (3.5). In case of Dirichlet boundary conditions the proof is analogous.

Corollary 3.2. Suppose $D_{1}=D_{2}$ and $D_{3}=D_{4}$. Then for Neumann and for Dirichlet boundary conditions all singular values are real, and there is an interval $] 0, \frac{1}{6}+\epsilon[, \epsilon>0$, which does not contain singular values. If additionally none of the opening angles $\theta_{j}-\theta_{j-1}$ exceeds $\pi$, then there is an interval $] 0, \frac{1}{4}+\epsilon[, \epsilon>0$, which does not contain singular values.

Proof. We explicitly conduct the proof only for Neumann boundary conditions. In case of Dirichlet boundary conditions one can proceed analogously. Let us assume that there are non-real singular values. A singular value $\lambda$ with non-vanishing imaginary part satisfies (3.5). On the other hand the imaginary part of (3.5) cannot vanish, if $\Im \lambda \neq 0$. Indeed, the formula

$$
\cot (\xi+i \eta)=\frac{\sin 2 \xi-i \sinh \eta}{2 \sinh ^{2} \eta+2 \sin ^{2} \xi}
$$

shows that both cotangent terms in (3.5) have a non-vanishing imaginary part with equal sign, since, due to (2.16) and (2.18), $\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}$ and $\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}$ are positive. Hence, there are only real singular values.

Due to (2.16) and (2.18), $\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}$ and $\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}$ are smaller than $3 \pi$, and even smaller than $2 \pi$, if all the opening angles are smaller than $\pi$. Consequently, the arguments of the cotangent in (3.5) are in $] 0, \pi / 2[$ for the asserted values of $\lambda$ so that the left hand side of (3.5) is strictly positive. Thus, these values of $\lambda$ cannot be singular. Furthermore, the exceptional cases (3.1) and (3.4) cannot occur for these values of $\lambda$.

### 3.2 Three materials

In this section we consider an edge where three materials meet. The direct vision prism, see Figure 1, exemplifies this constellation. The two-dimensional configuration of Definition 2.1 corresponding to the direct vision prism in Figure 1 by way of Definition 2.6 is depicted in Figure 5.

Here we regard the three-material edge as the special case of the fourmaterial configuration from Section 2.4 with equal coefficient matrices $\rho^{3}$ and $\rho^{4}$. First we calculate how the angle of anisotropy, see Definition 2.14, for the mono-material sector $K_{\theta_{2}}^{\theta_{4}}$ is related to the angles of anisotropy $\kappa_{3}$ and $\kappa_{4}$ of the sectors $K_{\theta_{2}}^{\theta_{3}}$ and $K_{\theta_{3}}^{\theta_{4}}$, respectively.

Lemma 3.3. In the constellation of Definition 2.1 with $n=4$ for the quantities (2.8) and (2.9) holds true: If $\varsigma_{4}=\varsigma_{3}$, then

$$
\begin{equation*}
\kappa_{3}+\kappa_{4}=\kappa \stackrel{\text { def }}{=} \arg \frac{\overline{\varsigma_{3}} \mathrm{e}^{-2 i \theta_{4}}+1}{\overline{\bar{\zeta}_{3}} \mathrm{e}^{-2 i \theta_{2}}+1} . \tag{3.9}
\end{equation*}
$$



Figure 5: Edge pencil of the three-material edge in the direct vision prism of Figure 1 composed of optical crown, flint, and crown again. For this constellation the angles are approximately $\theta_{0}=0, \theta_{1}=0.8, \theta_{2}=2.3, \theta_{3}=\pi$. Thus, the opening angles of all sectors are smaller than $\pi / 2$.

That means $\kappa$ is the angle of anisotropy (see Definition 2.14) for the monomaterial sector $K_{\theta_{2}}^{\theta_{4}}$. Moreover,

$$
\begin{array}{rll}
\left.\theta_{4}-\theta_{2} \in\right] 0, \pi[, & \text { iff } & \left.\theta_{4}-\theta_{2}+\kappa \in\right] 0, \pi[, \\
\theta_{4}-\theta_{2}=\pi, & \text { iff } & \theta_{4}-\theta_{2}+\kappa=\pi,  \tag{3.10}\\
\left.\theta_{4}-\theta_{2} \in\right] \pi, 2 \pi[, & \text { iff } & \left.\theta_{4}-\theta_{2}+\kappa \in\right] \pi, 2 \pi[.
\end{array}
$$

Proof. By Definition 2.14 one has

$$
\begin{aligned}
& \mathrm{e}^{i\left(\kappa_{3}+\kappa_{4}\right)}=\frac{\bar{\zeta}_{3} \mathrm{e}^{-2 i \theta_{3}}+1}{\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1} \frac{\left|\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right|}{\left|\overline{\varsigma_{3}} \mathrm{e}^{-2 i \theta_{3}}+1\right|} \frac{\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{4}}+1}{\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1} \frac{\left|\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{3}}+1\right|}{\left|\bar{\zeta}_{3} \mathrm{e}^{-2 i \theta_{4}}+1\right|} \\
&=\frac{\overline{\varsigma_{3}} \mathrm{e}^{-2 i \theta_{4}}+1}{\bar{\zeta}_{3} \mathrm{e}^{-2 i \theta_{2}}+1} \frac{\left|\overline{\mid}_{3} \mathrm{e}^{-2 i \theta_{2}}+1\right|}{\left|\bar{\varsigma}_{3} \mathrm{e}^{-2 i \theta_{4}}+1\right|}=\mathrm{e}^{i \kappa} .
\end{aligned}
$$

Thus, $\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}=\theta_{4}-\theta_{2}+\kappa+2 k \pi$, for some integer $k$. We show that $k$ must be zero.

If both opening angles $\theta_{3}-\theta_{2}$ and $\theta_{4}-\theta_{3}$ are strictly smaller than $\pi$, then due to (2.16) we have $0<\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}<2 \pi$. On the other hand Lemma 2.17 with $\chi=\bar{\zeta}_{3} \mathrm{e}^{-2 i \theta_{2}}$ and $\zeta=\theta_{4}-\theta_{2}$ provides $0<\theta_{4}-\theta_{2}+\kappa<2 \pi$. Hence, $k=0$.

If one of the opening angles $\theta_{3}-\theta_{2}$ or $\theta_{4}-\theta_{3}$ is not smaller than $\pi$, then according to (2.18) we have $\pi<\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}<3 \pi$, while Lemma 2.17 provides $\pi<\theta_{4}-\theta_{2}+\kappa<2 \pi$. Hence, again $k=0$.

Now (3.10) immediately follows from Corollary 2.18 and the definition of $\kappa$ in (3.9).

By means of Lemma 3.3 one can now specialise Theorem 3.1.

Theorem 3.4. Under the assumptions made in Theorem 3.1, and, additionally, assuming that the coefficient matrices $\rho^{3}$ and $\rho^{4}$ are equal, and that $\kappa=\kappa_{3}+\kappa_{4}$ is given by (3.9) the following holds true:

1. Every singular value $\lambda \neq \pi /\left(\theta_{4}-\theta_{2}+\kappa\right)$ satisfies (3.2), if Neumann boundary conditions are imposed, and obeys (3.3), if Dirichlet boundary conditions are imposed.
2. Suppose additionally that the determinants $D_{1}$ and $D_{2}$ of the coefficient matrices $\rho^{1}$ and $\rho^{2}$, respectively, are equal. Then all singular values are real and every singular value which is not equal to $\pi /\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)$ or $2 \pi /\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)$ satisfies

$$
\begin{equation*}
\sqrt{D_{3}} \cot \left(\lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)\right)+\sqrt{D_{2}} \cot \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa\right)\right)=0 \tag{3.11}
\end{equation*}
$$

in case of Neumann boundary conditions and

$$
\begin{equation*}
\sqrt{D_{2}} \cot \left(\lambda\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right)\right)+\sqrt{D_{3}} \cot \left(\lambda\left(\theta_{4}-\theta_{2}+\kappa\right)\right)=0 \tag{3.12}
\end{equation*}
$$

in case of Dirichlet boundary conditions.
3. If $D_{1}=D_{2}=D_{3}$, then (3.11) and (3.12) are equivalent to

$$
\begin{equation*}
\sin \left(\lambda\left(\theta_{4}-\theta_{0}+\kappa_{1}+\kappa_{2}+\kappa\right)\right)=0 \tag{3.13}
\end{equation*}
$$

provided that $\lambda$ is none of the values $k \pi /\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right), k=1,2$ and $\pi /\left(\theta_{4}-\theta_{2}+\kappa\right)$.

Proof. The first assertion follows from the first part of Theorem 3.1 and Lemma 3.3. Note that the second value, excluded by (3.1), is here larger than 1 , due to (3.10), hence, not a singular value by Definition 2.5.

As for the second assertion, from Corollary 3.2 immediately follows that the singular values are real. Furthermore, (3.11) and (3.12) result from the second part of Theorem 3.1 and Lemma 3.3.

Finally, to see that (3.13) is equivalent to (3.11) and (3.12), one uses the angle sum formula for the cotangent.

Next, under the general assumptions $\rho^{3}=\rho^{4}$ and $D_{1}=D_{2}$, we state lower bounds for the singular values, which are all real in this case, see Theorem 3.4.

Theorem 3.5. Under the assumptions made in Theorem 3.1, and, additionally, assuming that the coefficient matrices $\rho^{3}$ and $\rho^{4}$ are equal, and that the determinants $D_{1}$ and $D_{2}$ are equal, there is an $\epsilon>0$, such that the following holds true:

1. If the opening angles $\theta_{1}-\theta_{0}$ and $\theta_{2}-\theta_{1}$ of the first two material sectors do not exceed $\pi$, then all singular values are greater than $1 / 4+\epsilon$ both in the case of Neumann and of Dirichlet boundary conditions.
2. If the opening angles $\theta_{1}-\theta_{0}, \theta_{2}-\theta_{1}$, and $\theta_{4}-\theta_{2}$ of the three material sectors are not greater than $\pi$, and if at least one of the sectors $K_{\theta_{0}}^{\theta_{1}}, K_{\theta_{1}}^{\theta_{2}}$ has an opening angle not larger than $\pi / 2$, and if the corresponding coefficient matrix is scalar, then all singular values are greater than $1 / 3+\epsilon$.
3. If $D_{1}=D_{2}=D_{3}$, then the singular values are greater than $1 / 4+\epsilon$. If, additionally, no opening angle exceeds $\pi$, then the singular values are even greater than $1 / 3+\epsilon$.

Proof. To prove the first assertion we note that the values (3.4) are larger than $1 / 3$, since $\theta_{1}-\theta_{0}$ and $\theta_{2}-\theta_{1}$ do not both exceed $\pi$, see (2.18). Hence, it suffices to prove that (3.11), (3.12) cannot be fulfilled for a $\lambda \in] 0,1 / 4+\epsilon]$. (2.16) shows that $0<\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2} \leq 2 \pi$, and $0<\theta_{4}-\theta_{2}+\kappa<2 \pi$. Consequently, the left hand side of (3.11) and (3.12) cannot vanish for $\lambda \in$ $] 0,1 / 4+\epsilon]$ for some $\epsilon>0$.

As for the second assertion it suffices to prove that (3.11) and (3.12) cannot be fulfilled for a $\lambda \in] 0,1 / 3+\epsilon]$. If $\rho^{1}$ or $\rho^{2}$ is a multiple of the identity matrix, then either $\varsigma_{1}=0$ or $\varsigma_{2}=0$, see (2.8). Hence, either $\kappa_{1}=0$ or $\kappa_{2}=0$, see (2.9). Thus, according to the supposition on the corresponding opening angle, by (2.15) we have $0<\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2} \leq 3 \pi / 2$. On the other hand, $0<\theta_{4}-\theta_{2} \leq \pi$, consequently, $0<\theta_{4}-\theta_{2}+\kappa \leq \pi$ by (3.10). Hence, (3.11) and (3.12) cannot be zero as long as $\lambda \in] 0,1 / 3+\epsilon]$ for some suitable $\epsilon>0$.

Since at most one opening angle can be greater or equal $\pi$, the third assertion follows from the inequalities (2.15) and (3.10).

Remark 3.6. In order to pass from four to three sectors, one naturally also can put $\rho^{1}=\rho^{2}$ (or $\rho^{2}=\rho^{3}$ ). Analogously to Lemma 3.3 one proves that the angle of anisotropy, see Definition 2.14, for the mono-material sector $K_{\theta_{0}}^{\theta_{2}}$ (or $K_{\theta_{1}}^{\theta_{3}}$, respectively) is the sum of the angles of anisotropy of the two merged sectors. This allows to proceed again as in the preceding considerations.

Let us now summarise the results for the three-material constellation.
Theorem 3.7. Let us regard the configuration of Definition 2.1 with $n=$ 3. We assume $D_{1}=D_{2}$ and that no opening angle of a sector exceeds $\pi$. Additionally, one of the following conditions shall be satisfied:

$$
\begin{align*}
& \left(1+\left|\varsigma_{1}\right|^{2}\right) \cos \left(\theta_{1}-\theta_{0}\right)+2 \Re \varsigma_{1} \cos \left(\theta_{0}+\theta_{1}\right)-2 \Im \varsigma_{1} \sin \left(\theta_{0}+\theta_{1}\right)>0,  \tag{3.14}\\
& \left(1+\left|\varsigma_{2}\right|^{2}\right) \cos \left(\theta_{2}-\theta_{1}\right)+2 \Re \varsigma_{2} \cos \left(\theta_{1}+\theta_{2}\right)-2 \Im \varsigma_{2} \sin \left(\theta_{1}+\theta_{2}\right)>0 . \tag{3.15}
\end{align*}
$$

Then all singular values, see Definition 2.5 are real and not smaller than $1 / 3+\epsilon$ for some $\epsilon>0$. This holds for Neumann as well as for Dirichlet boundary conditions.

Proof. It suffices to show that $\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}<\frac{3 \pi}{2}$. Since, according to (2.15), $0<\theta_{1}-\theta_{0}+\kappa_{1} \leq \pi$ and $0<\theta_{2}-\theta_{1}+\kappa_{2} \leq \pi$ this is the case if $\theta_{1}-\theta_{0}+\kappa_{1}<\pi / 2$ or $\theta_{2}-\theta_{1}+\kappa_{2}<\pi / 2$. Thus, it suffices to prove that $\Re \mathrm{e}^{i\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}>0$ or $\Re \mathrm{e}^{i\left(\theta_{2}-\theta_{1}+\kappa_{2}\right)}>0$. Let us first assume that (3.14) is fulfilled. By means of (2.14) with $\zeta=\theta_{1}-\theta_{0}$ and $\chi=\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{0}}$ one obtains

$$
\Re \mathrm{e}^{i\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}=\frac{\left(1+\left|\varsigma_{1}\right|^{2}\right) \cos \left(\theta_{1}-\theta_{0}\right)+2 \Re \varsigma_{1} \cos \left(\theta_{0}+\theta_{1}\right)-2 \Im \varsigma_{1} \sin \left(\theta_{0}+\theta_{1}\right)}{\left|\bar{\varsigma}_{1} \mathrm{e}^{-2 i \theta_{0}}+1\right|\left|\bar{\varsigma}_{\mathrm{I}_{1}} \mathrm{e}^{-2 i \theta_{1}}+1\right|}>0 .
$$

In case of (3.15) one similarly gets $\Re \mathrm{e}^{i\left(\theta_{2}-\theta_{1}+\kappa_{2}\right)}>0$.
Remark 3.8. The inequality (3.14) (or (3.15)) is satisfied under the following condition: The sector $K_{\theta_{0}}^{\theta_{1}}$ (or $K_{\theta_{1}}^{\theta_{2}}$, respectively) does not intersect neither the $x$-axis nor the $y$-axis, and the coefficient matrix $\rho^{1}$ (or $\rho^{2}$, respectively) is diagonal.

Indeed, if $\rho^{1}$ is diagonal, then $\varsigma_{1}$ is real (see (2.8)) and (3.14) is equivalent to the condition

$$
\cos \left(\theta_{1}-\theta_{0}\right)+\frac{2 \varsigma_{1}}{1+\varsigma_{1}^{2}} \cos \left(\theta_{0}+\theta_{1}\right) \geq 0
$$

Thus, since $2 \varsigma_{1} /\left(1+\varsigma_{1}^{2}\right) \leq 1$, we conclude that $\Re \mathrm{e}^{i\left(\theta_{1}-\theta_{0}+\kappa_{1}\right)}$ is nonnegative if $\cos \left(\theta_{1}-\theta_{0}\right) \geq\left|\cos \left(\theta_{1}+\theta_{0}\right)\right|$. This can be readily verified since $K_{\theta_{0}}^{\theta_{1}}$ does not intersect a coordinate axis. The case of the sector $K_{\theta_{1}}^{\theta_{2}}$ and the matrix $\rho^{2}$ is analogous.

## 4 Computation of singular values

The computation of the singular values for a constellation as in Definition 2.1 - here specialised to just four materials - is based upon Theorem 2.19. One has to find the zeros of the characteristic function

$$
\begin{align*}
f_{N}(\lambda) \stackrel{\text { def }}{=} & \sqrt{D_{3}}\left(F_{N}(\lambda)+F_{N}(-\lambda)\right)\left(G_{N}(\lambda)-G_{N}(-\lambda)\right) \\
& +\sqrt{D_{2}}\left(F_{N}(\lambda)-F_{N}(-\lambda)\right)\left(G_{N}(\lambda)+G_{N}(-\lambda)\right), \quad \lambda \in \mathbb{C} \tag{4.1}
\end{align*}
$$

in case of Neumann boundary conditions, and of

$$
\begin{align*}
f_{D}(\lambda) \stackrel{\text { def }}{=} & \sqrt{D_{3}}\left(F_{D}(\lambda)-F_{D}(-\lambda)\right)\left(G_{D}(\lambda)+G_{D}(-\lambda)\right) \\
& +\sqrt{D_{2}}\left(G_{D}(\lambda)-G_{D}(-\lambda)\right)\left(F_{D}(\lambda)+F_{D}(-\lambda)\right), \quad \lambda \in \mathbb{C} \tag{4.2}
\end{align*}
$$

in case of Dirichlet boundary conditions. We only sketch how to proceed to determine these zeros. For computing the zeros of analytic functions in
general we refer to the specialised literature, see e.g. [38] and references cited there. The handling of clusters of zeros, in particular, was treated in [22].

First we note that $\lambda=0$ is a zero of both $f_{N}$ and $f_{D}$, but is by Definition 2.5 not a singular value. Indeed, in the case of Dirichlet boundary conditions ker $\mathcal{A}_{0}$ is trivial, and it contains only the constant functions in the case of Neumann boundary conditions. Thus, $\lambda=0$ does not correspond to singular solutions of the elliptic operators from Definition 2.1. Hence, we start our consideration by separating the case $\lambda=0$.

Lemma 4.1. The functions $f_{N}$ and $f_{D}$, see (4.1) and (4.2), respectively, are entire and vanish at zero of order 1 .

Proof. We explicitly verify the assertion only for $f_{N}$, but, one can analogously do so for $f_{D}$. The first derivative of $f_{N}$ in $\lambda=0$ is

$$
\begin{aligned}
& f_{N}^{\prime}(0)= 4 \sqrt{D_{3}} F_{N}(0) G_{N}^{\prime}(0)+4 \sqrt{D_{2}} G_{N}(0) F_{N}^{\prime}(0) \\
&=4 \sqrt{D_{3}} \frac{2 \sqrt{D_{2}}}{\sqrt{D_{1}}+\sqrt{D_{2}}}\left(i\left(\theta_{4}-\theta_{2}+\kappa_{3}+\kappa_{4}\right) \frac{2 \sqrt{D_{3}}}{\sqrt{D_{3}}+\sqrt{D_{4}}}\right. \\
&\left.\quad-2 i\left(\theta_{4}-\theta_{3}+\kappa_{4}\right) \frac{\sqrt{D_{3}}-\sqrt{D_{4}}}{\sqrt{D_{3}}+\sqrt{D_{4}}}\right) \\
&+4 \sqrt{D_{2}} \frac{2 \sqrt{D_{3}}}{\sqrt{D_{3}}+\sqrt{D_{4}}}\left(i\left(\theta_{2}-\theta_{0}+\kappa_{1}+\kappa_{2}\right) \frac{2 \sqrt{D_{2}}}{\sqrt{D_{1}}+\sqrt{D_{2}}}\right. \\
&\left.+2 i\left(\theta_{1}-\theta_{0}+\kappa_{1}\right) \frac{\sqrt{D_{1}}-\sqrt{D_{2}}}{\sqrt{D_{1}}+\sqrt{D_{2}}}\right) \\
&= \frac{16 i \sqrt{D_{2} D_{3}}}{\left(\sqrt{D_{1}}+\sqrt{\left.D_{2}\right)\left(\sqrt{D_{3}}+\sqrt{D_{4}}\right.}\right.} \sum_{j=1}^{4}\left(\theta_{j}-\theta_{j-1}+\kappa_{j}\right) \sqrt{D_{j}} .
\end{aligned}
$$

According to (2.15), this expression can never vanish.
Based upon the bounds for the singularities one can determine the relevant zeros of the functions $f_{N}$ and $f_{D}$ by means of the following generalisation of Cauchy's argument principle, see e.g. [28, Ch. 1, §9].

Proposition 4.2. Let $\Upsilon \subset \mathbb{C}$ be a bounded domain whose boundary $\partial \Upsilon$ is a closed, piecewise $C^{1}$ curve. If $f$ is an analytic function on $\Upsilon$ which does never vanish on $\partial \Upsilon$, then

$$
\begin{equation*}
\sum_{\ell} z_{\ell}^{k}=\frac{1}{2 \pi i} \int_{\partial \Upsilon} z^{k} \frac{f^{\prime}(z)}{f(z)} d z, \tag{4.3}
\end{equation*}
$$

where $k$ is a nonnegative integer, and the $\left\{z_{\ell}\right\}$ are the roots of $f$ within $\Upsilon$ repeated according to multiplicity.


Figure 6: A triangle $\mathcal{T}$, see (4.4), encloses all singular values. More precisely, the thick line already does so, since the disc $|\lambda| \leq r_{0}$ does not contain roots of the characteristic function apart of $\lambda=0$.

Now we outline an algorithm to determine the zeros of the functions (4.1) and (4.2). In the following $f$ is $f_{N}$ or $f_{D}$, respectively.

1. By Definition 2.5 and according to Theorem 2.9 all singular values of the problem are in the interior of a triangle

$$
\begin{equation*}
\mathcal{T} \stackrel{\text { def }}{=}\left\{\lambda_{1}+i \lambda_{2}:\left|\lambda_{2}\right| \leq \lambda_{1}\left(\epsilon+\max _{1 \leq j \leq n} \frac{\operatorname{tr} \rho^{j}}{2 \sqrt{\operatorname{det} \rho^{j}}}\right), 0<\lambda_{1}<1\right\} \tag{4.4}
\end{equation*}
$$

for any $\epsilon>0$, see Figure 6. Please note that, due to Theorem 2.19, outside $\mathcal{T}$ there are no zeros of $f$ with real part in $] 0,1[$. Since $f$ is entire, see Lemma 4.1, its roots have no finite limit point such that there is only a finite number of singular values.
2. According to Lemma 4.1 the zeros of $f$ cannot accumulate at zero. Hence, there is a disc $|\lambda| \leq r_{0}$ which does not contain zeros of $f$ apart of $\lambda=0$, see Figure 6 . Using (4.3) with $k=0$ and $\Upsilon$ given by discs with centre zero, one can compute $r_{0}$ as the radius where (4.3) - regarded as a function of the disc radius - jumps between one (inside $|\lambda|<r_{0}$ ) and an integer greater than one. Thus, by nesting intervals one easily gets an approximate of $r_{0}$.
3. The total number of singular values is given by (4.3) with $k=0$ and $\Upsilon=\mathcal{T} \backslash\left\{|\lambda| \leq r_{0}\right\}$. By nesting intervals one now can split up this domain $\Upsilon$ into a finite number of sub-domains $\Upsilon_{\ell}$ such that each sub-domain contains exactly one root of $f$. Moreover, the multiplicity of each root is finite. Please note that again (4.3) - regarded as a function of such sub-domains - is a step function, thus, well suited for an algorithm of nested intervals.
4. Finally, to compute the zeros of $f$ themselves, one makes use of the finite partition $\Upsilon=\operatorname{int}\left(\cup_{\ell} \mathrm{cl} \Upsilon_{\ell}\right)$ from the previous step, and applies (4.3) with $k=1$ and $\Upsilon=\Upsilon_{\ell}$ to get the single zero $\lambda_{\ell}$ of $f$ inside $\Upsilon_{\ell}$.

A difficulty in the implementation of the procedure outlined above is to be struck by zeros of $f$ on the boundary of prospective domains for the
application of Proposition 4.2. In particular zeros of $f$ with real part 1 pose a problem. Since $f$ is entire, see Lemma 4.1, there is only a finite number of roots on the boundary of (4.4). Thus, ultimately, one can split off all roots on the boundary of $\mathcal{T}$ with real part 1 very much in the same way as we have split off the root $\lambda=0$.

## 5 Application: L-shape of different materials

In this section we apply our results exemplarily to an elliptic div-grad operator $-\nabla \cdot \mu \nabla$, acting on a three dimensional polyhedral Lipschitz domain, and we assume that the coefficient function $\mu$ is constant on sub-polyhedra, see Definition 2.6. There is a vast literature on such transmission problems, and in particular about the aspects of (almost) optimal regularity and anisotropy of the coefficient matrices $\mu$. We only just quote a few in lieu of many others.

The case of a layered structure was treated long ago in [10], but compare also [8], [43], and [53]. In [18] and [19] more general structures were regarded with Dirichlet boundary conditions, and the continuity of $-\nabla \cdot \mu \nabla: W_{0}^{1, q} \rightarrow$ $W^{-1, q}$ for some $q>3$ was obtained. In the spatially three-dimensional case, the spaces $W^{-1, q}(\Omega)$ with $q>3$ are adequate for elliptic equations with right hand sides which include for instance measures concentrated on a surface within the three-dimensional basic domain $\Omega$. Think of surface charges in electrostatics; they cause a jump of the conormal derivative of the electrostatic potential across the surface bearing the charge. This is not coincidental, but generally the adaequatio of the mathematical model and the underlying physics also shows up in the regularity of solutions and corresponding entities in nature.

The three-dimensional L-shape of two different materials, see Figure 7, which was regarded in [15, Fig. 2] and [50, Fig. 1] may be viewed as a local part of a polyhedral Lipschitz domain composed of sub-polyhedra of different homogeneous - but, possibly anisotropic - materials, see Definition 2.6. For an example of such a domain look at the ridge waveguide multiple quantum well laser of Figure 2. The crucial point is that the material interface can meet the boundary in a region where localisation intrinsically fails to provide a convex domain.

We regard elliptic div-grad operators $-\nabla \cdot \mu \nabla$ with mixed boundary conditions on the L-shape domain. Since Dirichlet boundary conditions were treated in [18] we regard Neumann boundary conditions in the corner. However, Theorem 3.4 also allows to treat again the optimal regularity problem with Dirichlet boundary conditions in the corner.

Our result for the L-shape of different materials generalises that of [50] to
coefficient functions $\mu$ which are anisotropic material tensors. Moreover, we get an optimal regularity result within the scale of $W^{1, q}$ spaces. On this scale — in contrast to the scale of $H^{s, 2}$ spaces - the space of optimal regularity embeds into a Hölder space. Thus, our optimal regularity result fits into a unified treatment of quasi-linear parabolic equations, see [48] or [27].

First we define the relevant function spaces and elliptic div-grad operators. We regard the constellation of Definition 2.6.
Definition 5.1. If $\Omega \subset \mathbb{R}^{3}$ is a bounded Lipschitz domain and $\Gamma \subset \partial \Omega$ is an open part of its boundary, then we denote by $W_{\Gamma}^{1, p}(\Omega)$ the closure of

$$
\left\{\left.v\right|_{\Omega}: v \in C^{\infty}\left(\mathbb{R}^{3}\right), \operatorname{supp} v \cap(\partial \Omega \backslash \Gamma)=\emptyset\right\}
$$

in the Sobolev space $W^{1, p}(\Omega)$. $W_{\Gamma}^{-1, p^{\prime}}(\Omega)$ with $p^{\prime}=p /(p-1)$ denotes the dual to $W_{\Gamma}^{1, p}(\Omega)$.

We now define an elliptic div-grad operator on $\Omega$ with Neumann boundary conditions on $\Gamma$ and Dirichlet boundary conditions on $\partial \Omega \backslash \Gamma$. According to Definition $2.6 \Gamma$ is the interior of the closure of a finite union of faces of sub-polyhedra $\Omega_{k}$.

Definition 5.2. If $\Omega \subset \mathbb{R}^{3}$ and $\mu$ are as in Definition 2.6, and $\Gamma$ is accordingly, then we define $-\nabla \cdot \mu \nabla: W_{\Gamma}^{1,2}(\Omega) \rightarrow W_{\Gamma}^{-1,2}(\Omega)$ by

$$
\langle-\nabla \cdot \mu \nabla v, w\rangle \stackrel{\text { def }}{=} \int_{\Omega} \mu \nabla v \cdot \nabla \bar{w} d x, \quad v, w \in W_{\Gamma}^{1,2}(\Omega)
$$

where $\langle u, w\rangle$ indicates the dual pairing of a function $w \in W_{\Gamma}^{1,2}(\Omega)$ with a functional $u \in W_{\Gamma}^{-1,2}(\Omega)$. We denote the maximal restriction of $-\nabla \cdot \mu \nabla$ to any of the spaces $W_{\Gamma}^{-1, p}(\Omega), p>2$, by the same symbol.

Definition 5.3. Referring again to the constellation of Definition 2.6, we call $E$ a mono-material edge of $\Omega$, if $E \subset \partial \Omega$ and $E$ belongs to the closure of exactly one sub-polyhedron $\Omega_{k}$. Analogously, we call $E$ a bi-material edge of $\Omega$, if $E \subset \partial \Omega$ and $E$ belongs to the closure of exactly two subpolyhedra. Hence, $n$ in Remark 2.7 specialises to one or two, respectively. That means for every bi-material edge there exist uniquely determined angles $\theta_{0}<\theta_{1}<\theta_{2}<\theta_{0}+2 \pi$ such that $\mu_{E}$ corresponding to $\mu$ by Definition 2.6 is constant on each of the sectors $K_{\theta_{0}}^{\theta_{1}}$ and $K_{\theta_{1}}^{\theta_{2}}$, and takes there real, symmetric, positive definite $2 \times 2$ matrices as values. Mutatis mutandis we speak of threematerial edge and a multi-material edge.

Next we precisely define the three-dimensional L-shape of two different materials.


Figure 7: Three-dimensional L-shape $\Pi$ of two different materials. The material interface is darkly shaded, and the boundary part $\Gamma$ carrying Neumann boundary conditions is lightly shaded. $\Pi$ is the Cartesian product of $]-1,1[$ with the quadrangles $\square_{1}$ and $\square_{2}$ in $\mathbb{R}^{2}$.

Definition 5.4. Let $\square_{1}$ and $\square_{2}$ in $\mathbb{R}^{2}$ be two open, disjoint, convex quadrangles with one common vertex $Q$. Assume that one side of $\square_{1}$ with endpoints $Q$ and $P$ is a proper part of a side $\overline{Q R}$ of $\square_{2}$. We denote the interior of the closure of $\square_{1} \cup \square_{2}$ by $\boxminus$ and define the prism $\left.\Pi \stackrel{\text { def }}{=} \boxminus \times\right]-1,1[$. If $\overline{P S}$ is the second side of $\square_{1}$, ending in $P$, we define $\Gamma \subset \partial \Pi$ by the Cartesian product of $]-1,1$ [ with the interior of the piecewise linear curve $\overline{S P R}$. As in Definition $5.1 \Gamma$ is the (open) part of $\partial \Pi$ where Neumann boundary conditions are imposed. Furthermore, $\mu$ is a coefficient function on $\Pi$ with the values $\mu_{1}$ and $\mu_{2}$ on $\left.\square_{1} \times\right]-1,1\left[\right.$ and $\left.\square_{2} \times\right]-1,1\left[\right.$, respectively, and $\mu_{1}$ and $\mu_{2}$ are real, symmetric, positive definite $3 \times 3$ matrices. We name $\Pi$ with this material-geometric constellation three dimensional L-shape of two materials with mixed boundary conditions or simply L-shape.

Remark 5.5. For the sake of the name we have build up the L -shape in Definition 5.4 from two disjoint, convex quadrangles $\square_{1}$ and $\square_{2}$ in $\mathbb{R}^{2}$. In particular, one or both of these quadrangles $\square_{1}$ and $\square_{2}$ may degenerate to a triangle $\triangle_{1}$ and $\triangle_{2}$, respectively, see also Figure 8.


Figure 8: Cut through an L-shape by the $x-y$-plane, see Definition 5.4. The dashed line $\overline{Q P}$ is the trace of the material interface, and the bold, piecewise linear curve $\overline{S P R}$ is the trace of the surface area $\Gamma$ where a Neumann boundary condition is imposed. The dark and fair shaded areas are triangles $\triangle_{1}$ and $\triangle_{2}$ for an alternative build-up of an Lshape, see Remark 5.5.

Finally, we state our result about the three-dimensional L-shape of two different materials and mixed boundary conditions. The proof of our theorem rests upon Theorem 3.5, and additionally requires nontrivial results from [48], see also [18] and [24].

Theorem 5.6. If $\Pi$ is an L-shape in the sense of Definition 5.4, then there is a $p>3$ such that

$$
-\nabla \cdot \mu \nabla: W_{\Gamma}^{1, p}(\Pi) \rightarrow W_{\Gamma}^{-1, p}(\Pi)
$$

is a topological isomorphism.
Proof. The optimal regularity statement of Theorem 5.6 is invariant under bi-Lipschitz mappings, see [24, Prop. 16]. Hence, in a first step of the proof we can transform the L-shape accordingly. We begin with a constellation as in Definition 5.4, see also Figure 8.

Transformation 1: Without loss of generality we may suppose that the point $P$ is the origin of the coordinate system. We perform a rotation in the $x$ - $y$-plane such that the upper left $2 \times 2$ block of the matrix $\mu_{2}$, associated to $\left.\square_{2} \times\right]-1,1[$, diagonalises. Then we dilate the $x$-axis (or the $y$-axis) such that the resulting upper left $2 \times 2$ block becomes a multiple of the identity on $\mathbb{R}^{2}$. Next we again rotate in the $x$ - $y$-plane such that the transformed line $\overline{P S}$ becomes a part of the negative $x$-axis. If the quadrangle $\square_{1}$ is situated in the lower half of the $x$ - $y$-plane, we additionally reflect at the $x$-axis in the $x$ - $y$-plane. Thus, we end up with a transformed constellation, see Figure 9, where the image of the line $\overline{P S}$ is part of the negative $x$-axis, the image of $\square_{1}$ lies in the upper half of the $x$ - $y$-plane, and the left upper block of the transformed matrix $\mu_{2}$ is a multiple of the identity on $\mathbb{R}^{2}$. We denote this transformation by $\Theta_{1}$ and the image and the pre-image of $\Theta_{1}$ by the same symbol.


Figure 9: Cut through an L-shape by the $x$ - $y$-plane after Transformation 1, see the proof of Theorem 5.6. The dark and fair shaded area are the image of the correspondingly shaded parts of $\square_{1}$ and $\square_{2}$ in Figure 8. The dashed line $\overline{P Q}$ is the trace of the material interface. The line $L$ in $\mathbb{R}^{2}$ through the origin $P$ splits $\mathbb{R}^{2}$ into half spaces $H_{1}$ and $H_{2}$ in such a way that the (transformed) quadrangle $\square_{1}$ is fully in $H_{1}$ and that moreover, $L$ has an angle strictly between 0 and $\pi / 2$ with $\overline{P Q}$. The bold, piecewise linear curve $\overline{S P R}$ is the trace of the surface area $\Gamma$ where a Neumann boundary condition is imposed.

Let $L$ be a line in $\mathbb{R}^{2}$ through the origin $P$, which does not intersect $\square_{1}$ and cuts through $\square_{2}$ in such a way that the angle in $\square_{2}$ between $L$ and $\overline{P Q}$ is strictly between 0 and $\pi / 2$. We denote the component of $\mathbb{R}^{2} \backslash L$ which contains $\square_{1}$ by $H_{1}$, the other by $H_{2}$.

Transformation 2: Now we define a linear mapping $\Theta: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ which is the identity on $L$ and maps the point $R$ onto a point of the positive $x$-axis in such a way that the determinant of $\Theta$ has the absolute value 1. Figure 10 shows the constellation of Figure 9 after transformation by $\Theta$. Then

$$
\Theta_{2}(x, y, z) \stackrel{\text { def }}{=} \begin{cases}(x, y, z) & \text { if }(x, y) \in H_{1} \cup L  \tag{5.1}\\ (\Theta(x, y), z) & \text { if }(x, y) \in H_{2}\end{cases}
$$

provides a bi-Lipschitzian mapping of $\mathbb{R}^{3}$ onto itself. The resulting object after applying $\Theta_{1}$ and $\Theta_{2}$ to the L-shape is the Cartesian product of the interval $]-1,1[$ of the $z$-axis with the image of $\boxminus$, see Definition 5.4. On the interior of the side $\overline{S R} \times]-1,1[$ - a rectangle in the $x$ - $z$-plane - Neumann


Figure 10: Cut through an L-shape by the $x$ - $y$-plane after the Transformations 1 and 2 , see the proof of Theorem 5.6. The dashed line $\overline{P Q}$ is the trace of the original material interface. After Transformation 2 there is a new material interface $\overline{P T}$ on the line $L$ separating the half-planes $H_{1}$ and $H_{2}$. The transformation $\Theta$, see (5.1), is the identity on $H_{1} \cup L$. The $\Theta$-image of the fair shaded area in Figure 9 is not a triangle anymore. On each of the differently shaded areas the coefficient matrix is constant. The union of all shaded areas is the image of all shaded areas in Figure 9. In particular, the fair and medium shaded areas have the same coefficients as the corresponding shades indicate in Figure 9. The bold segment $\overline{S R}$ is the trace of the surface area $\Gamma$ where a Neumann boundary condition is imposed.
boundary conditions are imposed. The edge $E=P \times]-1,1[$ is a threematerial edge, and its edge pencil, see Definition 2.6 and Definition 2.1 has the following properties: The opening angle $\theta_{2}-\theta_{1}$ of the middle sector is smaller than $\pi / 2$ and the corresponding matrix $\rho_{2}$ is a positive multiple of the identity matrix. Moreover, $\operatorname{det} \rho_{2}=\operatorname{det} \rho_{1}$ since $|\operatorname{det} \Theta|=1$; nota bene the transformation rule for coefficient matrices of div-grad operators under bi-Lipschitz transforms, see [24, Prop. 16]. Hence, by the second statement of Theorem 3.5 all singular values of the edge pencil $E$ are real and greater than $1 / 3+\epsilon$ for some $\epsilon>0$.

Transformation 3: We now treat the L -shape $\Pi$, already transformed by $\Theta_{1}$ and $\Theta_{2}$, by reflection at the $x$ - $z$-plane, see [24, Prop. 17]. Please note in
particular the rule [24, Eq. 22] of material reflection:

$$
\rho(x, y) \stackrel{\text { def }}{=} \begin{cases}\left(\begin{array}{cc}
\rho_{11}^{j} & \rho_{12}^{j} \\
\rho_{12}^{j} & \rho_{22}^{j}
\end{array}\right) & \text { if }(x, y) \in K_{\theta_{j-1}}^{\theta_{j}}, \\
\left(\begin{array}{cc}
\rho_{11}^{j} & -\rho_{12}^{j} \\
-\rho_{12}^{j} & \rho_{22}^{j}
\end{array}\right) & \text { if }(x,-y) \in K_{\theta_{j-1}}^{\theta_{j}} .\end{cases}
$$

Thus, we end up with an elliptic problem on a polyhedral domain with Dirichlet boundary conditions and constant coefficient matrices on polyhedral subdomains, more precisely we are in the constellation which was regarded in $[18, \S 2.2]$. Here the edges of this constellation are the interior edge $E$ and mono- and bi-material edges on the boundary.

Conclusion: We now show that for all edges the real part of any singularity, see Definition 2.5, is greater than $1 / 3+\epsilon$ for some $\epsilon>0$. Then the assertion of Theorem 5.6 follows by means of [18, Thm. 2.2].

The mono-material edges of our transformed problem do not have edge singularities with real part smaller or equal than $1 / 2$, see [24, Thm. 24]. The edge pencils at bi-material edges intersecting $L$ only have opening angles not greater than $\pi$ by construction. Hence, [24, Thm. 25] implies that the real part of these edge singularities is greater than $1 / 2$. The bi-material edge through the point $Q$ is the result of Transformation 1. Since the pre-images $\square_{1}$ and $\square_{2}$ are convex, see Definition 5.4, the edge pencil at $Q$ has opening angles smaller than $\pi$. Thus, again [24, Thm. 25] applies and the real part of these edge singularities too is greater than $1 / 2$. The same holds true for the reflected edge. As for the interior edge $E$ the assertion follows from Theorem 3.5 and the following Proposition 5.7.
Proposition 5.7. Let us assume the constellation of Definition 2.1 and in particular $\theta_{0}=0$ and $\theta_{n}=\pi$. Moreover, we define functions $b_{0}, b_{1}$, and $b_{2}$ almost everywhere on $]-\pi, \pi$ ] by

$$
\begin{aligned}
& b_{0}(-\theta) \stackrel{\text { def }}{=} b_{0}(\theta) \stackrel{\text { def }}{=} \rho_{11}^{j} \cos ^{2} \theta+2 \rho_{12}^{j} \sin \theta \cos \theta+\rho_{22}^{j} \sin ^{2} \theta, \\
&-b_{1}(-\theta) \stackrel{\text { def }}{=} b_{1}(\theta) \stackrel{\text { def }}{=}\left(\rho_{22}^{j}-\rho_{11}^{j}\right) \sin \theta \cos \theta+\rho_{12}^{j}\left(\cos ^{2} \theta-\sin ^{2} \theta\right), \\
& b_{2}(-\theta) \xlongequal{\text { def }} b_{2}(\theta) \stackrel{\text { def }}{=} \rho_{11}^{j} \sin ^{2} \theta-2 \rho_{12}^{j} \sin \theta \cos \theta+\rho_{22}^{j} \cos ^{2} \theta
\end{aligned}
$$

for $\theta_{j-1}<\theta<\theta_{j}, j=1, \ldots, n$. Further, we define for every $\lambda \in \mathbb{C}$ the quadratic form

$$
\begin{aligned}
& \int_{-\pi}^{\pi} b_{2} \psi^{\prime} \overline{\psi^{\prime}}+\lambda b_{1} \psi \overline{\psi^{\prime}}-\lambda b_{1} \psi^{\prime} \bar{\psi}-\lambda^{2} b_{0} \psi \bar{\psi} d \theta \\
& \psi \in W^{1,2}(-\pi, \pi) \cap\{\psi: \psi(-\pi)=\psi(\pi)\}
\end{aligned}
$$

Then for every $\lambda \in \mathbb{C}$ with $\Re \lambda>0$ the operator induced by this quadratic form on $L^{2}(-\pi, \pi)$ has a nontrivial kernel iff $A_{\lambda}$ with Dirichlet boundary conditions has a nontrivial kernel and $A_{\lambda}$ with Neumann boundary conditions has a nontrivial kernel, see Definition 2.3.

Proposition 5.7 was proved in [24, Lemma 22] for the case $0=\theta_{0}<\theta_{1}<$ $\theta_{2}=\pi$, that means for two sectors in the half plane $y>0$. This proof mutatis mutandis carries over to the case of multiple sectors.

## 6 Concluding remarks

In this paper we have investigated the singularities of div-grad operators at a multi-material edge on a Dirichlet or a Neumann boundary part of the domain, see Definition 2.1. Analogously, it is possible to deal with the case of mixed boundary conditions which change from Dirichlet to Neumann at the edge. This can be done by specifying the space $\mathcal{H}$ in Definition 2.3 appropriately between $W_{0}^{1,2}\left(\theta_{0}, \theta_{n}\right)$ and $W^{1,2}\left(\theta_{0}, \theta_{n}\right)$. We have omitted to treat this case here explicitly, because it is well known that for this constellation even for bi-material edge examples there are arbitrarily small singular values, see [49] and [24, Rem. 28]. Nota bene, however, the model problems in [24] including mixed boundary conditions and material heterogeneities meeting at a point on the surface. On the other hand the analogon of Theorem 2.19 for a multi-material edge with mixed boundary conditions would allow to calculate the roots of the characteristic equation for every specific constellation. But then one already has the well established procedure from [13].

We have restricted our considerations here to the case of up to four materials meeting at an edge. Based upon the characterisation of singularities in Section 2.3 it is possible to derive transcendental equations for the singular values analogously to Section 2.4 also for other multi-material edges. However, this is cumbersome and one might be better off with using techniques from [13] right from the beginning then. Moreover, for more than four materials one cannot obviously delimitate constellations which allow uniform estimates of the real part of singularities from below.

In Section 3 we have characterised classes of multi-material problems with uniformly bounded singularities. The equivalence relation for classification is the equality of the determinant of the coefficient matrix for two or more materials at a multi-material edge. Thus, if there is no anisotropy, the multimaterial edges under consideration in a specific class, actually, are edges with less materials around. In this sense we here have dealt with the generically anisotropic case.
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