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#### Abstract

This paper deals with a new mathematical model to characterize the interaction between machine and workpiece in a milling process. The model consists of a harmonic oscillator equation for the dynamics of the cutter and a linear thermoelastic workpiece model. The coupling through the cutting force adds delay terms and further nonlinear effects. After a short derivation of the governing equations it is shown that the complete system admits a unique weak solution. A numerical solution strategy is outlined and complemented by numerical simulations of stable and unstable cutting conditions.


## 1 Introduction

A milling machine is a machine tool for the shaping of metal or other solids. Its basic components are a rotating cutter and a table on which the workpiece is mounted. The modelling of milling dynamics, the determination of stable cutting conditions and the design of more efficient milling machines are important research fields in production technology. Effective methods to predict stable processes have been developed in recent years (cf. Altintas et al. [2], Faassen [5]).
An essential part of these methods is an abstract dynamical model, represented by an ordinary differential equation. Adjusted to vibration measurement data it reproduces local characteristics of the actual milling system in terms of the dynamics at the tip of the cutter. Its combination with a process model to describe the cutting forces leads to a delay-differential equation (DDE). The last decade has seen a number of approaches to identify efficiently stable machining parameters by means of bifurcation analysis of these DDE systems (cf., e.g., Faassen [5], Insperger [9]).

However, these methods provide only few detailed information about the dynamics of the entire process. Therefore the focus of this paper is the derivation of an improved model allowing for the inclusion of workpiece effects. In addition to the DDE model for the cutter the workpiece is accounted for by a thermoelastic material model. The coupling is realised through the cutting force. This approach allows for a refined stability analysis and will eventually lead an improved theoretical derivation of stable cutting conditions.

The paper is organised as follows: In Section 2 we derive the model equations. Section 3 is devoted to a mathematical analysis of the resulting system of equations in the case of vanishing feed velocity. In that case we are able to prove the existence of a unique weak solution to a slightly regularised model. An algorithm for the numerical approximation of the new milling model is outlined in Section 4. Particular attention is paid to the changing workpiece geometry in the case of non-zero feeding velocity. Numerical results for different scenarios corresponding to stable and unstable cutting conditions are included. The last section is devoted to some concluding remarks.

## 2 Modelling

### 2.1 Preliminaries

Figure 1 shows the principal components of the milling model to be developed. Typically, the influence of the machine on the cutter tip dynamics is described as a multibody system accounting for the many different construction components in terms of rigid bodies coupled through springs and dashpots. Since the focus of our investigations lies in the interplay between machine and workpiece dynamics, it is sufficient to model the cutter as a point mass that may vibrate in $x, y$-plane.

The workpiece is assumed to behave like a thermo-elastic continuum. We denote the workpiece domain with $\Omega(t) \subset \mathbb{R}^{3}$. The value $u(t, x)$ represents the deformation field and $T(t, x)$ the workpiece temperature.

We consider a milling process proceeding in the time interval $\left[0, t_{e}\right]$. The cutter has $N_{z}$ teeth and rotates $N_{r}=n / t_{e}$ rounds in the respective time interval. With the rotation speed $n$, we define the rotation angle of tooth ' j ' by $\varphi^{j}(t)=2 \pi n t+2(j-1) \pi / N_{z}$, where $j=1,2, \ldots, N_{z}$. Note that the cutter considered here has straight edges. For a helix cutter an additional term has to be added to the latter equation.


Figure 1: Schematic representation of the milling process.

Moreover, we initialize the rotation angle of the first tooth as $\varphi^{1}(0)=\varphi_{S}$, where $\varphi_{S}$ is the entry angle at which the cutter first touches the workpiece. The tooth period $\tau=\left(n N_{z}\right)^{-1}$ is defined as the time the cutter needs to rotate around the pitch angle $2 \pi / N_{z}$, i.e., the angle between two teeth. Another characteristic value in milling is the feed per tooth $f_{z}$, the distance that the cutter covers during one tooth period. The cutter removes material from the workpiece if the angle $\left(\varphi^{j}(t) \bmod 2 \pi\right)$ is greater then the entry angle $\varphi_{S}$ and smaller than the exit angle $\varphi_{E}$.
During the milling process, the cutting forces arising from the chip removal act on the cutter and on the workpiece simultaneously. Furthermore, the generated heat flows partly into the workpiece. These effects occur in vicinity of the cutting edge. Thus, the zone $\Gamma(t)$, where the cutting stress acts on and the heat flows into the work piece is not constant but moves with the cutting edge (cf. Figure 1).

### 2.2 Model equations

### 2.2.1 Milling machine

The milling cutter has a mass $m_{c}$ and the coordinates $q=\left(q_{x}, q_{y}, q_{z}\right)^{T}$ measure the movement of its centre of mass with respect to the inertial reference frame $(x, y, z)$. Note that the cutter oscillates in the $x, y$-plane. The additional $z$-component has been introduced to ease the coupling with the workpiece model to be discussed later. The coordinates in the cutter reference frame are related to those of the workpiece reference frame by a linear, time dependent transformation,

$$
\begin{equation*}
(x, y, z)=(X, Y, Z)-b(t), \tag{2.1}
\end{equation*}
$$

where $b(t)=\left(X_{0}-f_{z} \frac{t}{\tau}, Y_{0}, Z_{0}\right)$ denotes the translation vector given in the workpiece frame. With these preliminaries we get, according to Newton's second law, the equation of motion for the cutter model:

$$
\ddot{q}+\left[\begin{array}{ccc}
2 \xi_{1} \omega_{1} & 0 & 0  \tag{2.2}\\
0 & 2 \xi_{2} \omega_{2} & 0 \\
0 & 0 & 0
\end{array}\right] \dot{q}+\left[\begin{array}{ccc}
\omega_{1}^{2} & 0 & 0 \\
0 & \omega_{2}^{2} & 0 \\
0 & 0 & 1
\end{array}\right] q=\frac{1}{m_{c}}\left[\begin{array}{c}
F_{x} \\
F_{y} \\
0
\end{array}\right],
$$

where the Eigen angular frequencies in $x$ - and $y$-direction are denoted by $\omega_{i}=2 \pi f_{i}=$ $\sqrt{\frac{k_{i}}{m_{c}}}>0$. The modal damping in each direction is represented by $\xi_{i}=\frac{d_{i}}{2 m_{c} k_{i}}>0$. The right hand side of (2.2) takes into account the cutting force, a sum of the forces acting on each tooth in cut.

### 2.2.2 Workpiece

We assume that the largest part of the workpiece behaves like a thermoelastic material. Only in the vicinity of the cutting edge, visco-elasto-plastic effects have to be taken into account. However, these effects are already included in the empirical cutting force model, which means that we may focus here on the thermo-elastic behaviour of the workpiece.

The corresponding equations read as follows (see, e.g., [7]):

$$
\begin{align*}
u_{t t} & =\frac{1}{\varrho} \operatorname{div}(\sigma),  \tag{2.3}\\
\sigma & =\lambda \operatorname{tr}(\varepsilon) I+2 \mu \varepsilon-3 K \alpha\left(T-T_{0}\right) I \quad \text { with } \quad K=\left(\lambda+\frac{2}{3} \mu\right),  \tag{2.4}\\
\varepsilon & =\frac{1}{2}\left(\nabla u+(\nabla u)^{T}\right),  \tag{2.5}\\
\varrho c_{v} T_{t} & =\kappa \Delta T-3 K \alpha T_{0} \operatorname{div}\left(u_{t}\right), \tag{2.6}
\end{align*}
$$

where $\lambda$ and $\mu$ are the Lamé constants, $T_{0}$ denotes the initial temperature, $\kappa$ the heat conductivity and $\alpha$ is the thermal expansion coefficient.

### 2.3 Coupling

### 2.3.1 Boundary Conditions

The basis for the coupling of workpiece and machine model is the cutting force. Usually, the latter is computed in terms of the so-called uncut chip thickness (see, e.g., [1]), which describes the thickness of the material to be removed by the tooth which is in cut (see Sec. 2.3.2). Here we use the following algebraic relation between uncut chip thickness and the cutting forces due to Weck [13]):

$$
\begin{equation*}
\hat{F}=\left(\hat{F}_{R}, \hat{F}_{T}, \hat{F}_{Z}\right)^{T}=a_{P} \hat{K}\left(\bar{T}, v_{C S}\right) \max (h, 0) \tag{2.7}
\end{equation*}
$$

where $\hat{K}\left(\bar{T}, v_{C S}\right)$ denotes the vector of cutting constants which can be a function of cutting speed (cf. Faassen [5]) and of the temperature in the cutting zone. Note that the precise form of $\hat{K}\left(\bar{T}, v_{C S}\right)$ has to be found experimentally. On the cutting edge the forces act in three directions: perpendicular to the cutting velocity, in opposite direction to the cutting velocity and parallel to the rotation axis of the cutter. Note that the $z$-component of $\hat{K}\left(\bar{T}, v_{C S}\right)$ vanishes for orthogonal cutting. We transform equation (2.7) into the workpiece reference frame and sum up for all teeth to obtain

$$
\begin{gather*}
F=\left(F_{x}, F_{y}, F_{z}\right)^{T}=-\sum_{j=1}^{N_{z}} g\left(\varphi^{j}(t)\right) O\left(\varphi^{j}(t)\right) \hat{F},  \tag{2.8}\\
\text { with } O\left(\varphi^{j}\right)=\left[\begin{array}{ccc}
\cos \varphi^{j} & -\sin \varphi^{j} & 0 \\
\sin \varphi^{j} & \cos \varphi^{j} & 0 \\
0 & 0 & 1
\end{array}\right] .
\end{gather*}
$$

Here, $g=1$, if the corresponding tooth ' j ' is in cut and $g=0$ otherwise. The orthogonal matrix $O\left(\varphi^{j}\right)$ transforms the forces $\hat{F}$ into the workpiece reference frame.
Now we define the boundary condition for the momentum balance (cf. (2.6)) as:

$$
\begin{align*}
u & =0 \quad \text { on } \quad \Gamma_{D}, \\
\sigma \cdot n & = \begin{cases}\frac{F}{\Gamma(t) \mid} & \text { on } \Gamma(t) \times\left(0, t_{e}\right) . \\
0 & \text { otherwise. }\end{cases} \tag{2.9}
\end{align*}
$$

$|\Gamma(t)|$ denotes the measure of the area, where the cutting force acts on the workpiece (cf. Figure 1).
The boundary condition for the energy balance has a similar structure:

$$
\begin{align*}
T & =T_{0} \quad \text { on } \quad \Gamma_{D}, \\
-\kappa \nabla T \cdot n & = \begin{cases}Q_{H F}\left(t, \hat{F}, v_{C S}\right) & \text { on } \Gamma(t) \times\left(0, t_{e}\right), \\
0 & \text { otherwise. }\end{cases} \tag{2.10}
\end{align*}
$$

The value $v_{C S}=\pi D n$ denotes the cutting speed, i.e. the tangential velocity at the cutting edge. Finally, we have to estimate the heat flux into the workpiece, $Q_{H F}$. During material removal, the chip experiences large plastic deformations and high deformation rates. Since the elastic deformations are negligible we assume that the cutting energy is completely transformed into heat, which flows into the cutter, the chip and the workpiece. Thus we need to estimate the portion of the cutting heat that flows into the work piece. We assumed orthogonal cutting, which means that the cutting forces do not depend on the z -direction. Hence, on each $\mathrm{x}, \mathrm{y}$-level we have the same cutting conditions as in turning, such that we can apply the results of [11] leading to the following expression for the heat flux:

$$
\begin{equation*}
Q_{H F}=-\left(2 \beta_{F r 2}+\beta_{S h 2}\right) \frac{c_{T} l_{c 2} v_{C S} \hat{F}_{T}}{3 h}+\beta_{C h}\left(F_{s} v_{s}+F_{u} v_{C}\right) \tag{2.11}
\end{equation*}
$$

where we used the abbreviations

$$
\begin{align*}
& F_{s}=\hat{F}_{T}^{*} \cos \left(\Phi_{C}\right)-\hat{F}_{R}^{*} \sin \left(\Phi_{C}\right),  \tag{2.12}\\
& F_{u}=\hat{F}_{T}^{*} \cos \left(\alpha_{R}\right)-\hat{F}_{R}^{*} \sin \left(\alpha_{R}\right),  \tag{2.13}\\
& \hat{F}_{R}^{*}=\left(1-\frac{c_{R} l_{c 2}}{h}\right) \hat{F}_{R},  \tag{2.14}\\
& \hat{F}_{T}^{*}=\left(1-\frac{c_{T} l_{c 2}}{h}\right) \hat{F}_{T} . \tag{2.15}
\end{align*}
$$

The velocities are related to the cutting speed $v_{C S}$ as follows:

$$
\begin{align*}
& v_{s}=v_{C S} \frac{\cos \left(\alpha_{R}\right)}{\cos \left(\Phi_{C}-\alpha_{R}\right)},  \tag{2.16}\\
& v_{C}=v_{C S} \frac{\sin \left(\Phi_{C}\right)}{\cos \left(\Phi_{C}-\alpha_{R}\right)}, \tag{2.17}
\end{align*}
$$

with the approximate shear angle derived by Ernst and Merchant [4], $\Phi_{C}=\pi / 4-\delta_{\Phi} / 2$ or by Lee and Schafer [10]: $\Phi_{C}=\pi / 4-\delta_{\Phi}$, and $\delta_{\Phi}$ given by

$$
\begin{equation*}
\delta_{\Phi}=\arctan \left(\frac{\hat{F}_{R}^{*}}{\hat{F}_{T}^{*}}\right) . \tag{2.18}
\end{equation*}
$$

Note that, according to Altintas [1], $\alpha_{R}$ denotes the rake angle of the cutting edge, a value that describes the cutter geometry. The remaining parameters $l_{c 2}, c_{T}, c_{R}, \beta_{F r 2}, \beta_{S h 2}$ and $\beta_{C h}$ are either given by Harris [6] or they have to be determined experimentally.


Figure 2: Derivation of the uncut chip thickness.

### 2.3.2 Uncut chip thickness

The crucial point is to derive an expression for the uncut chip thickness $h$. To this end, we look at a $z=$ const plane and assume that cutter and work piece may oscillate independently (cf. Figure 2). At time $t$ the cutter marks with its tip a certain material point $R_{P}$ of the workpiece moved to its position due to the deformation field $u\left(t, R_{P}\right)$. Thus, we may express the point $P(t)$ using on the one hand the workpiece kinematics and on the other hand the cutter position:

$$
\begin{align*}
P(t) & =u\left(t, R_{P}\right)+R_{P}, \\
& =R_{00^{\prime}}(t)+\frac{D}{2} e_{r}^{j}+q(t), \tag{2.19}
\end{align*}
$$

where D denotes the diameter of the cutter. Usually, the uncut chip thickness is defined as:

$$
\begin{equation*}
h=(P(t)-Q(t)) \cdot e_{r}^{j}, \tag{2.20}
\end{equation*}
$$

with $e_{r}^{j}=\left(\cos \varphi^{j}, \sin \varphi^{j}, 0\right)^{T}$ representing the unit vector in radial direction of tooth ' $j$ ' at time $t . Q(t)$ represents the relevant part of the workpiece surface created during the
preceding cut. Recall that at time $t-\tau$ the cutter marked another material point $R_{Q}$ that was moved to its position due to the deformation field $u\left(t-\tau, R_{Q}\right)$. Thus equation (2.19) also holds at time $t-\tau$, i.e.,

$$
\begin{equation*}
u\left(t-\tau, R_{Q}\right)+R_{Q}=R_{00^{\prime}}(t-\tau)+\frac{D}{2} e_{r}^{j}+q(t-\tau) \tag{2.21}
\end{equation*}
$$

Furthermore, it is clear that the material point $R_{Q}$ is also subjected to the workpiece deformation field $u\left(t, R_{Q}\right)$ at time $t$, which means that it is located at position

$$
Q(t)=u\left(t, R_{Q}\right)+R_{Q}
$$

For better visibility, the distance between the material points $R_{P}$ and $R_{Q}$ has been artificially magnified in Figure 2. In fact, they are quite close. In particular, it is fair to assume that the difference in displacement fields for $Q$ and $P$ is small, i.e.

$$
u\left(t, R_{Q}\right) \approx u\left(t, R_{P}\right)
$$

then we obtain

$$
\begin{equation*}
Q(t)=u\left(t, R_{P}\right)+R_{Q} \tag{2.22}
\end{equation*}
$$

Finally, we replace $R_{Q}$ in equation (2.22) using equation (2.21), which yields the expression

$$
\begin{equation*}
Q(t)=q(t-\tau)+u\left(t, R_{P}\right)-u\left(t-\tau, R_{Q}\right)+R_{00^{\prime}}(t-\tau)+\frac{D}{2} e_{r}^{j} \tag{2.23}
\end{equation*}
$$

Using (2.19), we obtain

$$
\begin{equation*}
P(t)-Q(t)=R_{00^{\prime}}(t)-R_{00^{\prime}}(t-\tau)+q(t)-q(t-\tau)-u\left(t, R_{P}\right)-u\left(t-\tau, R_{Q}\right) . \tag{2.24}
\end{equation*}
$$

leading to the following expression for the uncut chip thickness:

$$
\begin{equation*}
h=-f_{z} \cos \varphi^{j}+(q(t)-q(t-\tau)) \cdot e_{r}^{j}-\left(u\left(t, R_{P}\right)-u\left(t-\tau, R_{Q}\right)\right) \cdot e_{r}^{j} . \tag{2.25}
\end{equation*}
$$

We notice that the uncut chip thickness consists of three different parts. The first one represents just the cutter displacement due to the given feed. Projected on the radial direction, it yields the stationary uncut chip thickness. The second part represents the machine oscillations and produces the modulation of the chip thickness that has been identified to be the main reason for chatter. The third contribution to the uncut chip thickness is related to the workpiece deformation. While the first two terms are wellknown, the third one is new. With this approach, for the first time, the influence of complex workpiece dynamics on the stability of milling processes can be studied.

## 3 Analysis of the coupled system

In this section we assume that the feeding velocity $f_{z}$ of the cutter is equal to zero. Then the dominating term in the uncut chip thickness (2.25) vanishes and it is fair to assume that the workpiece geometry remains unchanged during the process. In this situation the cutter tip acts on the workpiece as a time dependent force boundary condition.

To analyse the coupled PDE/DDE system we use the method of steps. To this end, we divide the time interval $\left[0, t_{e}\right]$ into subintervals with the length $\tau$, tacitly assuming $t_{E}$ to be a multiple of $\tau$. For given initial data on the interval $[-\tau, 0]$ we analyse the system in $[0, \tau]$. Then iteratively, we use the solution in $[(l-1) \tau, l \tau]$ as initial data for the following tooth period and perform the analysis for the interval $[l \tau,(l+1) \tau]$.
We assume $\Omega \subset \mathbb{R}^{3}$ to be a bounded domain with Lipschitz boundary, and $\partial \Omega=\Gamma_{0} \cup$ $\Gamma(t) \cup \Gamma_{R}(t)$ where meas $\left(\Gamma_{0}\right)>0$ and the part $\Gamma_{0}$ is constant in time. $\Gamma(t)$ is a part of the boundary whose evolution in time is known and there exist constants $\Gamma_{1}, \Gamma_{2}>0$ such that $\Gamma_{1}<\operatorname{meas}(\Gamma(t))<\Gamma_{2}$ for all times. Moreover, $\Gamma_{R}(t)=\partial \Omega \backslash\left(\Gamma_{0} \cup \Gamma(t)\right)$ and $\operatorname{meas}\left(\Gamma_{R}(t)\right)>0$ for all times. In the space-time cylinder $\Omega \times(l \tau,(l+1) \tau)$ we consider the following system of equations from linear thermoelasticity in the dynamical setting:

$$
\begin{align*}
\varrho \ddot{u}(x, t)-\operatorname{div} \sigma(x, t) & =0  \tag{3.1}\\
\sigma(x, t) & =A\left(\varepsilon(u(x, t))-\varepsilon^{t h}(x, t)\right)+\delta \varepsilon(\dot{u}(x, t))  \tag{3.2}\\
\varrho c_{v} \dot{T}(x, t)-\operatorname{div}(\kappa \nabla T(x, t)) & =-3 K \alpha T_{0}(x) \operatorname{div} \dot{u}(x, t), \tag{3.3}
\end{align*}
$$

where $\varrho, c_{v}, K, \alpha$ have already been introduced in Section 2.2 .2 and $\delta$ is a constant, $A_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mu\left(\delta_{i l} \delta_{j k}+\delta_{j l} \delta_{i k}\right)$ is the constant elasticity tensor, and $T_{0}$ is the initial temperature. The system is studied with the following initial conditions for $l>0$ :

$$
\begin{equation*}
u(x, l \tau)=u^{l-1}(x, l \tau), \quad \dot{u}(x, l \tau)=\dot{u}^{l-1}(x, l \tau), \quad T(x, l \tau)=T^{l-1}(x, l \tau) \tag{3.4}
\end{equation*}
$$

where $\left(u^{l-1}, T^{l-1}\right)$ is the solution on $\Omega \times((l-1) \tau, l \tau)$. If $l=0$ we use the initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}, \quad \dot{u}(x, 0)=u_{1}, \quad T(x, 0)=T_{0}(x) \tag{3.5}
\end{equation*}
$$

for which we assume

$$
u_{0} \in V, \quad u_{1} \in L^{2}\left(\Omega ; \mathbb{R}^{3}\right), \quad T_{0} \in L^{\infty}(\Omega),
$$

with $V=\left\{v \in H^{1}\left(\Omega ; \mathbb{R}^{3}\right):\left.v\right|_{\Gamma_{0}}=0\right\}$.
As detailed in the previous section the coupling between cutter and workpiece dynamics is realized through the cutting force (cf. (2.7), (2.8)), which enters the boundary conditions for the momentum balance (2.9) as well as the one for the energy balance (2.10). The crucial part here is the uncut chip thickness $h$ which is defined in (2.25). Since we assume that the cutting forces act on the surface part $\Gamma(t)$, we replace $h$ in the cutting force model (2.7) by its mean value on $\Gamma(t)$. To this end, we define the mean values $\bar{u}, \bar{T}$ by

$$
\bar{u}(t)=\oint_{\Gamma(t)} u(x, t) d S(x), \quad \bar{T}(t)=\oint_{\Gamma(t)} T(x, t) d S(x) .
$$

This allows to rewrite the boundary condition for the momentum balance as

$$
\begin{align*}
\left.u(x, t)\right|_{\Gamma_{0}} & =0 \\
\sigma(x, t) \nu(x) & = \begin{cases}0 & \text { on } \Gamma_{R}(t) \\
f_{2}(q(t), q(t-\tau), \bar{u}(t), \bar{u}(t-\tau), \bar{T}(t)) & \text { on } \Gamma(t)\end{cases} \tag{3.6}
\end{align*}
$$

We assume that the given function $f_{2}$ is a global Lipschitz function. Moreover, $\bar{u}(t-\tau)$ is defined by

$$
\begin{equation*}
\bar{u}(s)=\bar{u}^{l-1}(s) \quad \text { for } s \in[(l-1) \tau, l \tau], \tag{3.7}
\end{equation*}
$$

where $u^{l-1}$ corresponds to the solution on $[(l-1) \tau, l \tau]$. For $l=0$ we define

$$
\begin{equation*}
\bar{u}(s)=\omega_{2}(s) \quad \text { for } s \in[-\tau, 0] \tag{3.8}
\end{equation*}
$$

where $\omega_{2}$ is a given smooth function.
Similarly, the boundary conditions for the energy balance are rewritten as

$$
\kappa \frac{\partial T}{\partial \nu}(x, t)= \begin{cases}-\alpha_{H}\left(T(x, t)-T_{T}\right) & \text { on } \Gamma_{0}  \tag{3.9}\\ f_{1}(q(t), q(t-\tau), \bar{u}(t), \bar{u}(t-\tau), \bar{T}(t)) & \text { on } \Gamma(t) \\ 0 & \text { on } \Gamma_{R}(t)\end{cases}
$$

where $\kappa, T_{T}$ are positive constants and the given function $f_{1}$ is globally Lipschitz. Finally, $q:(l \tau,(l+1) \tau) \longrightarrow \mathbb{R}^{3}$ is the solution to the DDE , describing the movement of the centre of mass of the milling cutter, cf. (2.2), which we rewrite as

$$
\begin{equation*}
\ddot{q}(t)+D \dot{q}(t)+K q(t)=B(t, \bar{T}(t))(q(t)-q(t-\tau)-\bar{u}(t)+\bar{u}(t-\tau)) \tag{3.10}
\end{equation*}
$$

with the following initial condition for $l>0$ :

$$
\begin{equation*}
q(s)=q^{l-1}(s) \quad \text { for } s \in[(l-1) \tau, l \tau] \tag{3.11}
\end{equation*}
$$

where $\left(u^{l-1}, q^{l-1}\right)$ correspond to the solution on $[(l-1) \tau, l \tau]$. For $l=0$ we define

$$
\begin{equation*}
q(s)=\omega_{1}(s) \text { for } s \in[-\tau, 0] \tag{3.12}
\end{equation*}
$$

where $\omega_{1}$ is a given smooth function with vanishing $z$-component.
In view of Section 2.2.1 the matrices $D, K$ are symmetric and positive definite and the matrix $B$ is globally Lipschitz. In the sequel, we will drop the explicit time dependency in the arguments of $f_{1}, f_{2}$, respectively. The retarded argument is indexed by $\tau$, e.g., $q_{\tau}:=q(t-\tau)$.

Remark 3.1 (1) On the space-time domain $\Omega \times(l \tau,(l+1) \tau)$ our initial boundary-value problem is a coupling of linear thermoelasticity with a linear ODE for the vector q. The entire problem is nonlinear because of Lipschitzian nonlinearities in the Neumann boundary condition on $\Gamma(t)$ and of the quadratic right-hand side in the system for the vector $q$.
(2) In comparison to the system derived in Section 2, we had to add a regularising damping term in the momentum balance, assumed to be small.
(3) To simplify the notations, without loss of generality it is sufficient to study the problem only for the first step. Hence, in the sequel we consider the problem on $\Omega \times(0, \tau)$.

The goal of this section is to prove global in time solvability of the considered initial boundary-value problem. We start with a weak formulation. The first equation in the weak form is given by the equality

$$
\begin{align*}
\langle\varrho \ddot{u}(t), v\rangle & +\int_{\Omega} A \varepsilon(u(t)) \varepsilon(v) d x+\delta \int_{\Omega} \varepsilon(\dot{u}(t)) \varepsilon(v) d x \\
& =\int_{\Omega} A \varepsilon^{t h}(t) \varepsilon(v) d x+\int_{\Gamma(t)} f_{2}\left(q, q_{\tau}, \bar{u}, \bar{u}_{\tau}, \bar{T}\right) v d S \tag{3.13}
\end{align*}
$$

for all $v \in V$ and for almost $t \in(0, \tau)$. We suppose that the thermal part of the strain tensor has the diagonal form

$$
\varepsilon^{t h}=\alpha\left(T-T_{0}\right) I=: \beta(T) I,
$$

where $\alpha>0$ is the thermal expansion coefficient. Since $A I=3 K I$, the first integral on the right-hand side of (3.13) has the form

$$
3 K \int_{\Omega} \beta(T(t)) \operatorname{div} v d x
$$

In (3.13) the symbol $\langle\cdot, \cdot\rangle$ denotes the duality form between the spaces $V^{*}$ and $V$. The second equation written in the weak sense has the form

$$
\begin{align*}
\left\langle\varrho c_{v} \dot{T}(t), w\right\rangle & +\int_{\Omega} \kappa \nabla T(t) \nabla w d x=-3 K \alpha \int_{\Omega} T_{0} \operatorname{div} \dot{u}(t) w d x \\
& -\int_{\Gamma_{0}} \alpha_{H}\left(T(t)-T_{T}\right) w d S+\int_{\Gamma(t)} f_{1}\left(q, q_{\tau}, \bar{u}, \bar{u}_{\tau}, \bar{T}\right) w d S \tag{3.14}
\end{align*}
$$

for all $w \in H^{1}(\Omega)$ and for almost all $t \in(0, \tau)$. Here the symbol $\langle\cdot, \cdot\rangle$ denotes the duality form between the spaces $\left(H^{1}(\Omega)\right)^{*}$ and $H^{1}(\Omega)$. Hence we consider two variational equalities (3.13) and (3.14) coupled with the system of ordinary differential equations (3.10) with initial conditions (3.5) and (3.11). To prove existence of weak solutions to the considered problem we use the Galerkin method. Let us denote by $\left\{v_{1}, v_{2}, \ldots\right\}$ a basis of $V$ such that the functions $v_{i}$ are orthogonal in $H^{1}(\Omega)$ and orthonormal in $L^{2}(\Omega)$. Next let us denote by $\left\{w_{1}, w_{2}, \ldots\right\}$ a basis of $H^{1}(\Omega)$ such that $w_{i}$ are orthogonal in $H^{1}(\Omega)$ and orthonormal in $L^{2}(\Omega)$. We want to construct a Galerkin approximation of a weak solution and denote by

$$
u^{n}(x, t)=\sum_{k=1}^{n} d_{n}^{k}(t) v_{k}(x), T^{n}(x, t)=\sum_{k=1}^{n} \gamma_{n}^{k}(t) w_{k}(x) .
$$

We require that functions $u^{n}$ and $T^{n}$ satisfy (3.13) and (3.14) on the spaces $V_{n}=$ $\operatorname{lin}\left\{v_{1}, \ldots v_{n}\right\}, W_{n}=\operatorname{lin}\left\{w_{1}, \ldots w_{n}\right\}$ respectively. Recall that $q_{\tau}$ and $\bar{u}_{\tau}$ are already given either as initial conditions or by the previous step. This implies that we obtain the following system of ordinary differential equations for the unknown coefficients $d_{n}^{k}, \gamma_{n}^{k}$ for $k=1,2, \ldots n$

$$
\begin{align*}
\varrho \ddot{d}_{n}^{k}(t) & +\sum_{i=1}^{n} d_{n}^{i}(t) \int_{\Omega} A \varepsilon\left(v_{i}\right) \varepsilon\left(v_{k}\right) d x+\delta \sum_{i=1}^{n} \dot{d}_{n}^{i}(t) \int_{\Omega} \varepsilon\left(v_{i}\right) \varepsilon\left(v_{k}\right) d x  \tag{3.15a}\\
& =3 K \int_{\Omega} \beta\left(T^{n}\right) \operatorname{div} v_{k} d x+\int_{\Gamma(t)} f_{2}\left(q^{n}, q_{\tau}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) v_{k} d S
\end{align*}
$$

$$
\begin{align*}
\varrho c_{v} \dot{\gamma}_{n}^{k}(t) & +\kappa \gamma_{n}^{k}(t)\left\|\nabla w_{k}\right\|_{L^{2}(\Omega)}^{2}=-3 K \alpha \sum_{i=1}^{n} \dot{d}_{n}^{i}(t) \int_{\Omega} T_{0} \operatorname{div} v_{i} w_{k} d x \\
& -\int_{\Gamma_{0}} \alpha_{H}\left(T^{n}(t)-T_{T}\right) w_{k} d S+\int_{\Gamma(t)} f_{1}\left(q^{n}, q_{\tau}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) w_{k} d S \tag{3.15b}
\end{align*}
$$

where $q^{n}$ is a solution of the system

$$
\begin{equation*}
\ddot{q}^{n}(t)+D \dot{q}^{n}(t)+K q(t)=B\left(t, \bar{T}^{n}(t)\right)\left(q^{n}-q_{\tau}-\bar{u}^{n}+\bar{u}_{\tau}\right) \tag{3.15c}
\end{equation*}
$$

with the initial conditions

$$
d_{n}^{k}(0)=\left(u_{0}, v_{k}\right), \quad \dot{d}_{n}^{k}(0)=\left(u_{1}, v_{k}\right), \quad \gamma_{n}^{k}(0)=\left(T_{0}, w_{k}\right), k=1,2, \ldots n
$$

and for $q^{n}(s), \bar{u}^{n}(s)$ in $[-\tau, 0]$ according to (3.12), (3.8). Assuming that the given function $t \mapsto \Gamma(t)$ is continuous with respect to the Hausdorff metric we see that the considered system of $2 n+3$ ordinary differential equations possesses a unique solution defined on the time interval $\left(0, t_{n}\right)$. Moreover, we can assume, if $w_{1}(s) \in B_{M / 2}(0)$ for each $s \in[-\tau, 0]$ then $q^{n}(t) \in B_{M}(0)$ for all $t \in\left(0, t_{n}\right)$. Here, $B_{r}(z)$ denotes the open Ball in $\mathbb{R}^{3}$ with radius $r$ and centre $z$.
Next, we find some conditions such that the sequence $\left\{t_{n}\right\}$ will be bounded from below by some positive constant.

Lemma 3.1 Assume that $w_{1}, w_{2} \in B_{M / 2}(0)$ and that there exists a positive constant $C\left(M, t^{*}\right)$ such that $\left|\bar{u}^{n}\right|+\int_{0}^{t_{n}}\left|T^{n}\right|^{2} d t \leq C\left(M, t^{*}\right)$ for all $t_{n} \leq t^{*}$ and all $n$. Then there exists $\tau_{+}>0$ such that $t_{n} \geq \tau_{+}$for all $n$.

Proof: Testing (3.15c) by $\dot{q}^{n}$ we have

$$
\begin{equation*}
\frac{d}{d t} \frac{1}{2}\left|\dot{q}^{n}\right|^{2}+D \dot{q}^{n} \cdot \dot{q}^{n}+K q^{n} \cdot \dot{q}^{n}=B\left(t, \bar{T}^{n}\right)\left(q^{n}-q_{\tau}-\bar{u}^{n}+\bar{u}_{\tau}\right) \cdot \dot{q}^{n} \tag{3.16}
\end{equation*}
$$

Using that $B$ is global Lipschitz we conclude that $\left|B\left(t, \bar{T}^{n}\right)\right| \leq C\left(1+|t|+\left|\bar{T}^{n}\right|\right)$. Using this inequality we can estimate the right-hand side of (3.16) by

$$
\begin{align*}
C\left(1+|t|+\left|\bar{T}^{n}\right|\right)\left(2 M+\left|\bar{u}^{n}\right|\right)\left|\dot{q}^{n}\right| & \leq 6 M^{2} C^{2}\left(1+|t|^{2}+\left|\bar{T}^{n}\right|^{2}\right)+\frac{1}{2}\left|\dot{q}^{n}\right|^{2}  \tag{3.17}\\
& +\frac{3}{2} C^{2}\left(1+|t|^{2}+\left|\bar{T}^{n}\right|^{2}\right)\left|\bar{u}^{n}\right|^{2}+\frac{1}{2}\left|\dot{q}^{n}\right|^{2}
\end{align*}
$$

Inserting (3.17) into (3.16) integrating in time over $\left(0, t_{n}\right)$ and using Gronwall inequality we have

$$
\begin{align*}
\frac{1}{2}\left|\dot{q}^{n}\left(t^{n}\right)\right|^{2} & +\int_{0}^{t_{n}} D \dot{q}^{n} \cdot \dot{q}^{n} d t+\frac{1}{2} K q^{n}\left(t^{n}\right) \cdot q^{n}\left(t^{n}\right) \leq e^{2 t_{n}}\left(\frac{1}{2}\left|\dot{q}^{n}(0)\right|^{2}+\frac{1}{2} K q(0) \cdot q(0)\right. \\
& \left.+\int_{0}^{t_{n}} 6 M^{2} C^{2}\left(1+|t|^{2}+\left|\bar{T}^{n}\right|^{2}\right) d t+\int_{0}^{t_{n}} \frac{3}{2} C^{2}\left(1+|t|^{2}+\left|\bar{T}^{n}\right|^{2}\right)\left|\bar{u}^{n}\right|^{2} d t\right) \tag{3.18}
\end{align*}
$$

$K$ is symmetric and positive definite hence there exists a positive constant $K^{*}$ such that $K^{*}|q|^{2} \leq K q \cdot q$ for all $q \in \mathbb{R}^{3}$. By the assumption we have that $\left|\bar{u}^{n}\right|$ is bounded on finite
time intervals and also $\int_{0}^{t_{n}}\left|T^{n}\right|^{2} d t$ is bounded if $t_{n} \leq t^{*}$. Then the right-hand side for $t_{n} \leq t^{*}$ is bounded. This means that $q^{n}(t)$ and $\dot{q}^{n}(t)$ for $t_{n} \leq t^{*}$ stay in a bounded set $B_{\bar{C}\left(M, t^{*}\right)}(0)$. Moreover, we see that in the nonlinear terms $f_{1}, f_{2}$ in the system (3.15) the arguments $q^{n}, q_{\tau}^{n}$ are bounded for $t_{n} \leq t^{*}$. Then the solution of the system (3.15) exists at least on the interval $\left[0, t^{*}\right] . t^{*}$ can be chosen arbitrary and the proof is complete.
Now we are going to prove that the assumption from the last lemma holds. To this end we multiply (3.15a) by $\dot{d}_{n}^{k},(3.15 \mathrm{~b})$ by $\gamma_{n}^{k}$ and sum the results with respect to $k$. Hence we obtain the following two equalities

$$
\begin{align*}
& \varrho \frac{d}{d t} \frac{1}{2}\left\|\dot{u}^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega} A \varepsilon\left(u^{n}(t)\right) \varepsilon\left(\dot{u}^{n}(t)\right) d x+\delta \int_{\Omega}\left|\varepsilon\left(\dot{u}^{n}(t)\right)\right|^{2} d x  \tag{3.19a}\\
& =3 K \int_{\Omega} \beta\left(T^{n}(t)\right) \operatorname{div} \dot{u}^{n}(t) d x+\int_{\Gamma(t)} f_{2}\left(q^{n}, q_{\tau}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) \dot{u}^{n}(t) d S \\
& \varrho c_{v} \frac{d}{d t}\left\|T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\kappa \int_{\Omega}\left|\nabla T^{n}(t)\right|^{2} d x=-3 K \alpha \int_{\Omega} T_{0} \operatorname{div} \dot{u}^{n}(t) T^{n}(t) d x  \tag{3.19b}\\
& -\int_{\Gamma_{0}} \alpha_{H}\left(T^{n}(t)-T_{T}\right) T^{n}(t) d S+\int_{\Gamma(t)} f_{1}\left(q^{n}, q_{\tau}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) T^{n}(t) d S
\end{align*}
$$

Since the functions $f_{i}$ are globally Lipschitz, we can conclude that there exist positive constants $C_{i}>0$ such that

$$
\left|f_{i}\left(q, q_{\tau}, \bar{u}, \bar{u}_{\tau}, \bar{T}\right)\right| \leq C_{i}\left(1+|q|+\left|q_{\tau}\right|+|\bar{u}|+\left|\bar{u}_{\tau}\right|+|\bar{T}|\right)
$$

for all arguments $q, q_{\tau}, \bar{u}, \bar{u}_{\tau}, \bar{T}$. Next, we estimate integrals on the right-hand side of (3.19a):

$$
\begin{gather*}
3 K \int_{\Omega} \beta\left(T^{n}(t)\right) \operatorname{div} \dot{u}^{n}(t) d x \leq \frac{\delta}{8}\left\|\operatorname{div} \dot{u}^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+C(\delta)\left(1+\left\|T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}\right)  \tag{3.20}\\
\int_{\Gamma(t)} f_{2}\left(q^{n}, q_{\tau}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) \dot{u}^{n}(t) d S \\
\leq\left(1+2 M+\left|\bar{T}^{n}(t)\right|+\left|\bar{u}^{n}(t)\right|\right) \int_{\Gamma(t)}\left|\dot{u}^{n}(t)\right| d S \tag{3.21}
\end{gather*}
$$

(we have used here that from definition of $t_{n}$ we have $\left|q^{n}(t)\right|$ and $\left|q_{\tau}\right|$ are bounded by $M$ for $\left.t \leq t_{n}\right)$. Since the measure of $\Gamma(t)$ is positive and bounded we have

$$
\begin{gather*}
\int_{\Gamma(t)}\left|\dot{u}^{n}(t)\right| d S \leq|\Gamma(t)|^{1 / 2}\left\|\dot{u}^{n}(t)\right\|_{L^{2}(\Gamma(t))}  \tag{3.22}\\
\left|\bar{T}^{n}(t)\right|=\left|\int_{\Gamma(t)} T^{n}(t) d S\right| \leq \frac{1}{|\Gamma(t)|} \int_{\Gamma(t)}\left|T^{n}(t)\right| d S \leq \frac{1}{|\Gamma(t)|^{1 / 2}}\left\|T^{n}(t)\right\|_{L^{2}(\Gamma(t))} . \tag{3.23}
\end{gather*}
$$

Inserting (3.22), (3.23) into (3.21) and estimating $\left|\bar{u}^{n}(t)\right|$ in the same manner as $\left|\bar{T}^{n}(t)\right|$
we can invoke the trace theorem to arrive at the inequality

$$
\begin{aligned}
& \int_{\Gamma(t)} f_{2}\left(q^{n}, q_{\tau}^{n}, \bar{u}^{n}, \bar{u}_{\tau}^{n}, \bar{T}^{n}\right) \dot{u}^{n}(t) d S \leq \Gamma_{2}^{1 / 2}(1+2 M)\|\dot{u}(t)\|_{L^{2}(\Gamma(t))} \\
& +\left(\left\|T^{n}(t)\right\|_{L^{2}(\Gamma(t))}+\left\|u^{n}(t)\right\|_{L^{2}(\Gamma(t))}\right)\left\|\dot{u}^{n}(t)\right\|_{L^{2}(\Gamma(t))} \\
& \leq C(\delta) \Gamma_{2}(1+2 M)^{2}+\frac{\delta}{8}\left\|\varepsilon\left(\dot{u}^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2} \\
& +C(\delta)\left(\left\|T^{n}(t)\right\|_{L^{2}(\Gamma(t))}^{2}+\left\|\varepsilon\left(u^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2}\right)+\frac{\delta}{8}\left\|\varepsilon\left(\dot{u}^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Finally, we estimate the boundary norm $\left\|T^{n}(t)\right\|_{L^{2}(\Gamma(t))}^{2}$ by

$$
\begin{equation*}
\left\|T^{n}(t)\right\|_{L^{2}(\Gamma(t))}^{2} \leq \eta\left\|\nabla T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+C(\eta)\left\|T^{n}(t)\right\|_{L^{2}(\Omega)}^{2} \tag{3.24}
\end{equation*}
$$

where $\eta>0$ is arbitrary. Inequality (3.24) follows by the Ehrling lemma for the spaces $H^{1}(\Omega) \hookrightarrow H^{3 / 4}(\Omega) \hookrightarrow L^{2}(\Omega)$. (Note that the trace operator is continuous from $H^{3 / 4}(\Omega)$ into $L^{2}(\partial \Omega)$ ). To estimate the integrals on the right-hand side of (3.19b) we note that by the boundedness of $T_{0}$ the first term can be estimated in the same manner as in (3.20) and the last term as in (3.21). Invoking Young's inequality, the second term leads to

$$
\begin{align*}
-\int_{\Gamma_{0}} \alpha_{H}\left(T^{n}(t)-T_{T}\right) T^{n}(t) d S & =-\alpha_{H}\left\|T^{n}(t)\right\|_{L^{2}\left(\Gamma_{0}\right)}^{2}+\alpha_{H} \int_{\Gamma_{0}} T_{T} T^{n}(t) d S  \tag{3.25}\\
& \leq-\frac{\alpha_{H}}{2}\left\|T^{n}(t)\right\|_{L^{2}\left(\Gamma_{0}\right)}^{2}+\frac{\alpha_{H}}{2}\left|\Gamma_{0}\right| T_{T}^{2}
\end{align*}
$$

Inserting all estimates into (3.19) and adding (3.19a) and (3.19b) we arrive at the inequality

$$
\begin{align*}
\varrho \varrho \frac{d}{d t} \frac{1}{2}\left\|\dot{u}^{n}(t)\right\|_{L^{2}(\Omega)}^{2} & +\frac{d}{d t} \frac{1}{2} \int_{\Omega} A \varepsilon\left(u^{n}(t)\right) \varepsilon\left(u^{n}(t)\right) d x+\delta\left\|\varepsilon\left(\dot{u}^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2} \\
& +\varrho c_{v} \frac{d}{d t}\left\|T^{n}(t)\right\|^{2}+\kappa\left\|\nabla T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\frac{\alpha_{H}}{2} \int_{\Gamma_{0}}\left|T^{n}(t)\right|^{2} d S \\
& \leq \frac{\delta}{2}\|\varepsilon(\dot{u}(t))\|_{L^{2}(\Omega)}^{2}+\eta C_{1}(M, \delta)\left\|\nabla T^{n}\right\|_{L^{2}(\Omega)}^{2}  \tag{3.26}\\
& +C_{2}(M, \delta)\left\|\varepsilon\left(u^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2}+C_{3}(M, \delta, \eta)\left\|T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+C_{4}(M, \delta)
\end{align*}
$$

where $C_{i}(M, \delta)$ are positive constants. Choosing $\eta$ so small that $\eta C_{1}(M, \delta) \leq \frac{\kappa}{2}$, integrating (3.26) with respect to $t$ on ( $0, t$ ) and using the Gronwall inequality we have proved the following theorem:

Lemma 3.2 There exists a positive constant $C\left(M, t^{*}, \delta\right)$ such that for all $u$ and for all $t_{n} \leq t^{*}$

$$
\begin{align*}
& \left\|\dot{u}^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\varepsilon\left(u^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2}+\delta \int_{0}^{t}\left\|\varepsilon\left(\dot{u}^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2} d t \\
& +\left\|T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{t}\left\|\nabla T^{n}(t)\right\|_{L^{2}(\Omega)}^{2} d t+\int_{0}^{t} \int_{\Gamma_{0}}\left|T^{n}(t)\right|^{2} d S  \tag{3.27}\\
& \leq C\left(M, t^{*}, \delta\right)+\left\|u_{0}\right\|_{H^{1}(\Omega)}^{2}+\left\|u_{1}\right\|_{L^{2}(\Omega)}^{2}
\end{align*}
$$

for $t \in\left(0, t_{n}\right)$.

Remark 3.2 Note that by the trace theorem we have that

$$
\sup _{t \in\left[0, t_{n}\right]}\left\|u^{n}(t)\right\|_{L^{2}(\Gamma(t))}+\int_{0}^{t^{n}}\left\|T^{n}(t)\right\|_{L^{2}(\Gamma(t))}^{2}
$$

is bounded by a constant depending on $M, t^{*}$ and $\delta$ only. Consequently, the assumption in Lemma 3.1 is satisfied.

In view of this remark our approximate solutions are defined globally in time. To pass to the limit with $n \rightarrow \infty$ we need some further estimates for the sequences $\left\{\dot{T}^{n}\right\}$ and $\left\{\ddot{u}^{n}\right\}$.

Lemma 3.3 The sequences $\left\{\dot{T}^{n}\right\},\left\{\ddot{u}^{n}\right\}$ are bounded in the spaces $L^{2}\left(0, \tau ; H^{1}(\Omega)^{*}\right)$ and $L^{2}\left(0, \tau ; V^{*}\right)$, respectively, where $\tau>0$.

Proof: Let $w \in H^{1}(\Omega)$ and $\|w\|_{H^{1}(\Omega)} \leq 1$. Let us decompose $w$ in the form $w=w^{1}+w^{2}$ where $w^{1} \in W_{n}$ and $w^{2} \perp W_{n}$. Using that $w^{1} \in W_{n}$ we can use $w^{1}$ as a test function and obtain from (3.15b) that

$$
\begin{align*}
& \left(\dot{T}^{n}(t), w^{1}\right)+\kappa \int_{\Omega} \nabla T^{n}(t) \nabla w^{1} d x=-3 K \alpha \int_{\Omega} T_{0} \operatorname{div} \dot{u}^{n} w^{1} d x \\
& -\int_{\Gamma_{0}} \alpha_{H}\left(T^{n}(t)-T_{T}\right) w^{1} d S+\int_{\Gamma(t)} f_{1}\left(q^{n}, q_{\tau}^{n}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) w^{1} d S . \tag{3.28}
\end{align*}
$$

Using that $\dot{T}^{n}(t) \in W_{n}$ and $w^{2} \perp W_{n}$ we obtain that

$$
\begin{aligned}
& \left.\left.\mid \dot{T}^{n}(t), w\right)|=| \dot{T}^{n}(t), w^{1}\right) \mid \leq \kappa\left\|\nabla T^{n}(t)\right\|_{L^{2}(\Omega)}\left\|\nabla w^{1}\right\|_{L^{2}(\Omega)} \\
& \quad+3 K \alpha \sup \mid T_{0}\left\|\operatorname{div} \dot{u}^{n}\right\|_{L^{2}(\Omega)}\left\|w^{1}\right\|_{L^{2}(\Omega)}+\alpha_{H}\left\|T^{n}(t)\right\|_{L^{2}\left(\Gamma_{0}\right)}\left\|w^{1}\right\|_{L^{2}\left(\Gamma_{0}\right)} \\
& +\alpha_{H} T_{T}\left\|w^{1}\right\|_{L^{2}\left(\Gamma_{0}\right)}+C\left(1+2 M+\left\|u^{n}(t)\right\|_{L^{2}(\Gamma(t))}+\left\|T^{n}(t)\right\|_{L^{2}(\Gamma(t))}\right)\left\|w^{1}\right\|_{L^{2}(\Gamma(t))}
\end{aligned}
$$

where the constant $C$ depends on $\Gamma_{1}$. Using the trace theorem we arrive at the inequality

$$
\left|\left(\dot{T}^{n}(t), w\right)\right| \leq C(M)\left(\left\|\nabla T^{n}(t)\right\|_{L^{2}(\Omega)}+\left\|\varepsilon\left(\dot{u}^{n}(t)\right)\right\|_{L^{2}(\Omega)}+\left\|T^{n}(t)\right\|_{L^{2}(\Omega)}+1\right)
$$

Consequently, we conclude that

$$
\left\|\dot{T}^{n}(t)\right\|_{\left(H^{1}(\Omega)\right)^{*}}^{2} \leq 4 C^{2}(M)\left(\left\|\nabla T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\varepsilon\left(\dot{u}^{n}(t)\right)\right\|_{L^{2}(\Omega)}^{2}+\left\|T^{n}(t)\right\|_{L^{2}(\Omega)}^{2}+1\right)
$$

Integrating the last inequality with respect to time and using theorem 3.2 we end the proof for the sequence $\left\{\dot{T}^{n}\right\}$. The proof for the sequence $\left\{\ddot{u}^{n}\right\}$ is similar and will be omitted.

Theorem 3.1 For each $\tau>0$ there exists a weak solution $(u, T, q)$ of the considered problem. Moreover, we have that

$$
\begin{gathered}
u \in L^{\infty}(0, \tau ; V), \quad \dot{u} \in L^{\infty}\left(0, \tau ; L^{2}\left(\Omega, \mathbb{R}^{3}\right)\right) \cap L^{2}(0, \tau ; V), \quad \ddot{u} \in L^{2}\left(0, \tau ; V^{*}\right), \\
T \in L^{\infty}\left(0, \tau ; L^{2}(\Omega)\right), \quad \nabla T \in L^{2}\left(0, \tau ; L^{2}\left(\Omega ; \mathbb{R}^{n}\right)\right), \quad \dot{T} \in L^{2}\left(0, \tau ;\left(H^{1}(\Omega)\right)^{*}\right) \\
q, \dot{q} \in L^{\infty}(0, \tau), \quad \ddot{q} \in L^{2}(0, \tau) .
\end{gathered}
$$

Proof: According to Lemma 3.2 and 3.3 we can choose a subsequence of $\left\{\left(u^{n}, T^{n}, q^{n}\right)\right\}$, further denoted by index $n$, such that

$$
\begin{array}{cll}
u^{n} \stackrel{*}{\rightharpoonup} u \text { in } L^{\infty}(0, \tau, V), & \dot{u}^{n} \rightharpoonup \dot{u} & \text { in } L 2 \infty(0, \tau ; V) \text { and } L^{\infty}\left(0, \tau ; L^{2}\left(\Omega, \mathbb{R}^{3}\right)\right) \\
\ddot{u}^{n} \rightharpoonup \ddot{u} \text { in } L^{2}\left(0, \tau ; V^{*}\right), & T^{n} \stackrel{*}{\rightharpoonup} T & \text { in } L^{\infty}\left(0, \tau ; L^{2}(\Omega)\right) \\
\nabla T^{n} \rightharpoonup \nabla T \text { in } L^{2}\left(0, \tau ; L^{2}\left(\Omega ; \mathbb{R}^{n}\right)\right), \dot{T}^{n} \rightharpoonup \dot{T} & \text { in } L^{2}\left(0, \tau ;\left(H^{1}(\Omega)\right)^{*}\right) \\
q^{n} \rightarrow q \text { in } L^{\infty}(0, \tau), & \dot{q}^{n} \stackrel{*}{\rightharpoonup} \dot{q} & \text { in } L^{\infty}(0, \tau), \ddot{q}^{n} \rightharpoonup \ddot{q} \text { in } L^{2}(0, \tau) .
\end{array}
$$

Note that boundedness of the sequence $\left\{\ddot{q}^{n}\right\}$ in $L^{2}(0, \tau)$ follows directly from equation (3.15c) and Theorem 3.2.

By virtue of the Aubin-Lions lemma (cf., e.g., [12]), we have that the sequence $\left\{T^{n}\right\}$ is precompact in the space $L^{2}\left(0, \tau ; H^{3 / 4}(\Omega)\right)$. This means that $T^{n} \longrightarrow T$ in $L^{2}\left(0, \tau ; H^{3 / 4}(\Omega)\right)$. Then by the continuity of the trace operator we have that $T_{\partial \Omega}^{n} \longrightarrow T_{\mid \partial \Omega}$ in the space $L^{2}\left(0, \tau ; L^{2}(\Omega)\right)$. Consequently, extracting eventually a further subsequence, we have that $T_{\mid \partial \Omega}^{n} \longrightarrow T_{\mid \partial \Omega}$ in $L^{2}(\partial \Omega)$ for almost all $t \in(0, \tau)$. Using that the convergence in $L^{2}(\partial \Omega)$ implies also the convergence in $L^{1}(\partial \Omega)$ we conclude that

$$
\int_{\Gamma(t)} T^{n}(t) d S=\int_{\partial \Omega} T^{n}(t) \mathcal{X}_{\Gamma(t)} d S \longrightarrow \int_{\partial \Omega} T(t) \mathcal{X}_{\Gamma(t)} d S=\int_{\Gamma(t)} T(t) d S
$$

In the same manner we can prove (possibly extracting a further subsequence) that $\bar{u}^{n} \longrightarrow$ $\bar{u}$ for almost all $t \in(0, \tau)$. Now we are ready to pass to the limit. Let us fix $N>0$. We choose $v=\sum_{k=1}^{N} d^{k}(t) v_{k}$ and $w=\sum_{k=1}^{N} \gamma^{k}(t) w_{k}$, where functions $d^{k}$ and $\gamma^{k}$ are smooth. Then from system (3.15) we obtain for each $\tau>0$ and $n>N$

$$
\begin{align*}
\varrho \int_{0}^{\tau}\left\langle\ddot{u}^{n}, v\right\rangle d t & +\int_{0}^{\tau} \int_{\Omega} A \varepsilon\left(u^{n}\right) \varepsilon(v) d x d t+\delta \int_{0}^{\tau} \int_{\Omega} \varepsilon\left(\dot{u}^{n}\right) \varepsilon(v) d x d t  \tag{3.29a}\\
& =3 K \int_{0}^{\tau} \int_{\Omega} \beta\left(T^{n}\right) \operatorname{div} v d x d t+\int_{0}^{\tau} \int_{\Gamma(t)} f_{2}\left(q^{n}, q_{\tau}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) v d S d t, \\
\varrho c_{v} \int_{0}^{\tau}\left\langle\dot{T}^{n}, w\right\rangle d t & +\int_{0}^{\tau} \int_{\Omega} \kappa \nabla T^{n} \nabla w d x d t=-3 K \alpha \int_{0}^{\tau} \int_{\Omega} T_{0} \operatorname{div} v \dot{u}^{n} w d x d t  \tag{3.29b}\\
& -\int_{0}^{\tau} \int_{\Gamma_{0}} \alpha_{H}\left(T^{n}-T_{T}\right) w d S d t+\int_{0}^{\tau} \int_{\Gamma(t)} f_{1}\left(q^{n}, q_{\tau}, \bar{u}^{n}, \bar{u}_{\tau}, \bar{T}^{n}\right) w d S d t .
\end{align*}
$$

Using the Lipschitz continuity of functions $f_{1}, f_{2}$ we conclude that

$$
\begin{align*}
\varrho \int_{0}^{\tau}\langle\ddot{u}, v\rangle d t & +\int_{0}^{\tau} \int_{\Omega} A \varepsilon(u) \varepsilon(v) d x d t+\delta \int_{0}^{\tau} \int_{\Omega} \varepsilon(\dot{u}) \varepsilon(v) d x d t  \tag{3.30a}\\
& =3 K \int_{0}^{\tau} \int_{\Omega} \beta(T) \operatorname{div} v d x d t+\int_{0}^{\tau} \int_{\Gamma(t)} f_{2}\left(q, q_{\tau}, \bar{u}, \bar{u}_{\tau}, \bar{T}\right) v d S d t
\end{aligned} \begin{aligned}
\varrho c_{v} \int_{0}^{\tau}\langle\dot{T}, w\rangle d t & +\int_{0}^{\tau} \int_{\Omega} \kappa \nabla T \nabla w d x d t=-3 K \alpha \int_{0}^{\tau} \int_{\Omega} T_{0} \operatorname{div} \dot{u} w d x d t \\
& -\alpha_{H} \int_{0}^{\tau} \int_{\Gamma_{0}}\left(T-T_{T}\right) w d S d t+\int_{0}^{\tau} \int_{\Gamma(t)} f_{1}\left(q, q_{\tau}, \bar{u}, \bar{u}_{\tau}, \bar{T}\right) w d S d t \tag{3.30b}
\end{align*}
$$

for all $v \in C^{\infty}\left(0, \tau ; V_{n}\right), w \in C^{\infty}\left(0, \tau ; W_{n}\right)$. Using that these spaces are dense in $L^{2}(0, \tau ; V), L^{2}\left(0, \tau ; H^{1}(\Omega)\right)$ respectively we conclude (3.30) for all $v \in L^{2}(0, \tau ; V), w \in$ $L^{2}\left(0, \tau ; H^{1}(\Omega)\right)$. Selecting $v=\varphi(t) v^{*}, w=\varphi(t) w^{*}$ where $\varphi \in C_{0}^{\infty}(0, \tau), v^{*} \in V$, $w^{*} \in H^{1}(\Omega)$ we obtain that $(u, T, q)$ satisfy in the weak sense two first equations of our problem. To go to the limit in (3.15c) we multiply (3.15c) by $\varphi \in C_{0}^{\infty}\left(0, \tau ; \mathbb{R}^{3}\right)$ and integrate with respect to time

$$
\begin{align*}
\int_{0}^{\tau} \ddot{q}^{n} \cdot \varphi d t & +\int_{0}^{\tau} D \ddot{q}^{n} \cdot \varphi d t+\int_{0}^{\tau} K q^{n} \cdot \varphi d t  \tag{3.31}\\
& =\int_{0}^{\tau} B\left(t, \bar{T}^{n}\right)\left(q^{n}-q_{\tau}^{n}-\bar{u}^{n}+u_{\tau}\right) \cdot \varphi d t
\end{align*}
$$

From the strong convergence $\bar{T}^{n} \longrightarrow \bar{T}$ in $L^{2}(0, \tau)$ we have that $B\left(\cdot, \bar{T}^{n}\right) \longrightarrow B(\cdot, \bar{T})$ in $L^{2}(0, \tau)$. Consequently, passing to the limit we obtain

$$
\int_{0}^{\tau} \ddot{q} \cdot \varphi d t+\int_{0}^{\tau} D \dot{q} \cdot \varphi d t+\int_{0}^{\tau} K q \cdot \varphi d t=\int_{0}^{\tau} B(t, T)\left(q-q_{\tau}-\bar{u}+u_{\tau}\right) \varphi d t .
$$

Using that $\varphi$ is chosen arbitrary we conclude that for almost all $t \in(0, \tau)$

$$
\ddot{q}+D \dot{q}+K q=B(\cdot, T)\left(q-q_{\tau}-\bar{u}+u_{\tau}\right) .
$$

To end the proof we need to show that the initial conditions are satisfied. $q^{n} \longrightarrow q$ in $L^{\infty}(0, \tau)$ hence in $L^{\infty}(-\tau, \tau)$ also. Consequently, $q(s)=w(s)$ for $s \in[-\tau, 0]$. Let us write (3.29b) in the form

$$
\begin{equation*}
\varrho c_{v} \int_{0}^{\tau}\left\langle\dot{T}^{n}, w\right\rangle d t=R H S \tag{3.32}
\end{equation*}
$$

where $R H S$ is the sum of the right-hand side of (3.29b) and the term

$$
-\int_{0}^{\tau} \int_{\Omega} \kappa \nabla T^{n} \nabla w d x d t
$$

Let us choose $w$ with $w(\tau)=0$. Then integrating by parts on the left-hand side of (3.32) we have

$$
\begin{equation*}
-\varrho c_{v} \int_{0}^{\tau}\left\langle T^{n}, \dot{w}\right\rangle d t-\left(T^{n}(0), w(0)\right)=R H S \tag{3.33}
\end{equation*}
$$

Then going to the limit in (3.33) and using that $C^{\infty}\left([0, \tau] ; W_{n}\right)$ is dense in $C^{1}\left([0, \tau] ; H^{1}(\Omega)\right)$ we obtain that

$$
\begin{equation*}
-\varrho c_{v} \int_{0}^{\tau}\langle T, \dot{w}\rangle d t-\left(T_{0}, w(0)\right)=R H S \tag{3.34}
\end{equation*}
$$

for all $w \in C^{1}\left([0, \tau] ; H^{1}(\Omega)\right)$ with $w(\tau)=0$. Writing (3.30b) in the form

$$
\begin{equation*}
\varrho c_{v} \int_{0}^{\tau}\langle\dot{T}, w\rangle d t=R H S \tag{3.35}
\end{equation*}
$$

and integrating by parts with respect to $t$, selecting again $w \in C^{1}\left([0, \tau] ; H^{1}(\Omega)\right)$ with $w(\tau)=0$ we have

$$
\begin{equation*}
-\varrho c_{v} \int_{0}^{\tau}\langle T, \dot{w}\rangle d t-(T(0), w(0))=R H S \tag{3.36}
\end{equation*}
$$

Comparing (3.34) and (3.36) we have that

$$
(T(0) w(0))=\left(T_{0}, w(0)\right) \quad \text { for all } w \in C^{1}\left([0, \tau] ; H^{1}(\Omega)\right) \quad \text { with } w(\tau)=0
$$

Consequently, we have $T(0)=T_{0}$. (Note that $\dot{T} \in L^{2}\left(0, \tau ;\left(H^{1}(\Omega)\right)^{*}\right)$ and $T \in L^{2}(0, \tau$; $\left.H^{1}(\Omega)\right)$ implies $T \in C\left([0, \tau] ; L^{2}(\Omega)\right)$ whence $T(0)$ is well defined.) The proof for $u(0)=u_{0}$ and $\dot{u}(0)=u_{1}$ is similar and therefore omitted.
Finally, we show that weak solutions with the regularity obtained in Theorem 3.1 are unique.

Theorem 3.2 Let us fix $\tau>0$. Then weak solutions with the regularity from Theorem 3.1 satisfying the same initial conditions are unique.

Proof: Let $\left(u^{1}, T^{1}, q^{1}\right)$ and $\left(u^{2}, T^{2}, q^{2}\right)$ be two weak solutions of the problem (3.10), (3.13), (3.14) satisfying the initial conditions (3.5) and (3.11). Let us denote by $(u, T, q)=$ $\left(u^{1}-u^{2}, T^{1}-T^{2}, q^{1}-q^{2}\right)$. Then these functions satisfy

$$
\begin{gather*}
\langle\varrho \ddot{u}, v\rangle+\int_{\Omega} A \varepsilon(u) \varepsilon(v) d x+\delta \int_{\Omega} \varepsilon(\dot{u}) \varepsilon(v) d x=3 K \alpha \int_{\Omega} T \operatorname{div} v d x \\
+\int_{\Gamma(t)}\left(f_{2}\left(q^{1}, q_{\tau}, \bar{u}^{1}, \bar{u}_{\tau}, \bar{T}^{1}\right)-f_{2}\left(q^{2}, q_{\tau}, \bar{u}^{2}, \bar{u}_{\tau}, \bar{T}^{2}\right)\right) v d S  \tag{3.37}\\
\forall v \in V \quad \text { and a.e. } t \in(0, \tau) \\
\left\langle\varrho c_{v} \dot{T}, w\right\rangle+\kappa \int_{\Omega} \nabla T \nabla w=-3 K \alpha \int_{\Omega} T_{0} \operatorname{div} \dot{u} w d x-\int_{\Gamma_{0}} \alpha_{H}\left(T-T_{T}\right) w d S \\
+\int_{\Gamma(t)}\left(f_{1}\left(q^{1}, q_{\tau}, \bar{u}^{1}, \bar{u}_{\tau}, \bar{T}^{1}\right)-f_{1}\left(q^{2}, q_{\tau}, \bar{u}^{2}, \bar{u}_{\tau}, \bar{T}^{2}\right)\right) w d S  \tag{3.38}\\
\forall w \in H^{1}(\Omega) \quad \text { and a.e. } t \in(0, \tau) \\
\ddot{q}+D \dot{q}+K q=B\left(t, \bar{T}^{1}\right)(q-\bar{u})+\left(B\left(t, \bar{T}^{1}\right)-B\left(t, \bar{T}^{2}\right)\right)\left(q^{2}-q_{\tau}-\bar{u}^{2}+\bar{u}_{\tau}\right) . \tag{3.39}
\end{gather*}
$$

Multiplying the last equality by $\dot{q}$ and exploiting the fact that on the time interval $(0, \tau)$ functions $q^{1}, q_{\tau}^{1}, q^{2}, q_{\tau}^{2}$ and $\bar{u}^{1}, \bar{u}^{2}$ are bounded, we easily obtain the existence of a positive constant $M(\tau)$ such that

$$
\begin{align*}
\frac{1}{2}|\dot{q}|^{2}+\int_{0}^{t} D \dot{q} \cdot \dot{q} d \tau+\frac{1}{2} K q \cdot q & \leq M(\tau)\left(\int_{0}^{t}\left|B\left(t, \bar{T}^{1}\right)\right|^{2}|\dot{q}|^{2} d \tau+\int_{0}^{t}|\bar{T}|^{2} d \tau\right.  \tag{3.40}\\
& \left.+\int_{0}^{t}|q|^{2} d \tau+\int_{0}^{t}|\bar{u}|^{2} d \tau\right)
\end{align*}
$$

By the Gronwall's inequality we conclude that for all $t \in(0, \tau)$

$$
\begin{equation*}
|\dot{q}|^{2}+|q|^{2} \leq \bar{M}(\tau)\left(\int_{0}^{\tau}|\bar{u}|^{2} d \tau+\int_{0}^{\tau}|\bar{T}|^{2} d \tau\right) \tag{3.41}
\end{equation*}
$$

(Note that $\int_{0}^{\tau}\left|B\left(t, \bar{T}^{1}\right)\right|^{2} d \tau$ is bounded by a constant depending on $\tau$ only.)

Next we insert into (3.37) $v=\dot{u}(t)$ and into (3.38) $w=T(t)$ as test functions. Since $f_{1}$ and $f_{2}$ are globally Lipschitz, we obtain

$$
\begin{align*}
& \varrho \frac{d}{d t} \frac{1}{2}\|\dot{u}\|_{L^{2}(\Omega)}^{2}+ \frac{d}{d t} \frac{1}{2} \int_{\Omega} A \varepsilon(u) \varepsilon(u) d x+\delta \int_{\Omega}|\varepsilon(\dot{u})|^{2} d x \\
& \leq 3 \alpha K \int_{\Omega}|T||\operatorname{div} \dot{u}| d x+L_{2} \int_{\Gamma(t)}(|q|+|\bar{u}|+|\bar{T}|)|\dot{u}| d S  \tag{3.42}\\
& \varrho c_{v} \frac{d}{d t} \frac{1}{2}\|T\|_{L^{2}(\Omega)}^{2}+\kappa\|\nabla T\|_{L^{2}(\Omega)}^{2} \leq 3 K \alpha \sup _{\Omega}\left|T_{0}\right| \int_{\Omega}|\operatorname{div} \dot{u}||T| d x \\
&+\int_{\Gamma(t)} \alpha_{H}|T| T_{T} d S+L_{1} \int_{\Gamma(t)}(|q|+|\bar{u}|+|\bar{T}|)|T| d S \tag{3.43}
\end{align*}
$$

where by $L_{i}$ we have denoted the Lipschitz constant of $f_{i}, i=1,2$. Estimating the first integral in (3.42) and (3.43) in the same manner as in (3.20) and using (3.41) and (3.24) we arrive at the inequality

$$
\begin{aligned}
\varrho \frac{1}{2}\|\dot{u}\|_{L^{2}(\Omega)}^{2} & \left.+\frac{1}{2} \int_{\Omega} A \varepsilon(u) \varepsilon(u) d x+\frac{\delta}{2} \int_{0}^{t} \int_{\Omega} \right\rvert\, \varepsilon\left(\left.\dot{u}\right|^{2} d x\right. \\
& +\varrho c_{v} \frac{1}{2}\|T\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{2} \int_{0}^{t}\|\nabla T\|_{L^{2}(\Omega)}^{2} d x \leq M(\tau)\left[\int_{0}^{t}\|\varepsilon(u)\|_{L^{2}(\Omega)}^{2} d \tau\right. \\
& \left.+\int_{0}^{t}\|T\|_{L^{2}(\Omega)}^{2} d \tau\right] \quad \text { where } M(\tau)>0 \quad \text { is a constant. }
\end{aligned}
$$

Again applying Gronwall's inequality we have that $u=0, T=0$ and consequently $q=0$.

Remark 3.3 Applying the method of steps as explained in this beginning of this section we can extend the existence and uniqueness result to the complete time domain $\left[0, t_{E}\right]$.

## 4 Numerical simulations

### 4.1 The Algorithm

### 4.1.1 The outer iteration

To avoid technicalities, in the sequel we focus on milling processes where the pitch angle is smaller than the difference between exit and entry angle, which means that only one tooth is in cut at a time. We use the method of steps as explained in Section 3. However, in addition we now allow for non-zero feeding velocity of the cutter. Therefore, we have to account for changing workpiece geometry due to material removal. The first stage in each iteration is to compute the new workpiece geometry $\Omega_{l}$. Next, the system (3.15a)-(3.15c) is solved on the space-time domain $\Omega_{l} \times(l \tau,(l+1) \tau)$. In the following subsections we explain important features of the method.

### 4.1.2 Computation of mean values $\bar{u}$ and $\bar{T}$

We define the theoretical tooth path, which is the fictitious manifold created by the points on the cutting edge during one tooth period, if we neglect the displacement of the cutter and the deformation of the workpiece. For $s \in[0, \tau]$ and $\zeta \in\left[0, a_{p}\right]$ we parametrise the respective manifold with the following expression:

$$
\begin{align*}
& P_{t}(s, \zeta)= \frac{D}{2}(\cos \psi(s), \sin \psi(s), 0)^{T} \\
&+\left(X_{0}-\left(N_{e}(t)+\frac{s}{\tau}\right) f_{z}, Y_{0}, Z_{0}+\zeta\right)^{T}  \tag{4.1}\\
& \text { with } \quad \psi(s)=2 \pi s+\varphi_{S}
\end{align*}
$$

The number of elapsed tooth periods is defined as $N_{e}(t)=\operatorname{int}(t / \tau)$, with int(.) being the integer part of a real number. The vector $\left(X_{0}, Y_{0}, Z_{0}\right)^{T}$ represents the position of the cutter tip with respect to the workpiece reference frame at $t=0$. Using the above parametrisation we define the cutting zone

$$
\begin{equation*}
\Gamma(t)=\left\{P_{t}(s, \zeta)|2| \bar{s}(t)-s \mid \leq \Delta s \text { and } \zeta \in\left[0, a_{p}\right]\right\} \tag{4.2}
\end{equation*}
$$

with $\bar{s}=t-N_{e}(t) . \Delta s$ is a parameter depending on the cutting conditions. We compute the mean value $\bar{a}(t)=a^{*}(t)|\Gamma(t)|^{-1}$ of an arbitrary field $a(t, x)$ with the integral over the cutting zone:

$$
\begin{equation*}
a^{*}(t)=\int_{0}^{a_{p}} \int_{\bar{s}(t)-\Delta s / 2}^{\bar{s}(t)+\Delta s / 2} a\left(t, P_{t}(s, \zeta)\right)\left|\partial_{s} P_{t} \times \partial_{\zeta} P_{t}\right| d s d \zeta . \tag{4.3}
\end{equation*}
$$

Note that we get $a^{*}(t)=|\Gamma(t)|$ for $a(t, x)=1$.

### 4.1.3 Geometry update

During one tooth period, the cutter removes a certain amount of material from the workpiece. We simulate this effect by a modification of the workpiece shape after each tooth period. We assume that the workpiece changes according to the theoretical tooth path given by the static chip thickness (i.e. the first term in (2.25)). After the tooth period $[(l-1) \tau, l \tau]$ with workpiece domain $\Omega_{l-1}$, as shown for instance in Figure 1, we have to compute a new domain $\Omega_{l}$ representing the workpiece shape during the next tooth period, i.e. $t \in[l \tau,(l+1) \tau]$.


Figure 3: Reduction of workpiece domain.

The first step is the calculation of the volume $\Omega_{\text {red }}$ that shall be removed from the workpiece. To this end we introduce a manifold $B_{l} \subset \mathbb{R}^{3}$, defined by the given parametrisation $P_{t}(s, \zeta): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{3}$, (cf. (4.1))

$$
\begin{equation*}
B_{l}=\left\{P_{l \tau}(s, \zeta) \mid s \in\left[s_{-}, \tau\right], \zeta \in\left[0, a_{p}\right]\right\} \tag{4.4}
\end{equation*}
$$

where the coordinate $s_{-} \in[-\tau, 0]$ is the biggest non positive solution of the equation:

$$
\begin{equation*}
\sin \left[\omega\left(s+\tau-\frac{D \tau}{f_{z}} \cos \left[\omega s+\varphi_{s t}\right]\right)+\varphi_{s t}\right]=\sin \left[\omega s+\varphi_{s t}\right] \tag{4.5}
\end{equation*}
$$

which may be derived from the condition that two successive arcs must have at least one common intersection point.The domain $\Omega_{r e d}$ that should be removed form the workpiece reads:

$$
\begin{align*}
& \Omega_{r e d}(t)=\left\{r \in \Omega_{n-1} \mid \exists R \in B(t)\right. \text {, such that } \\
& \left.r_{x}=R_{x} \wedge Y_{0} \leq r_{y} \leq R_{y} \wedge r_{z}=R_{z}\right\} . \tag{4.6}
\end{align*}
$$

With $\Omega_{\text {red }}(t)$ we may now define the new workpiece domain:

$$
\begin{equation*}
\Omega_{l}=\Omega_{l-1} \backslash \Omega_{r e d} \tag{4.7}
\end{equation*}
$$

With a given starting geometry $\Omega_{0}$ we create after each tooth period a new workpiece shape using the algorithm described above. Afterwards we interpolate the solution of the space discrete problem from the old grid to the new one and we proceed with the time integration as explained in the following section.

### 4.1.4 Time integration algorithm

In this section we construct a time integration algorithm for the system (3.15a),(3.15b) and (3.15c) considering an arbitrary tooth period. Using linear finite elements in space we obtain the following system of ordinary differential equations with delay:

$$
\begin{aligned}
M_{h} \ddot{u}_{h}+D_{h} \dot{u}_{h}+K_{h} u_{h} & =+C_{h} T_{h}+F_{h}\left(t, q(t), q(t-\tau), \bar{u}_{h}(t), \bar{u}_{h}(t-\tau), \bar{T}_{h}(t)\right) \\
m_{h} \dot{T}_{h}+\kappa_{h} T_{h} & =-c_{h} \dot{u}_{h}+f_{h}\left(t, q(t), q(t-\tau), \bar{u}_{h}(t), \bar{u}_{h}(t-\tau), \bar{T}_{h}(t)\right) \\
\ddot{q}(t)+D \dot{q}(t)+K q(t) & =B\left(t, \bar{T}_{h}(t)\right)\left(q(t)-q(t-\tau)-\bar{u}_{h}(t)+\bar{u}_{h}(t-\tau)\right)
\end{aligned}
$$

The system is solved numerically in the interval $[l \tau,(l+1) \tau]$ by an incremental decoupling using an implicit Newmark scheme (cf. Hughes [8]) for the momentum balance, an implicit Euler scheme for the energy balance and a Runge-Kutta 54 algorithm (cf. Deuflhard et al. [3]) to solve the remaining dde.

### 4.2 Simulation results

### 4.2.1 Data

The system of equations has unstable and stable solutions depending on the parameters rotation speed $n$, number of teeth $N_{z}$, axial depth of cut $a_{p}$ and radial depth of cut. For the simulations we fix the cutting parameters $f_{z}=0.2 \mathrm{~mm}, N_{z}=4, \varphi_{s}=\pi / 2, \varphi_{E}=\pi$, $D=15 \mathrm{~mm}$ and $n=7500 \mathrm{rpm}$. We only modify the parameter $a_{p}$ and the workpiece geometry to choose between stable and unstable solutions. Tables 1-3 depict the values of the various parameters used in the simulations.

|  | $\lambda$ | $\mu$ | $\alpha$ | $\varrho$ | $c_{v}$ | $\kappa$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| value | 51.084 e 9 Pa | 26.316 e 9 Pa | $23 \mathrm{e}-6 \mathrm{~K}^{-1}$ | $2700 \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$ | $900 \frac{\mathrm{~J}}{\mathrm{kgK}}$ | $160 \frac{\mathrm{~J}}{\mathrm{~m} \sec \mathrm{~K}}$ |

Table 1: Material parameters for the aluminium workpiece.

|  | $m_{c}$ | $\zeta_{1}$ | $\zeta_{2}$ | $\omega_{1}$ | $\omega_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| value | 0.3993 kg | $1.1 \%$ | $1.1 \%$ | 922 Hz | 922 Hz |

Table 2: Material parameters for the cutter dynamics.

|  | $\hat{K}_{R}$ | $\hat{K}_{T}$ | $\beta_{F r 2}$ | $\beta_{S h 2}$ | $\beta_{C h}$ | $c_{R}$ | $c_{T}$ | $l_{c 2}$ | $\alpha_{R}$ |
| :--- | :---: | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| value | $200 \frac{N}{m m^{2}}$ | $600 \frac{N}{m^{2}}$ | $50 \%$ | $90 \%$ | $15 \%$ | 0.0582 | 0.0671 | 0.1 mm | $20^{\circ}$ |

Table 3: Material parameters for the cutting forces and the heat source.

In each simulation run we set $t_{e}=50 \tau$, i.e., for the choice of $n$ and $N_{z}, t_{e}=0.1 \mathrm{sec}$.

### 4.2.2 Stable situation

For the first example the axial depth of cut is $a_{p}=1 \mathrm{~mm}$ and we have chosen a rather rigid workpiece geometry. The edge lengths of the workpiece are $l_{x}=25 \mathrm{~mm}, l_{y}=15 \mathrm{~mm}$, $l_{z}=10 \mathrm{~mm}$ and the initial position of the cutter tip is $X_{0}=25 \mathrm{~mm}, Y_{0}=8 \mathrm{~mm}$, $Z_{0}=9 \mathrm{~mm}$. In Figure 5, we see the results of the first simulation run. Since the uncut chip thickness converges to a stationary state, we identify this milling process as stable. Moreover, we observe an increase of the workpiece temperature during the simulation. The temperature at the beginning of each tooth period rises form the initial temperature $T_{0}=293.17 \mathrm{~K}$ to approximately 300 K .


Figure 4: The initial and final workpiece grid.


Figure 5: Cutter vibrations, mean workpiece deformations, uncut chip thickness and mean temperature at the cutting edge ( $\mathrm{x}-, \mathrm{y}$-, z - component printed in red, green, blue, respectively).

However, the induced deformations do not interfere with the stable cutting conditions. The workpiece deformations are one order of magnitude smaller than the cutter vibrations. We hence conclude that in the present example the dynamic characteristics of the harmonic oscillator dominates the stability of the entire system.


Figure 6: Cutter vibrations, mean workpiece deformations, uncut chip thickness and mean temperature at the cutting edge ( $\mathrm{x}-, \mathrm{y}$-, z - component printed in red, green, blue, respectively).

### 4.2.3 Cutter induces the loss of stability

In this example we choose the same workpiece shape as in the preceeding example (cf. Figure 4). The only difference is that we increased the axial depth of cut $a_{p}=1.9 \mathrm{~mm}$. The corresponding initial position of the cutter is now $X_{0}=25 \mathrm{~mm}, Y_{0}=8 \mathrm{~mm}$, $Z_{0}=8.1 \mathrm{~mm}$. Figure 6 shows the simulation results. A comparison to the results given in Figure 5 clearly indicates the instability of the current process. The uncut chip thickness doesn't converge to the stationary solution but increases during the simulation run. At the end the maximum of the uncut chip thickness is significantly bigger than the feed. These observations are confirmed by the workpiece deformations. The workpiece deformations reflect the evolution of the chip thickness and they hence don't converge to a stationary state. Due to the increase of the uncut chip thickness $h$, the cutting forces grow and thus the heat generated by the process. This is directly confirmed by the workpiece temperature that rises during the simulation faster than in the previous case. While the temperature is at the beginning of the first tooth period equal to the initial temperature $T_{0}=293.17 \mathrm{~K}$, we observe at the beginning of the last tooth period a temperature of 320 K . However, all these effects are induced by the vibrations of the harmonic oscillator. Here we clearly notice the divergence of the vibration amplitude which is an indicator for the loss of stability. This effect is also observed in case of uncoupled systems, where the
increase of the depth of cut induces the loss of stability (cf. Altintas et al. [2]).

### 4.2.4 Workpiece induces the loss of stability

For the next example the axial depth of cut is $a_{p}=1 \mathrm{~mm}$ and we have chosen a workpiece geometry as depicted in Figure 7. The workpiece has a very low stiffness in y-direction.


Figure 7: Initial and final workpiece grid.

The edge lengths of the workpiece are $l_{x}=25 \mathrm{~mm}, l_{y}=8 \mathrm{~mm}, l_{z}=a_{p}=1 \mathrm{~mm}$ and the initial position of the cutter is $X_{0}=25 \mathrm{~mm}, Y_{0}=8 \mathrm{~mm}, Z_{0}=0 \mathrm{~mm}$. Note that we fixed the workpiece on the part of the boundary where coordinate $X=0 \mathrm{~mm}$. Due to the special shape of the workpiece, the process of considered in example 4.2.2 becomes unstable. The magnitude of the workpiece vibrations rise until $t=0.04 \mathrm{sec}$. Then after a short decay they rise again and finally for $t>0.06 \mathrm{sec}$ they decrease until the end of the simulation run. Note that from a physical point of view the simulations are not meaningful for $t>3 \tau$, say. Since the workpiece deformation affects the cutting forces via the uncut chip thickness, the cutting heat attains very high values inducing the huge temperatures at the cutting edge. However, we may clearly identify the unstable cutting conditions from the computed uncut chip thickness. Due to the nonlinearities in the model (recall that we use $\max (h, 0)$ to compute the cutting forces) the amplitudes remain finite and do not rise until the end of the simulation run. A possible action to stabilise this process would be the reduction of the radial depth of cut, i.e., the reduction of the difference of $\varphi_{s}$ and $\varphi_{e}$, which reduces on the one hand the cutting forces and the increases on the other hand the stiffness of the workpiece.

### 4.2.5 Workpiece and cutter induce the loss of stability

For this last example the axial depth of cut is $a_{p}=1.9 \mathrm{~mm}$ corresponding to the unstable situation of example 4.2.3. Additionally we have chosen the non stiff workpiece geometry of example 4.2.4. The edge lengths of the workpiece are $l_{x}=25 \mathrm{~mm}, l_{y}=8 \mathrm{~mm}, l_{z}=a_{p}=$ 1.9 mm and the initial position of the cutter tip is $X_{0}=25 \mathrm{~mm}, Y_{0}=8 \mathrm{~mm}, Z_{0}=0 \mathrm{~mm}$. As before, we fixed the workpiece on the $X=0 \mathrm{~mm}$ plane. The current example is very similar to example 4.2.4. However, in comparison to the previous example we increased the thickness of the workpiece by a factor 1.9 , which also affects the workpiece stiffness.


Figure 8: Cutter vibrations, mean workpiece deformations, uncut chip thickness and mean temperature at the cutting edge ( $\mathrm{x}-, \mathrm{y}$-, z - component printed in red, green, blue, respectively).

Thus, the maximum of the workpiece deformation and the maximum of the temperature are much smaller than the respective values in case 4.2.4. Another observation is that the cutter mainly vibrates in x-direction while the workpiece shows the most important oscillations in y-direction. In this example both parts workpiece and cutter contribute to the unstability of the process. For $t<0.07 \mathrm{sec}$ the workpiece oscillations dominate the uncut chip thickness and for $t>0.07 \mathrm{sec}$ with the increasing stiffness of the workpiece the effect of the large cutter vibrations becomes more important. As in the previous example, the results for $t>3 \tau$, say, are no longer physically meaningful. Again, a possible stabilisation would be to decrease the radial depth of cut.

## 5 Conclusions

The goal of this paper was to enhance existing models of the milling process to allow for the consideration of the workpiece influence. The simulations in Section 4 clearly show that the model is capable of reproducing instability effects due to a lack of workpiece stiffness.
The results are promising and open up various directions for future research. From mathematical point of view the inclusion of a refined multibody system to describe the machine


Figure 9: Cutter vibrations, mean workpiece deformations, uncut chip thickness and mean temperature at the cutting edge ( $\mathrm{x}-, \mathrm{y}$-, z - component printed in red, green, blue, respectively).
dynamics would pose no further difficulty. Then a challenging task would be to investigate the stability of milling processes with respect to variations in the machine design.

Another interesting task would be the coupling of the classical DDE-model of the cutter with a simplified workpiece model, e.g., a beam. This situation should allow for a stability analysis along the lines of the bifurcation results mentioned in Section 1.
Finally, from application point of view an efficient numerical tool for the systematic derivation of stability diagrams would be most desirable. This would require the numerical solution of a large parameter-dependent Hamiltonian eigenvalue problem and is subject to further research.
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