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Abstract

This paper deals with a new mathematical model to characterize the interac-
tion between machine and workpiece in a milling process. The model consists of a
harmonic oscillator equation for the dynamics of the cutter and a linear thermoe-
lastic workpiece model. The coupling through the cutting force adds delay terms
and further nonlinear effects. After a short derivation of the governing equations
it is shown that the complete system admits a unique weak solution. A numerical
solution strategy is outlined and complemented by numerical simulations of stable
and unstable cutting conditions.

1 Introduction

A milling machine is a machine tool for the shaping of metal or other solids. Its basic
components are a rotating cutter and a table on which the workpiece is mounted. The
modelling of milling dynamics, the determination of stable cutting conditions and the
design of more efficient milling machines are important research fields in production tech-
nology. Effective methods to predict stable processes have been developed in recent years
(cf. Altintas et al. [2], Faassen [5]).

An essential part of these methods is an abstract dynamical model, represented by an
ordinary differential equation. Adjusted to vibration measurement data it reproduces
local characteristics of the actual milling system in terms of the dynamics at the tip of
the cutter. Its combination with a process model to describe the cutting forces leads to
a delay-differential equation (DDE). The last decade has seen a number of approaches to
identify efficiently stable machining parameters by means of bifurcation analysis of these
DDE systems (cf., e.g., Faassen [5], Insperger [9]).

However, these methods provide only few detailed information about the dynamics of the
entire process. Therefore the focus of this paper is the derivation of an improved model
allowing for the inclusion of workpiece effects. In addition to the DDE model for the
cutter the workpiece is accounted for by a thermoelastic material model. The coupling
is realised through the cutting force. This approach allows for a refined stability analysis
and will eventually lead an improved theoretical derivation of stable cutting conditions.

The paper is organised as follows: In Section 2 we derive the model equations. Section 3
is devoted to a mathematical analysis of the resulting system of equations in the case of
vanishing feed velocity. In that case we are able to prove the existence of a unique weak
solution to a slightly regularised model. An algorithm for the numerical approximation of
the new milling model is outlined in Section 4. Particular attention is paid to the changing
workpiece geometry in the case of non-zero feeding velocity. Numerical results for different
scenarios corresponding to stable and unstable cutting conditions are included. The last
section is devoted to some concluding remarks.
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2 Modelling

2.1 Preliminaries

Figure 1 shows the principal components of the milling model to be developed. Typically,
the influence of the machine on the cutter tip dynamics is described as a multibody system
accounting for the many different construction components in terms of rigid bodies coupled
through springs and dashpots. Since the focus of our investigations lies in the interplay
between machine and workpiece dynamics, it is sufficient to model the cutter as a point
mass that may vibrate in x, y-plane.

The workpiece is assumed to behave like a thermo-elastic continuum. We denote the
workpiece domain with Ω(t) ⊂ R3. The value u(t, x) represents the deformation field and
T (t, x) the workpiece temperature.

We consider a milling process proceeding in the time interval [0, te]. The cutter has Nz

teeth and rotates Nr = n/te rounds in the respective time interval. With the rotation
speed n, we define the rotation angle of tooth ’j’ by ϕj(t) = 2πnt+ 2(j − 1)π/Nz, where
j = 1, 2, . . . , Nz. Note that the cutter considered here has straight edges. For a helix
cutter an additional term has to be added to the latter equation.
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Figure 1: Schematic representation of the milling process.
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Moreover, we initialize the rotation angle of the first tooth as ϕ1(0) = ϕS, where ϕS is the
entry angle at which the cutter first touches the workpiece. The tooth period τ = (nNz)−1

is defined as the time the cutter needs to rotate around the pitch angle 2π/Nz, i.e., the
angle between two teeth. Another characteristic value in milling is the feed per tooth fz,
the distance that the cutter covers during one tooth period. The cutter removes material
from the workpiece if the angle (ϕj(t) mod 2π) is greater then the entry angle ϕS and
smaller than the exit angle ϕE.

During the milling process, the cutting forces arising from the chip removal act on the
cutter and on the workpiece simultaneously. Furthermore, the generated heat flows partly
into the workpiece. These effects occur in vicinity of the cutting edge. Thus, the zone
Γ(t), where the cutting stress acts on and the heat flows into the work piece is not constant
but moves with the cutting edge (cf. Figure 1).

2.2 Model equations

2.2.1 Milling machine

The milling cutter has a mass mc and the coordinates q = (qx, qy, qz)T measure the move-
ment of its centre of mass with respect to the inertial reference frame (x, y, z). Note that
the cutter oscillates in the x, y-plane. The additional z-component has been introduced
to ease the coupling with the workpiece model to be discussed later. The coordinates
in the cutter reference frame are related to those of the workpiece reference frame by a
linear, time dependent transformation,

(x, y, z) = (X, Y, Z)− b(t), (2.1)

where b(t) = (X0 − fz
t
τ
, Y0, Z0) denotes the translation vector given in the workpiece

frame. With these preliminaries we get, according to Newton’s second law, the equation
of motion for the cutter model:

q̈ +

2ξ1ω1 0 0
0 2ξ2ω2 0
0 0 0

 q̇ +

ω2
1 0 0

0 ω2
2 0

0 0 1

 q =
1

mc

Fx

Fy

0

 , (2.2)

where the Eigen angular frequencies in x- and y-direction are denoted by ωi = 2πfi =√
ki

mc
> 0. The modal damping in each direction is represented by ξi = di

2mcki
> 0. The

right hand side of (2.2) takes into account the cutting force, a sum of the forces acting on
each tooth in cut.

2.2.2 Workpiece

We assume that the largest part of the workpiece behaves like a thermoelastic material.
Only in the vicinity of the cutting edge, visco-elasto-plastic effects have to be taken into
account. However, these effects are already included in the empirical cutting force model,
which means that we may focus here on the thermo-elastic behaviour of the workpiece.
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The corresponding equations read as follows (see, e.g., [7]):

utt =
1

%
div(σ), (2.3)

σ = λtr(ε)I + 2µε− 3Kα(T − T0)I with K = (λ+
2

3
µ), (2.4)

ε =
1

2

(
∇u+ (∇u)T

)
, (2.5)

%cvTt = κ∆T − 3KαT0div(ut), (2.6)

where λ and µ are the Lamé constants, T0 denotes the initial temperature, κ the heat
conductivity and α is the thermal expansion coefficient.

2.3 Coupling

2.3.1 Boundary Conditions

The basis for the coupling of workpiece and machine model is the cutting force. Usually,
the latter is computed in terms of the so-called uncut chip thickness (see, e.g., [1]), which
describes the thickness of the material to be removed by the tooth which is in cut (see
Sec. 2.3.2). Here we use the following algebraic relation between uncut chip thickness
and the cutting forces due to Weck [13]):

F̂ =
(
F̂R, F̂T , F̂Z

)T

= aP K̂(T̄ , vCS) max(h, 0), (2.7)

where K̂(T̄ , vCS) denotes the vector of cutting constants which can be a function of
cutting speed (cf. Faassen [5]) and of the temperature in the cutting zone. Note that
the precise form of K̂(T̄ , vCS) has to be found experimentally. On the cutting edge the
forces act in three directions: perpendicular to the cutting velocity, in opposite direction
to the cutting velocity and parallel to the rotation axis of the cutter. Note that the
z-component of K̂(T̄ , vCS) vanishes for orthogonal cutting. We transform equation (2.7)
into the workpiece reference frame and sum up for all teeth to obtain

F = (Fx, Fy, Fz)T = −
Nz∑
j=1

g(ϕj(t))O(ϕj(t))F̂ , (2.8)

with O(ϕj) =

cosϕj − sinϕj 0
sinϕj cosϕj 0

0 0 1

 .
Here, g = 1, if the corresponding tooth ’j’ is in cut and g = 0 otherwise. The orthogonal
matrix O(ϕj) transforms the forces F̂ into the workpiece reference frame.

Now we define the boundary condition for the momentum balance (cf. (2.6)) as:

u = 0 on ΓD,

σ · n =

{
F

|Γ(t)| on Γ(t)× (0, te).

0 otherwise.
(2.9)
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|Γ(t) | denotes the measure of the area, where the cutting force acts on the workpiece (cf.
Figure 1).

The boundary condition for the energy balance has a similar structure:

T = T0 on ΓD,

−κ∇T · n =

{
QHF

(
t, F̂ , vCS

)
on Γ(t)× (0, te),

0 otherwise.
(2.10)

The value vCS = πDn denotes the cutting speed, i.e. the tangential velocity at the cutting
edge. Finally, we have to estimate the heat flux into the workpiece, QHF . During material
removal, the chip experiences large plastic deformations and high deformation rates. Since
the elastic deformations are negligible we assume that the cutting energy is completely
transformed into heat, which flows into the cutter, the chip and the workpiece. Thus
we need to estimate the portion of the cutting heat that flows into the work piece. We
assumed orthogonal cutting, which means that the cutting forces do not depend on the
z-direction. Hence, on each x,y-level we have the same cutting conditions as in turning,
such that we can apply the results of [11] leading to the following expression for the heat
flux:

QHF = −
(
2βFr2 + βSh2

)cT lc2vCSF̂T

3h
+ βCh(Fsvs + FuvC), (2.11)

where we used the abbreviations

Fs = F̂ ∗
T cos(ΦC)− F̂ ∗

R sin(ΦC), (2.12)

Fu = F̂ ∗
T cos(αR)− F̂ ∗

R sin(αR), (2.13)

F̂ ∗
R =

(
1− cRlc2

h

)
F̂R, (2.14)

F̂ ∗
T =

(
1− cT lc2

h

)
F̂T . (2.15)

The velocities are related to the cutting speed vCS as follows:

vs = vCS
cos(αR)

cos(ΦC − αR)
, (2.16)

vC = vCS
sin(ΦC)

cos(ΦC − αR)
, (2.17)

with the approximate shear angle derived by Ernst and Merchant [4], ΦC = π/4 − δΦ/2
or by Lee and Schafer [10]: ΦC = π/4− δΦ, and δΦ given by

δΦ = arctan

(
F̂ ∗

R

F̂ ∗
T

)
. (2.18)

Note that, according to Altintas [1], αR denotes the rake angle of the cutting edge, a value
that describes the cutter geometry. The remaining parameters lc2, cT , cR, βFr2, βSh2 and
βCh are either given by Harris [6] or they have to be determined experimentally.
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Figure 2: Derivation of the uncut chip thickness.

2.3.2 Uncut chip thickness

The crucial point is to derive an expression for the uncut chip thickness h. To this
end, we look at a z = const plane and assume that cutter and work piece may oscillate
independently (cf. Figure 2). At time t the cutter marks with its tip a certain material
point RP of the workpiece moved to its position due to the deformation field u(t, RP ) .
Thus, we may express the point P (t) using on the one hand the workpiece kinematics and
on the other hand the cutter position:

P (t) = u(t, RP ) +RP ,

= R00′(t) +
D

2
ej

r + q(t), (2.19)

where D denotes the diameter of the cutter. Usually, the uncut chip thickness is defined
as:

h = (P (t)−Q(t)) · ej
r, (2.20)

with ej
r = (cosϕj, sinϕj, 0)T representing the unit vector in radial direction of tooth ’j’

at time t. Q(t) represents the relevant part of the workpiece surface created during the
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preceding cut. Recall that at time t−τ the cutter marked another material point RQ that
was moved to its position due to the deformation field u(t− τ, RQ). Thus equation (2.19)
also holds at time t− τ , i.e.,

u(t− τ, RQ) +RQ = R00′(t− τ) +
D

2
ej

r + q(t− τ). (2.21)

Furthermore, it is clear that the material point RQ is also subjected to the workpiece
deformation field u(t, RQ) at time t , which means that it is located at position

Q(t) = u(t, RQ) +RQ.

For better visibility, the distance between the material points RP and RQ has been ar-
tificially magnified in Figure 2. In fact, they are quite close. In particular, it is fair to
assume that the difference in displacement fields for Q and P is small, i.e.

u(t, RQ) ≈ u(t, RP ),

then we obtain

Q(t) = u(t, RP ) +RQ. (2.22)

Finally, we replace RQ in equation (2.22) using equation (2.21), which yields the expression

Q(t) = q(t− τ) + u(t, RP )− u(t− τ, RQ) +R00′(t− τ) +
D

2
ej

r. (2.23)

Using (2.19), we obtain

P (t)−Q(t) = R00′(t)−R00′(t− τ) + q(t)− q(t− τ)− u(t, RP )− u(t− τ, RQ). (2.24)

leading to the following expression for the uncut chip thickness:

h = −fz cosϕj + (q(t)− q(t− τ)) · ej
r − (u(t, RP )− u(t− τ, RQ)) · ej

r. (2.25)

We notice that the uncut chip thickness consists of three different parts. The first one
represents just the cutter displacement due to the given feed. Projected on the radial
direction, it yields the stationary uncut chip thickness. The second part represents the
machine oscillations and produces the modulation of the chip thickness that has been
identified to be the main reason for chatter. The third contribution to the uncut chip
thickness is related to the workpiece deformation. While the first two terms are well-
known, the third one is new. With this approach, for the first time, the influence of
complex workpiece dynamics on the stability of milling processes can be studied.

3 Analysis of the coupled system

In this section we assume that the feeding velocity fz of the cutter is equal to zero. Then
the dominating term in the uncut chip thickness (2.25) vanishes and it is fair to assume
that the workpiece geometry remains unchanged during the process. In this situation the
cutter tip acts on the workpiece as a time dependent force boundary condition.
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To analyse the coupled PDE/DDE system we use the method of steps. To this end, we
divide the time interval [0, te] into subintervals with the length τ , tacitly assuming tE to
be a multiple of τ . For given initial data on the interval [−τ, 0] we analyse the system in
[0, τ ]. Then iteratively, we use the solution in [(l− 1)τ, lτ ] as initial data for the following
tooth period and perform the analysis for the interval [lτ, (l + 1)τ ].

We assume Ω ⊂ R3 to be a bounded domain with Lipschitz boundary, and ∂Ω = Γ0 ∪
Γ(t) ∪ ΓR(t) where meas(Γ0) > 0 and the part Γ0 is constant in time. Γ(t) is a part
of the boundary whose evolution in time is known and there exist constants Γ1, Γ2 > 0
such that Γ1 < meas(Γ(t)) < Γ2 for all times. Moreover, ΓR(t) = ∂Ω\(Γ0 ∪ Γ(t)) and
meas(ΓR(t)) > 0 for all times. In the space-time cylinder Ω × (lτ, (l + 1)τ) we consider
the following system of equations from linear thermoelasticity in the dynamical setting:

%ü(x, t)− div σ(x, t) = 0 (3.1)

σ(x, t) = A(ε(u(x, t))− εth(x, t)) + δε(u̇(x, t)) (3.2)

%cvṪ (x, t)− div (κ∇T (x, t)) = −3KαT0(x) div u̇(x, t), (3.3)

where %, cv, K, α have already been introduced in Section 2.2.2 and δ is a constant,
Aijkl = λδijδkl + µ (δilδjk + δjlδik) is the constant elasticity tensor, and T0 is the initial
temperature. The system is studied with the following initial conditions for l > 0:

u(x, lτ) = ul−1(x, lτ), u̇(x, lτ) = u̇l−1(x, lτ), T (x, lτ) = T l−1(x, lτ), (3.4)

where (ul−1, T l−1) is the solution on Ω×((l−1)τ, lτ). If l = 0 we use the initial conditions

u(x, 0) = u0, u̇(x, 0) = u1, T (x, 0) = T0(x), (3.5)

for which we assume

u0 ∈ V, u1 ∈ L2(Ω; R3), T0 ∈ L∞(Ω),

with V = {v ∈ H1(Ω; R3) : v∣∣Γ0
= 0}.

As detailed in the previous section the coupling between cutter and workpiece dynamics is
realized through the cutting force (cf. (2.7), (2.8)), which enters the boundary conditions
for the momentum balance (2.9) as well as the one for the energy balance (2.10). The
crucial part here is the uncut chip thickness h which is defined in (2.25). Since we assume
that the cutting forces act on the surface part Γ(t), we replace h in the cutting force
model (2.7) by its mean value on Γ(t). To this end, we define the mean values ū, T̄ by

ū(t) = Á
∫

Γ(t)

u(x, t)dS(x), T̄ (t) = Á
∫

Γ(t)

T (x, t)dS(x).

This allows to rewrite the boundary condition for the momentum balance as

u(x, t)∣∣Γ0
= 0

σ(x, t)ν(x) =

{
0 on ΓR(t)
f2(q(t), q(t− τ), ū(t), ū(t− τ), T̄ (t)) on Γ(t)

(3.6)
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We assume that the given function f2 is a global Lipschitz function. Moreover, ū(t − τ)
is defined by

ū(s) = ūl−1(s) for s ∈ [(l − 1)τ, lτ ], (3.7)

where ul−1 corresponds to the solution on [(l − 1)τ, lτ ]. For l = 0 we define

ū(s) = ω2(s) for s ∈ [−τ, 0], (3.8)

where ω2 is a given smooth function.

Similarly, the boundary conditions for the energy balance are rewritten as

κ
∂T

∂ν
(x, t) =


−αH(T (x, t)− TT ) on Γ0

f1(q(t), q(t− τ), ū(t), ū(t− τ), T̄ (t)) on Γ(t)
0 on ΓR(t)

(3.9)

where κ, TT are positive constants and the given function f1 is globally Lipschitz. Finally,
q : (lτ, (l+ 1)τ) −→ R3 is the solution to the DDE, describing the movement of the centre
of mass of the milling cutter, cf. (2.2), which we rewrite as

q̈(t) +Dq̇(t) +Kq(t) = B(t, T̄ (t))(q(t)− q(t− τ)− ū(t) + ū(t− τ)) (3.10)

with the following initial condition for l > 0:

q(s) = ql−1(s) for s ∈ [(l − 1)τ, lτ ] (3.11)

where (ul−1, ql−1) correspond to the solution on [(l − 1)τ, lτ ]. For l = 0 we define

q(s) = ω1(s) for s ∈ [−τ, 0] (3.12)

where ω1 is a given smooth function with vanishing z-component.

In view of Section 2.2.1 the matrices D, K are symmetric and positive definite and the
matrix B is globally Lipschitz. In the sequel, we will drop the explicit time dependency
in the arguments of f1, f2, respectively. The retarded argument is indexed by τ , e.g.,
qτ := q(t− τ).

Remark 3.1 (1) On the space-time domain Ω× (lτ, (l+ 1)τ) our initial boundary-value
problem is a coupling of linear thermoelasticity with a linear ODE for the vector
q. The entire problem is nonlinear because of Lipschitzian nonlinearities in the
Neumann boundary condition on Γ(t) and of the quadratic right-hand side in the
system for the vector q.

(2) In comparison to the system derived in Section 2, we had to add a regularising
damping term in the momentum balance, assumed to be small.

(3) To simplify the notations, without loss of generality it is sufficient to study the prob-
lem only for the first step. Hence, in the sequel we consider the problem on Ω×(0, τ).
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The goal of this section is to prove global in time solvability of the considered initial
boundary-value problem. We start with a weak formulation. The first equation in the
weak form is given by the equality

〈%ü(t), v〉+

∫
Ω

Aε(u(t))ε(v)dx+ δ

∫
Ω

ε(u̇(t))ε(v)dx

=

∫
Ω

Aεth(t)ε(v)dx+

∫
Γ(t)

f2(q, qτ , ū, ūτ , T̄ )vdS
(3.13)

for all v ∈ V and for almost t ∈ (0, τ). We suppose that the thermal part of the strain
tensor has the diagonal form

εth = α(T − T0)I =: β(T )I,

where α > 0 is the thermal expansion coefficient. Since AI = 3KI, the first integral on
the right-hand side of (3.13) has the form

3K

∫
Ω

β(T (t)) div vdx.

In (3.13) the symbol 〈·, ·〉 denotes the duality form between the spaces V ∗ and V . The
second equation written in the weak sense has the form

〈%cvṪ (t), w〉+

∫
Ω

κ∇T (t)∇wdx = −3Kα

∫
Ω

T0 div u̇(t)wdx

−
∫

Γ0

αH(T (t)− TT )wdS +

∫
Γ(t)

f1(q, qτ , ū, ūτ , T̄ )wdS
(3.14)

for all w ∈ H1(Ω) and for almost all t ∈ (0, τ). Here the symbol 〈·, ·〉 denotes the
duality form between the spaces (H1(Ω))∗ and H1(Ω). Hence we consider two variational
equalities (3.13) and (3.14) coupled with the system of ordinary differential equations
(3.10) with initial conditions (3.5) and (3.11). To prove existence of weak solutions to the
considered problem we use the Galerkin method. Let us denote by {v1, v2, . . .} a basis of
V such that the functions vi are orthogonal in H1(Ω) and orthonormal in L2(Ω). Next
let us denote by {w1, w2, . . .} a basis of H1(Ω) such that wi are orthogonal in H1(Ω) and
orthonormal in L2(Ω). We want to construct a Galerkin approximation of a weak solution
and denote by

un(x, t) =
n∑

k=1

dk
n(t)vk(x) , T n(x, t) =

n∑
k=1

γk
n(t)wk(x) .

We require that functions un and T n satisfy (3.13) and (3.14) on the spaces Vn =
lin {v1, . . . vn}, Wn = lin {w1, . . . wn} respectively. Recall that qτ and ūτ are already
given either as initial conditions or by the previous step. This implies that we obtain the
following system of ordinary differential equations for the unknown coefficients dk

n, γk
n for

k = 1, 2, . . . n

%d̈k
n(t) +

n∑
i=1

di
n(t)

∫
Ω

Aε(vi)ε(vk)dx+ δ

n∑
i=1

ḋi
n(t)

∫
Ω

ε(vi)ε(vk)dx (3.15a)

= 3K

∫
Ω

β(T n) div vkdx+

∫
Γ(t)

f2(q
n, qτ , ū

n, ūτ , T̄
n)vkdS
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%cvγ̇
k
n(t) + κγk

n(t)‖∇wk‖2
L2(Ω) = −3Kα

n∑
i=1

ḋi
n(t)

∫
Ω

T0 div viwkdx

−
∫

Γ0

αH(T n(t)− TT )wkdS +

∫
Γ(t)

f1(q
n, qτ , ū

n, ūτ , T̄
n)wkdS (3.15b)

where qn is a solution of the system

q̈n(t) +Dq̇n(t) +Kq(t) = B(t, T̄ n(t))(qn − qτ − ūn + ūτ ) (3.15c)

with the initial conditions

dk
n(0) = (u0, vk), ḋk

n(0) = (u1, vk), γk
n(0) = (T0, wk) , k = 1, 2, . . . n

and for qn(s), ūn(s) in [−τ, 0] according to (3.12), (3.8). Assuming that the given function
t 7→ Γ(t) is continuous with respect to the Hausdorff metric we see that the considered
system of 2n+3 ordinary differential equations possesses a unique solution defined on the
time interval (0, tn). Moreover, we can assume, if w1(s) ∈ BM/2(0) for each s ∈ [−τ, 0]
then qn(t) ∈ BM(0) for all t ∈ (0, tn). Here, Br(z) denotes the open Ball in R3 with radius
r and centre z.

Next, we find some conditions such that the sequence {tn} will be bounded from below
by some positive constant.

Lemma 3.1 Assume that w1, w2 ∈ BM/2(0) and that there exists a positive constant

C(M, t∗) such that |ūn| +
∫ tn

0
|T n|2dt ≤ C(M, t∗) for all tn ≤ t∗ and all n. Then there

exists τ+ > 0 such that tn ≥ τ+ for all n.

Proof: Testing (3.15c) by q̇n we have

d

dt

1

2
|q̇n|2 +Dq̇n · q̇n +Kqn · q̇n = B(t, T̄ n)(qn − qτ − ūn + ūτ ) · q̇n. (3.16)

Using that B is global Lipschitz we conclude that |B(t, T̄ n)| ≤ C(1 + |t| + |T̄ n|). Using
this inequality we can estimate the right-hand side of (3.16) by

C(1 + |t|+ |T̄ n|)(2M + |ūn|)|q̇n| ≤ 6M2C2(1 + |t|2 + |T̄ n|2) +
1

2
|q̇n|2

+
3

2
C2(1 + |t|2 + |T̄ n|2)|ūn|2 +

1

2
|q̇n|2 .

(3.17)

Inserting (3.17) into (3.16) integrating in time over (0, tn) and using Gronwall inequality
we have

1

2
|q̇n(tn)|2 +

∫ tn

0

Dq̇n · q̇ndt+
1

2
Kqn(tn) · qn(tn) ≤ e2tn

(
1

2
|q̇n(0)|2 +

1

2
Kq(0) · q(0)

+

∫ tn

0

6M2C2(1 + |t|2 + |T̄ n|2)dt+

∫ tn

0

3

2
C2(1 + |t|2 + |T̄ n|2)|ūn|2dt

)
.

(3.18)

K is symmetric and positive definite hence there exists a positive constant K∗ such that
K∗|q|2 ≤ Kq · q for all q ∈ R3. By the assumption we have that |ūn| is bounded on finite
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time intervals and also
∫ tn

0
|T n|2dt is bounded if tn ≤ t∗. Then the right-hand side for

tn ≤ t∗ is bounded. This means that qn(t) and q̇n(t) for tn ≤ t∗ stay in a bounded set
BC̄(M,t∗)(0). Moreover, we see that in the nonlinear terms f1, f2 in the system (3.15) the
arguments qn, qn

τ are bounded for tn ≤ t∗. Then the solution of the system (3.15) exists
at least on the interval [0, t∗]. t∗ can be chosen arbitrary and the proof is complete.

Now we are going to prove that the assumption from the last lemma holds. To this end
we multiply (3.15a) by ḋk

n, (3.15b) by γk
n and sum the results with respect to k. Hence we

obtain the following two equalities

%
d

dt

1

2
‖u̇n(t)‖2

L2(Ω) +

∫
Ω

Aε(un(t))ε(u̇n(t))dx+ δ

∫
Ω

|ε(u̇n(t))|2dx (3.19a)

= 3K

∫
Ω

β(T n(t)) div u̇n(t)dx+

∫
Γ(t)

f2(q
n, qτ , ū

n, ūτ , T̄
n)u̇n(t)dS ,

%cv
d

dt
‖T n(t)‖2

L2(Ω) + κ

∫
Ω

|∇T n(t)|2dx = −3Kα

∫
Ω

T0 div u̇n(t)T n(t)dx (3.19b)

−
∫

Γ0

αH(T n(t)− TT )T n(t)dS +

∫
Γ(t)

f1(q
n, qτ , ū

n, ūτ , T̄
n)T n(t)dS .

Since the functions fi are globally Lipschitz, we can conclude that there exist positive
constants Ci > 0 such that

|fi(q, qτ , ū, ūτ , T̄ )| ≤ Ci(1 + |q|+ |qτ |+ |ū|+ |ūτ |+ |T̄ |)

for all arguments q, qτ , ū, ūτ , T̄ . Next, we estimate integrals on the right-hand side of
(3.19a):

3K

∫
Ω

β(T n(t)) div u̇n(t)dx ≤ δ

8
‖ div u̇n(t)‖2

L2(Ω) + C(δ)(1 + ‖T n(t)‖2
L2(Ω)) (3.20)

∫
Γ(t)

f2(q
n, qτ , ū

n, ūτ , T̄
n)u̇n(t)dS

≤ (1 + 2M + |T̄ n(t)|+ |ūn(t)|)
∫

Γ(t)

|u̇n(t)|dS
(3.21)

(we have used here that from definition of tn we have |qn(t)| and |qτ | are bounded by M
for t ≤ tn). Since the measure of Γ(t) is positive and bounded we have∫

Γ(t)

|u̇n(t)|dS ≤ |Γ(t)|1/2‖u̇n(t)‖L2(Γ(t)) , (3.22)

|T̄ n(t)| =

∣∣∣∣Á∫
Γ(t)

T n(t)dS

∣∣∣∣ ≤ 1

|Γ(t)|

∫
Γ(t)

|T n(t)|dS ≤ 1

|Γ(t)|1/2
‖T n(t)‖L2(Γ(t)) . (3.23)

Inserting (3.22), (3.23) into (3.21) and estimating |ūn(t)| in the same manner as |T̄ n(t)|

12



we can invoke the trace theorem to arrive at the inequality∫
Γ(t)

f2(q
n, qn

τ , ū
n, ūn

τ , T̄
n)u̇n(t)dS ≤ Γ

1/2
2 (1 + 2M)‖u̇(t)‖L2(Γ(t))

+
(
‖T n(t)‖L2(Γ(t)) + ‖un(t)‖L2(Γ(t))

)
‖u̇n(t)‖L2(Γ(t))

≤ C(δ)Γ2(1 + 2M)2 +
δ

8
‖ε(u̇n(t))‖2

L2(Ω)

+ C(δ)
(
‖T n(t)‖2

L2(Γ(t)) + ‖ε(un(t))‖2
L2(Ω)

)
+
δ

8
‖ε(u̇n(t))‖2

L2(Ω) .

Finally, we estimate the boundary norm ‖T n(t)‖2
L2(Γ(t)) by

‖T n(t)‖2
L2(Γ(t)) ≤ η‖∇T n(t)‖2

L2(Ω) + C(η)‖T n(t)‖2
L2(Ω) (3.24)

where η > 0 is arbitrary. Inequality (3.24) follows by the Ehrling lemma for the spaces
H1(Ω) ↪→ H3/4(Ω) ↪→ L2(Ω). (Note that the trace operator is continuous from H3/4(Ω)
into L2(∂Ω)). To estimate the integrals on the right-hand side of (3.19b) we note that by
the boundedness of T0 the first term can be estimated in the same manner as in (3.20)
and the last term as in (3.21). Invoking Young’s inequality, the second term leads to

−
∫

Γ0

αH(T n(t)− TT )T n(t)dS = −αH‖T n(t)‖2
L2(Γ0) + αH

∫
Γ0

TTT
n(t)dS

≤ −αH

2
‖T n(t)‖2

L2(Γ0) +
αH

2
|Γ0|T 2

T .

(3.25)

Inserting all estimates into (3.19) and adding (3.19a) and (3.19b) we arrive at the inequal-
ity

%
d

dt

1

2
‖u̇n(t)‖2

L2(Ω) +
d

dt

1

2

∫
Ω

Aε(un(t))ε(un(t))dx+ δ‖ε(u̇n(t))‖2
L2(Ω)

+ %cv
d

dt
‖T n(t)‖2 + κ‖∇T n(t)‖2

L2(Ω) +
αH

2

∫
Γ0

|T n(t)|2dS

≤ δ

2
‖ε(u̇(t))‖2

L2(Ω) + ηC1(M, δ)‖∇T n‖2
L2(Ω) (3.26)

+ C2(M, δ)‖ε(un(t))‖2
L2(Ω) + C3(M, δ, η)‖T n(t)‖2

L2(Ω) + C4(M, δ)

where Ci(M, δ) are positive constants. Choosing η so small that ηC1(M, δ) ≤ κ
2
, integrat-

ing (3.26) with respect to t on (0, t) and using the Gronwall inequality we have proved
the following theorem:

Lemma 3.2 There exists a positive constant C(M, t∗, δ) such that for all u and for all
tn ≤ t∗

‖u̇n(t)‖2
L2(Ω) + ‖ε(un(t))‖2

L2(Ω) + δ

∫ t

0

‖ε(u̇n(t))‖2
L2(Ω)dt

+ ‖T n(t)‖2
L2(Ω) +

∫ t

0

‖∇T n(t)‖2
L2(Ω)dt+

∫ t

0

∫
Γ0

|T n(t)|2dS

≤ C(M, t∗, δ) + ‖u0‖2
H1(Ω) + ‖u1‖2

L2(Ω)

(3.27)

for t ∈ (0, tn).
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Remark 3.2 Note that by the trace theorem we have that

sup
t∈[0,tn]

‖un(t)‖L2(Γ(t)) +

∫ tn

0

‖T n(t)‖2
L2(Γ(t))

is bounded by a constant depending on M , t∗ and δ only. Consequently, the assumption
in Lemma 3.1 is satisfied.

In view of this remark our approximate solutions are defined globally in time. To pass to
the limit with n→∞ we need some further estimates for the sequences {Ṫ n} and {ün}.

Lemma 3.3 The sequences {Ṫ n}, {ün} are bounded in the spaces L2(0, τ ;H1(Ω)∗) and
L2(0, τ ;V ∗), respectively, where τ > 0.

Proof: Let w ∈ H1(Ω) and ‖w‖H1(Ω) ≤ 1. Let us decompose w in the form w = w1 + w2

where w1 ∈ Wn and w2 ⊥ Wn. Using that w1 ∈ Wn we can use w1 as a test function and
obtain from (3.15b) that

(Ṫ n(t), w1) + κ

∫
Ω

∇T n(t)∇w1dx = −3Kα

∫
Ω

T0 div u̇nw1dx

−
∫

Γ0

αH(T n(t)− TT )w1dS +

∫
Γ(t)

f1(q
n, qn

τ , ū
n, ūτ , T̄

n)w1dS .
(3.28)

Using that Ṫ n(t) ∈ Wn and w2 ⊥ Wn we obtain that

|(Ṫ n(t), w)| = |(Ṫ n(t), w1)| ≤ κ‖∇T n(t)‖L2(Ω)‖∇w1‖L2(Ω)

+ 3Kα sup |T0|‖ div u̇n‖L2(Ω)‖w1‖L2(Ω) + αH‖T n(t)‖L2(Γ0)‖w1‖L2(Γ0)

+ αHTT‖w1‖L2(Γ0) + C
(
1 + 2M + ‖un(t)‖L2(Γ(t)) + ‖T n(t)‖L2(Γ(t))

)
‖w1‖L2(Γ(t))

where the constant C depends on Γ1. Using the trace theorem we arrive at the inequality

|(Ṫ n(t), w)| ≤ C(M)
(
‖∇T n(t)‖L2(Ω) + ‖ε(u̇n(t))‖L2(Ω) + ‖T n(t)‖L2(Ω) + 1

)
.

Consequently, we conclude that

‖Ṫ n(t)‖2
(H1(Ω))∗ ≤ 4C2(M)

(
‖∇T n(t)‖2

L2(Ω) + ‖ε(u̇n(t))‖2
L2(Ω) + ‖T n(t)‖2

L2(Ω) + 1
)
.

Integrating the last inequality with respect to time and using theorem 3.2 we end the proof
for the sequence {Ṫ n}. The proof for the sequence {ün} is similar and will be omitted.

Theorem 3.1 For each τ > 0 there exists a weak solution (u, T, q) of the considered
problem. Moreover, we have that

u ∈ L∞(0, τ ;V ), u̇ ∈ L∞(0, τ ;L2(Ω,R3)) ∩ L2(0, τ ;V ), ü ∈ L2(0, τ ;V ∗),

T ∈ L∞(0, τ ;L2(Ω)), ∇T ∈ L2(0, τ ;L2(Ω; Rn)), Ṫ ∈ L2(0, τ ; (H1(Ω))∗)

q, q̇ ∈ L∞(0, τ), q̈ ∈ L2(0, τ).
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Proof: According to Lemma 3.2 and 3.3 we can choose a subsequence of {(un, T n, qn)},
further denoted by index n, such that

un ∗
⇀ u in L∞(0, τ, V ) , u̇n ⇀ u̇ in L2∞(0, τ ;V ) and L∞(0, τ ;L2(Ω,R3))

ün ⇀ ü in L2(0, τ ;V ∗) , T n ∗
⇀ T in L∞(0, τ ;L2(Ω))

∇T n ⇀ ∇T in L2(0, τ ;L2(Ω; Rn)) , Ṫ n ⇀ Ṫ in L2(0, τ ; (H1(Ω))∗)

qn → q in L∞(0, τ) , q̇n ∗
⇀ q̇ in L∞(0, τ) , q̈n ⇀ q̈ in L2(0, τ) .

Note that boundedness of the sequence {q̈n} in L2(0, τ) follows directly from equation
(3.15c) and Theorem 3.2.

By virtue of the Aubin-Lions lemma (cf., e.g., [12]), we have that the sequence {T n} is pre-
compact in the space L2(0, τ ;H3/4(Ω)). This means that T n −→ T in L2(0, τ ;H3/4(Ω)).
Then by the continuity of the trace operator we have that T n

|∂Ω
−→ T|∂Ω

in the space

L2(0, τ ;L2(Ω)). Consequently, extracting eventually a further subsequence, we have that
T n

|∂Ω
−→ T|∂Ω

in L2(∂Ω) for almost all t ∈ (0, τ). Using that the convergence in L2(∂Ω)

implies also the convergence in L1(∂Ω) we conclude that∫
Γ(t)

T n(t)dS =

∫
∂Ω

T n(t)XΓ(t)dS −→
∫

∂Ω

T (t)XΓ(t)dS =

∫
Γ(t)

T (t)dS .

In the same manner we can prove (possibly extracting a further subsequence) that ūn −→
ū for almost all t ∈ (0, τ). Now we are ready to pass to the limit. Let us fix N > 0. We
choose v =

∑N
k=1 d

k(t)vk and w =
∑N

k=1 γ
k(t)wk, where functions dk and γk are smooth.

Then from system (3.15) we obtain for each τ > 0 and n > N

%

∫ τ

0

〈ün, v〉dt+

∫ τ

0

∫
Ω

Aε(un)ε(v)dxdt+ δ

∫ τ

0

∫
Ω

ε(u̇n)ε(v)dxdt (3.29a)

= 3K

∫ τ

0

∫
Ω

β(T n) div vdxdt+

∫ τ

0

∫
Γ(t)

f2(q
n, qτ , ū

n, ūτ , T̄
n)vdSdt ,

%cv

∫ τ

0

〈Ṫ n, w〉dt+

∫ τ

0

∫
Ω

κ∇T n∇wdxdt = −3Kα

∫ τ

0

∫
Ω

T0 div vu̇nwdxdt (3.29b)

−
∫ τ

0

∫
Γ0

αH(T n − TT )wdSdt+

∫ τ

0

∫
Γ(t)

f1(q
n, qτ , ū

n, ūτ , T̄
n)wdSdt .

Using the Lipschitz continuity of functions f1, f2 we conclude that

%

∫ τ

0

〈ü, v〉dt+

∫ τ

0

∫
Ω

Aε(u)ε(v)dxdt+ δ

∫ τ

0

∫
Ω

ε(u̇)ε(v)dxdt (3.30a)

= 3K

∫ τ

0

∫
Ω

β(T ) div vdxdt+

∫ τ

0

∫
Γ(t)

f2(q, qτ , ū, ūτ , T̄ )vdSdt ,

%cv

∫ τ

0

〈Ṫ , w〉dt+

∫ τ

0

∫
Ω

κ∇T∇wdxdt = −3Kα

∫ τ

0

∫
Ω

T0 div u̇wdxdt (3.30b)

− αH

∫ τ

0

∫
Γ0

(T − TT )wdSdt+

∫ τ

0

∫
Γ(t)

f1(q, qτ , ū, ūτ , T̄ )wdSdt
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for all v ∈ C∞(0, τ ;Vn), w ∈ C∞(0, τ ;Wn). Using that these spaces are dense in
L2(0, τ ;V ), L2(0, τ ;H1(Ω)) respectively we conclude (3.30) for all v ∈ L2(0, τ ;V ), w ∈
L2(0, τ ;H1(Ω)). Selecting v = ϕ(t)v∗, w = ϕ(t)w∗ where ϕ ∈ C∞

0 (0, τ), v∗ ∈ V ,
w∗ ∈ H1(Ω) we obtain that (u, T, q) satisfy in the weak sense two first equations of
our problem. To go to the limit in (3.15c) we multiply (3.15c) by ϕ ∈ C∞

0 (0, τ ; R3) and
integrate with respect to time∫ τ

0

q̈n · ϕdt+

∫ τ

0

Dq̈n · ϕdt+

∫ τ

0

Kqn · ϕdt

=

∫ τ

0

B(t, T̄ n)(qn − qn
τ − ūn + uτ ) · ϕdt .

(3.31)

From the strong convergence T̄ n −→ T̄ in L2(0, τ) we have that B(·, T̄ n) −→ B(·, T̄ ) in
L2(0, τ). Consequently, passing to the limit we obtain∫ τ

0

q̈ · ϕdt+

∫ τ

0

Dq̇ · ϕdt+

∫ τ

0

Kq · ϕdt =

∫ τ

0

B(t, T )(q − qτ − ū+ uτ )ϕdt .

Using that ϕ is chosen arbitrary we conclude that for almost all t ∈ (0, τ)

q̈ +Dq̇ +Kq = B(·, T )(q − qτ − ū+ uτ ) .

To end the proof we need to show that the initial conditions are satisfied. qn −→ q in
L∞(0, τ) hence in L∞(−τ, τ) also. Consequently, q(s) = w(s) for s ∈ [−τ, 0]. Let us write
(3.29b) in the form

%cv

∫ τ

0

〈Ṫ n, w〉dt = RHS (3.32)

where RHS is the sum of the right-hand side of (3.29b) and the term

−
∫ τ

0

∫
Ω

κ∇T n∇wdxdt .

Let us choose w with w(τ) = 0. Then integrating by parts on the left-hand side of (3.32)
we have

−%cv
∫ τ

0

〈T n, ẇ〉dt− (T n(0), w(0)) = RHS . (3.33)

Then going to the limit in (3.33) and using that C∞([0, τ ];Wn) is dense in C1([0, τ ];H1(Ω))
we obtain that

−%cv
∫ τ

0

〈T, ẇ〉dt− (T0, w(0)) = RHS (3.34)

for all w ∈ C1([0, τ ];H1(Ω)) with w(τ) = 0. Writing (3.30b) in the form

%cv

∫ τ

0

〈Ṫ , w〉dt = RHS (3.35)

and integrating by parts with respect to t, selecting again w ∈ C1([0, τ ];H1(Ω)) with
w(τ) = 0 we have

−%cv
∫ τ

0

〈T, ẇ〉dt− (T (0), w(0)) = RHS . (3.36)
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Comparing (3.34) and (3.36) we have that

(T (0)w(0)) = (T0, w(0)) for all w ∈ C1([0, τ ];H1(Ω)) with w(τ) = 0 .

Consequently, we have T (0) = T0. (Note that Ṫ ∈ L2(0, τ ; (H1(Ω))∗) and T ∈ L2(0, τ ;
H1(Ω)) implies T ∈ C([0, τ ];L2(Ω)) whence T (0) is well defined.) The proof for u(0) = u0

and u̇(0) = u1 is similar and therefore omitted.

Finally, we show that weak solutions with the regularity obtained in Theorem 3.1 are
unique.

Theorem 3.2 Let us fix τ > 0. Then weak solutions with the regularity from Theorem
3.1 satisfying the same initial conditions are unique.

Proof: Let (u1, T 1, q1) and (u2, T 2, q2) be two weak solutions of the problem (3.10), (3.13),
(3.14) satisfying the initial conditions (3.5) and (3.11). Let us denote by (u, T, q) =
(u1 − u2, T 1 − T 2, q1 − q2). Then these functions satisfy

〈%ü, v〉+

∫
Ω

Aε(u)ε(v)dx+ δ

∫
Ω

ε(u̇)ε(v)dx = 3Kα

∫
Ω

T div vdx

+

∫
Γ(t)

(
f2(q

1, qτ , ū
1, ūτ , T̄

1)− f2(q
2, qτ , ū

2, ūτ , T̄
2)
)
vdS

∀v ∈ V and a.e. t ∈ (0, τ) ,

(3.37)

〈%cvṪ , w〉+ κ

∫
Ω

∇T∇w = −3Kα

∫
Ω

T0 div u̇wdx−
∫

Γ0

αH(T − TT )wdS

+

∫
Γ(t)

(
f1(q

1, qτ , ū
1, ūτ , T̄

1)− f1(q
2, qτ , ū

2, ūτ , T̄
2)
)
wdS

∀w ∈ H1(Ω) and a.e. t ∈ (0, τ) ,

(3.38)

q̈ +Dq̇ +Kq = B(t, T̄ 1)(q − ū) + (B(t, T̄ 1)−B(t, T̄ 2))(q2 − qτ − ū2 + ūτ ) . (3.39)

Multiplying the last equality by q̇ and exploiting the fact that on the time interval (0, τ)
functions q1, q1

τ , q2, q2
τ and ū1, ū2 are bounded, we easily obtain the existence of a positive

constant M(τ) such that

1

2
|q̇|2 +

∫ t

0

Dq̇ · q̇dτ +
1

2
Kq · q ≤M(τ)

(∫ t

0

|B(t, T̄ 1)|2|q̇|2dτ +

∫ t

0

|T̄ |2dτ

+

∫ t

0

|q|2dτ +

∫ t

0

|ū|2dτ
)
.

(3.40)

By the Gronwall’s inequality we conclude that for all t ∈ (0, τ)

|q̇|2 + |q|2 ≤ M̄(τ)

(∫ τ

0

|ū|2dτ +

∫ τ

0

|T̄ |2dτ
)
. (3.41)

(Note that
∫ τ

0
|B(t, T̄ 1)|2dτ is bounded by a constant depending on τ only.)
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Next we insert into (3.37) v = u̇(t) and into (3.38) w = T (t) as test functions. Since f1

and f2 are globally Lipschitz, we obtain

%
d

dt

1

2
‖u̇‖2

L2(Ω) +
d

dt

1

2

∫
Ω

Aε(u)ε(u)dx+ δ

∫
Ω

|ε(u̇)|2dx

≤ 3αK

∫
Ω

|T | | div u̇|dx+ L2

∫
Γ(t)

(|q|+ |ū|+ |T̄ |)|u̇|dS
(3.42)

%cv
d

dt

1

2
‖T‖2

L2(Ω) + κ‖∇T‖2
L2(Ω) ≤ 3Kα sup

Ω
|T0|

∫
Ω

| div u̇| |T |dx

+

∫
Γ(t)

αH |T |TTdS + L1

∫
Γ(t)

(|q|+ |ū|+ |T̄ |)|T |dS
(3.43)

where by Li we have denoted the Lipschitz constant of fi, i = 1, 2. Estimating the first
integral in (3.42) and (3.43) in the same manner as in (3.20) and using (3.41) and (3.24)
we arrive at the inequality

%
1

2
‖u̇‖2

L2(Ω) +
1

2

∫
Ω

Aε(u)ε(u)dx+
δ

2

∫ t

0

∫
Ω

|ε(u̇|2dx

+ %cv
1

2
‖T‖2

L2(Ω) +
κ

2

∫ t

0

‖∇T‖2
L2(Ω)dx ≤M(τ)

[ ∫ t

0

‖ε(u)‖2
L2(Ω)dτ

+

∫ t

0

‖T‖2
L2(Ω)dτ

]
where M(τ) > 0 is a constant.

Again applying Gronwall’s inequality we have that u = 0, T = 0 and consequently q = 0.

Remark 3.3 Applying the method of steps as explained in this beginning of this section
we can extend the existence and uniqueness result to the complete time domain [0, tE].

4 Numerical simulations

4.1 The Algorithm

4.1.1 The outer iteration

To avoid technicalities, in the sequel we focus on milling processes where the pitch angle
is smaller than the difference between exit and entry angle, which means that only one
tooth is in cut at a time. We use the method of steps as explained in Section 3. However,
in addition we now allow for non-zero feeding velocity of the cutter. Therefore, we have to
account for changing workpiece geometry due to material removal. The first stage in each
iteration is to compute the new workpiece geometry Ωl. Next, the system (3.15a)–(3.15c)
is solved on the space-time domain Ωl × (lτ, (l + 1)τ). In the following subsections we
explain important features of the method.
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4.1.2 Computation of mean values ū and T̄

We define the theoretical tooth path, which is the fictitious manifold created by the points
on the cutting edge during one tooth period, if we neglect the displacement of the cutter
and the deformation of the workpiece. For s ∈ [0, τ ] and ζ ∈ [0, ap] we parametrise the
respective manifold with the following expression:

Pt(s, ζ) =
D

2
(cosψ(s), sinψ(s), 0)T

+ (X0 −
(
Ne(t) +

s

τ

)
fz, Y0, Z0 + ζ)T , (4.1)

with ψ(s) = 2πs+ ϕS.

The number of elapsed tooth periods is defined as Ne(t) = int(t/τ), with int(.) being
the integer part of a real number. The vector (X0, Y0, Z0)

T represents the position of
the cutter tip with respect to the workpiece reference frame at t = 0. Using the above
parametrisation we define the cutting zone

Γ(t) = {Pt(s, ζ) | 2|s̄(t)− s| ≤ ∆s and ζ ∈ [0, ap]}, (4.2)

with s̄ = t−Ne(t). ∆s is a parameter depending on the cutting conditions. We compute
the mean value ā(t) = a∗(t)|Γ(t)|−1 of an arbitrary field a(t, x) with the integral over the
cutting zone:

a∗(t) =

∫ ap

0

∫ s̄(t)+∆s/2

s̄(t)−∆s/2

a (t, Pt(s, ζ)) |∂sPt × ∂ζPt| ds dζ. (4.3)

Note that we get a∗(t) =|Γ(t) | for a(t, x) = 1.

4.1.3 Geometry update

During one tooth period, the cutter removes a certain amount of material from the work-
piece. We simulate this effect by a modification of the workpiece shape after each tooth
period. We assume that the workpiece changes according to the theoretical tooth path
given by the static chip thickness (i.e. the first term in (2.25)). After the tooth period
[(l − 1)τ, lτ ] with workpiece domain Ωl−1, as shown for instance in Figure 1, we have to
compute a new domain Ωl representing the workpiece shape during the next tooth period,
i.e. t ∈ [lτ, (l + 1)τ ].
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Figure 3: Reduction of workpiece domain.

The first step is the calculation of the volume Ωred that shall be removed from the work-
piece. To this end we introduce a manifold Bl ⊂ R3, defined by the given parametrisation
Pt(s, ζ) : R× R → R3, (cf. (4.1))

Bl = {Plτ (s, ζ)|s ∈ [s−, τ ], ζ ∈ [0, ap]}, (4.4)

where the coordinate s− ∈ [−τ, 0] is the biggest non positive solution of the equation:

sin

[
ω
(
s+ τ − Dτ

fz

cos[ωs+ ϕst]
)

+ ϕst

]
= sin[ωs+ ϕst], (4.5)

which may be derived from the condition that two successive arcs must have at least one
common intersection point.The domain Ωred that should be removed form the workpiece
reads:

Ωred(t) = {r ∈ Ωn−1|∃R ∈ B(t), such that

rx = Rx ∧ Y0 ≤ ry ≤ Ry ∧ rz = Rz}. (4.6)

With Ωred(t) we may now define the new workpiece domain:

Ωl = Ωl−1 \ Ωred. (4.7)

With a given starting geometry Ω0 we create after each tooth period a new workpiece
shape using the algorithm described above. Afterwards we interpolate the solution of the
space discrete problem from the old grid to the new one and we proceed with the time
integration as explained in the following section.

4.1.4 Time integration algorithm

In this section we construct a time integration algorithm for the system (3.15a),(3.15b)
and (3.15c) considering an arbitrary tooth period. Using linear finite elements in space
we obtain the following system of ordinary differential equations with delay:

Mhüh +Dhu̇h +Khuh = +ChTh + Fh

(
t, q(t), q(t− τ), ūh(t), ūh(t− τ), T̄h(t)

)
,

mhṪh + κhTh = −chu̇h + fh

(
t, q(t), q(t− τ), ūh(t), ūh(t− τ), T̄h(t)

)
,

q̈(t) +Dq̇(t) +Kq(t) = B(t, T̄h(t))(q(t)− q(t− τ)− ūh(t) + ūh(t− τ)).
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The system is solved numerically in the interval [lτ, (l+1)τ ] by an incremental decoupling
using an implicit Newmark scheme (cf. Hughes [8]) for the momentum balance, an implicit
Euler scheme for the energy balance and a Runge-Kutta 54 algorithm (cf. Deuflhard et
al. [3]) to solve the remaining dde.

4.2 Simulation results

4.2.1 Data

The system of equations has unstable and stable solutions depending on the parameters
rotation speed n, number of teeth Nz, axial depth of cut ap and radial depth of cut. For
the simulations we fix the cutting parameters fz = 0.2 mm, Nz = 4, ϕs = π/2, ϕE = π,
D = 15 mm and n = 7500 rpm. We only modify the parameter ap and the workpiece
geometry to choose between stable and unstable solutions. Tables 1-3 depict the values
of the various parameters used in the simulations.

λ µ α % cv κ

value 51.084e9 Pa 26.316e9 Pa 23e-6 K−1 2700 kg
m3 900 J

kg K
160 J

m sec K

Table 1: Material parameters for the aluminium workpiece.

mc ζ1 ζ2 ω1 ω2

value 0.3993 kg 1.1% 1.1% 922 Hz 922 Hz

Table 2: Material parameters for the cutter dynamics.

K̂R K̂T βFr2 βSh2 βCh cR cT lc2 αR

value 200 N
mm2 600 N

mm2 50% 90% 15% 0.0582 0.0671 0.1mm 20◦

Table 3: Material parameters for the cutting forces and the heat source.

In each simulation run we set te = 50τ , i.e., for the choice of n and Nz, te = 0.1 sec.

4.2.2 Stable situation

For the first example the axial depth of cut is ap = 1 mm and we have chosen a rather rigid
workpiece geometry. The edge lengths of the workpiece are lx = 25 mm, ly = 15 mm,
lz = 10 mm and the initial position of the cutter tip is X0 = 25 mm, Y0 = 8 mm,
Z0 = 9 mm. In Figure 5, we see the results of the first simulation run. Since the uncut
chip thickness converges to a stationary state, we identify this milling process as stable.
Moreover, we observe an increase of the workpiece temperature during the simulation.
The temperature at the beginning of each tooth period rises form the initial temperature
T0 = 293.17K to approximately 300K.
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Figure 4: The initial and final workpiece grid.
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Figure 5: Cutter vibrations, mean workpiece deformations, uncut chip thickness and
mean temperature at the cutting edge (x-, y-, z- component printed in red, green, blue,
respectively).

However, the induced deformations do not interfere with the stable cutting conditions.
The workpiece deformations are one order of magnitude smaller than the cutter vibra-
tions. We hence conclude that in the present example the dynamic characteristics of the
harmonic oscillator dominates the stability of the entire system.
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Figure 6: Cutter vibrations, mean workpiece deformations, uncut chip thickness and
mean temperature at the cutting edge (x-, y-, z- component printed in red, green, blue,
respectively).

4.2.3 Cutter induces the loss of stability

In this example we choose the same workpiece shape as in the preceeding example (cf.
Figure 4). The only difference is that we increased the axial depth of cut ap = 1.9 mm.
The corresponding initial position of the cutter is now X0 = 25 mm, Y0 = 8 mm,
Z0 = 8.1 mm. Figure 6 shows the simulation results. A comparison to the results
given in Figure 5 clearly indicates the instability of the current process. The uncut chip
thickness doesn’t converge to the stationary solution but increases during the simulation
run. At the end the maximum of the uncut chip thickness is significantly bigger than the
feed. These observations are confirmed by the workpiece deformations. The workpiece
deformations reflect the evolution of the chip thickness and they hence don’t converge to a
stationary state. Due to the increase of the uncut chip thickness h, the cutting forces grow
and thus the heat generated by the process. This is directly confirmed by the workpiece
temperature that rises during the simulation faster than in the previous case. While the
temperature is at the beginning of the first tooth period equal to the initial temperature
T0 = 293.17 K, we observe at the beginning of the last tooth period a temperature of
320 K. However, all these effects are induced by the vibrations of the harmonic oscillator.
Here we clearly notice the divergence of the vibration amplitude which is an indicator for
the loss of stability. This effect is also observed in case of uncoupled systems, where the
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increase of the depth of cut induces the loss of stability (cf. Altintas et al. [2]).

4.2.4 Workpiece induces the loss of stability

For the next example the axial depth of cut is ap = 1 mm and we have chosen a workpiece
geometry as depicted in Figure 7. The workpiece has a very low stiffness in y-direction.

lx

ly

lz

Figure 7: Initial and final workpiece grid.

The edge lengths of the workpiece are lx = 25 mm, ly = 8 mm, lz = ap = 1 mm and
the initial position of the cutter is X0 = 25 mm, Y0 = 8 mm, Z0 = 0 mm. Note that
we fixed the workpiece on the part of the boundary where coordinate X = 0 mm. Due
to the special shape of the workpiece, the process of considered in example 4.2.2 becomes
unstable. The magnitude of the workpiece vibrations rise until t = 0.04 sec. Then after a
short decay they rise again and finally for t > 0.06 sec they decrease until the end of the
simulation run. Note that from a physical point of view the simulations are not meaningful
for t > 3τ , say. Since the workpiece deformation affects the cutting forces via the uncut
chip thickness, the cutting heat attains very high values inducing the huge temperatures
at the cutting edge. However, we may clearly identify the unstable cutting conditions
from the computed uncut chip thickness. Due to the nonlinearities in the model (recall
that we use max(h, 0) to compute the cutting forces) the amplitudes remain finite and
do not rise until the end of the simulation run. A possible action to stabilise this process
would be the reduction of the radial depth of cut, i.e., the reduction of the difference of
ϕs and ϕe, which reduces on the one hand the cutting forces and the increases on the
other hand the stiffness of the workpiece.

4.2.5 Workpiece and cutter induce the loss of stability

For this last example the axial depth of cut is ap = 1.9 mm corresponding to the unstable
situation of example 4.2.3. Additionally we have chosen the non stiff workpiece geometry
of example 4.2.4. The edge lengths of the workpiece are lx = 25 mm, ly = 8 mm, lz = ap =
1.9 mm and the initial position of the cutter tip is X0 = 25 mm, Y0 = 8 mm, Z0 = 0 mm.
As before, we fixed the workpiece on the X = 0 mm plane. The current example is very
similar to example 4.2.4. However, in comparison to the previous example we increased
the thickness of the workpiece by a factor 1.9, which also affects the workpiece stiffness.
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Figure 8: Cutter vibrations, mean workpiece deformations, uncut chip thickness and
mean temperature at the cutting edge (x-, y-, z- component printed in red, green, blue,
respectively).

Thus, the maximum of the workpiece deformation and the maximum of the temperature
are much smaller than the respective values in case 4.2.4. Another observation is that
the cutter mainly vibrates in x-direction while the workpiece shows the most important
oscillations in y-direction. In this example both parts workpiece and cutter contribute to
the unstability of the process. For t < 0.07 sec the workpiece oscillations dominate the
uncut chip thickness and for t > 0.07 sec with the increasing stiffness of the workpiece
the effect of the large cutter vibrations becomes more important. As in the previous
example, the results for t > 3τ , say, are no longer physically meaningful. Again, a
possible stabilisation would be to decrease the radial depth of cut.

5 Conclusions

The goal of this paper was to enhance existing models of the milling process to allow for
the consideration of the workpiece influence. The simulations in Section 4 clearly show
that the model is capable of reproducing instability effects due to a lack of workpiece
stiffness.

The results are promising and open up various directions for future research. From math-
ematical point of view the inclusion of a refined multibody system to describe the machine
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Figure 9: Cutter vibrations, mean workpiece deformations, uncut chip thickness and
mean temperature at the cutting edge (x-, y-, z- component printed in red, green, blue,
respectively).

dynamics would pose no further difficulty. Then a challenging task would be to investigate
the stability of milling processes with respect to variations in the machine design.

Another interesting task would be the coupling of the classical DDE-model of the cutter
with a simplified workpiece model, e.g., a beam. This situation should allow for a stability
analysis along the lines of the bifurcation results mentioned in Section 1.

Finally, from application point of view an efficient numerical tool for the systematic
derivation of stability diagrams would be most desirable. This would require the numerical
solution of a large parameter-dependent Hamiltonian eigenvalue problem and is subject
to further research.
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