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## AbSTRACT

In this paper we investigate quasilinear systems of reaction-diffusion equations with mixed Dirichlet-Neumann bondary conditions on non smooth domains. Using techniques from maximal regularity and heat-kernel estimates we prove existence of a unique solution to systems of this type.
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## 1 Introduction

The theory of quasilinear parabolic systems has many applications to evolution problems in natural sciences, see e.g. [2], [1], [4], [5], [19], [9], [30] and [38]. In this paper we investigate in particular systems of reactiondiffusion equations with mixed Dirichlet-Neumann boundary conditions on non-smooth domains $\Omega \subset \mathbb{R}^{n}$ for $n=2,3$ of the form

$$
\begin{align*}
u_{k}^{\prime}-\operatorname{div}\left(G_{k}(v) \mu_{k} \nabla v_{k}\right) & =R_{k}(t, v, \nabla v), \quad t \in\left(T_{0}, T\right), x \in \Omega, \\
u_{k} & =b_{k} F_{k}\left(v_{k}\right), \quad t \in\left[T_{0}, T\right), x \in \Omega \\
\nu \cdot \mu_{k} \nabla v_{k} & =0, \quad t \in\left[T_{0}, T\right), x \in \Gamma_{N},  \tag{1.1}\\
v_{k} & =\phi_{k}, \quad t \in\left[T_{0}, T\right), x \in \Gamma_{D}, \\
v_{k}\left(T_{0}\right) & =v_{0 k}, \quad x \in \Omega .
\end{align*}
$$

Here $v=\left(v_{1}, \ldots, v_{m}\right), \mu_{k} \in L^{\infty}\left(\Omega, M_{n \times n}\right)$ are diffusion coefficients, $b_{k} \in$ $L^{\infty}(\Omega)$ reference densities and $R_{k}, G_{k}, F_{k}$ denote the reaction, diffusion and superposition terms for $k \in\{1, \ldots, m\}$.

In many concrete problems which are described as a system of the form (1.1), the underlying domain is non-smooth and the coefficient functions $b_{k}$ and $\mu_{k}$ are discontinuous. We therefore aim for minimal smoothness assumptions on the boundary $\partial \Omega$ of $\Omega$, the coefficient functions $b_{k}$ and $\mu_{k}$ as well as on the interface between the Neumann boundary part $\Gamma_{N}$ of $\partial \Omega$ and the Dirichlet boundary part $\Gamma_{D}=\partial \Omega \backslash \Gamma_{N}$. More precisely, we generally assume that $\Omega \subset \mathbb{R}^{n}$ is a Lipschitz domain (see [23]) and $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger (see [24]). Our approach includes reaction terms $R_{k}$ which depend discontinously on time $t$, which is important in many examples (see [38], [25], [30]), in particular in the control theory of parabolic equations. Alternatively, the reader should think e.g. of a manufacturing process for semiconductors, where at a certain moment light is switched on/off and, of course, parameters in the chemical process change abruptely. Note that the original formulation of the evolution equation in terms of
balance laws takes the form (see [36, Chap. 21], see also [4])

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega^{\prime}} u_{k} d x+\int_{\partial \Omega^{\prime}} \nu \cdot j_{k} d \sigma=\int_{\Omega^{\prime}} R_{k} d x \quad ; \quad j_{k}=j_{k}(v)=G_{k}(v) \mu_{k} \nabla v_{k} \tag{1.2}
\end{equation*}
$$

where $\Omega^{\prime}$ stands for any (Lipschitzian) subdomain of $\Omega$. Within the variational theory of weak solutions, however, the indicator functions of the subdomains are not admissible test functions. Therefore the integral formulation (1.2) is equivalent to the above evolution equation only if the weak solutions have some additional regularity. It is the main advantage of the present concept that the divergence of the corresponding current $j_{k}(v)$ indeed is a function, not only a distribution. In a strict sense, only this justifies the application of Gauss' theorem to calculate the normal components of the currents over boundaries of suitable subdomains. Moreover, the fact $\operatorname{div} j_{k} \in L^{p}$ is also of importance for the numerical treatment of (1.1), as the formulation (1.2) is the basis of finite volume methods (see [17]) - namely in the sense of local balances.
Global existence results for (1.1) cannot be expected within such a general approach (see e.g. [16] or [5] and the references therein, see also [27]), and are thus outside the scope of this paper.
In contrast to many papers where existence and uniqueness results for quasilinear parabolic systems are based on the construction of an appropriate evolution operator (see e.g. [1]), our approach relies heavily on maximal $L^{p}$-estimates for the linear part of (1.1). In fact, after rewriting equation (1.1) as an abstract evolution equation in $L^{p}(\Omega)^{m}$ of the form

$$
\begin{align*}
w^{\prime}-H(t, w)(\operatorname{div}(\mu \nabla w)) & =S(t, w) \\
w\left(T_{0}\right) & =v_{0}-\phi\left(T_{0}\right), \tag{1.3}
\end{align*}
$$

our strategy to solve (1.3) follows the approach of Clément and Li [9] and Prüss [34]. The advantage in the given situation (1.1) is that subtle techniques from harmonic analysis as well as heat-kernel methods can be used to prove the central $L^{p}$-estimates of the linear part. In order to apply these methods in our situation one needs embedding properties of certain interpolation spaces between the domain of the $L^{p}$-realization of the underlying elliptic operators and $L^{p}(\Omega)$ into $W^{1,2 p}(\Omega)$. This embedding property rests
on the assumption that the operators formally defined by

$$
-\nabla \cdot \mu_{k} \nabla+1: W_{\Gamma_{N}}^{1, q}(\Omega) \rightarrow W_{\Gamma_{N}}^{-1, q}(\Omega)
$$

provide topological ismorphisms for some $q>n$. Note that this assumption is in fact fulfilled for many geometric constellations and coefficient functions; see Section 4.

## 2 Preliminaries

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded Lipschitz domain and assume that $n=2$ or $n=3$. Denote by $\Gamma \subset \partial \Omega$ an open subset of $\partial \Omega$. For $1<q<\infty$ we define $W_{\Gamma}^{1, q}(\Omega)$ as the closure of

$$
\left\{\left.\psi\right|_{\Omega}: \psi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), \operatorname{supp} \psi \cap(\partial \Omega \backslash \Gamma)=\emptyset\right\} .
$$

in the Sobolev space $W^{1, q}(\Omega)$. If $q=2$, we write $H^{1}(\Omega)$ or $H_{\Gamma}^{1}(\Omega)$ instead of $W^{1,2}(\Omega)$ or $W_{\Gamma}^{1,2}(\Omega)$. Of course, if $\Gamma=\emptyset$, then $W_{\Gamma}^{1, q}(\Omega)=W_{0}^{1, q}(\Omega)$. Moreover, throughout this work we always suppose that $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger ([24]), this means: for all $x \in \partial \Omega$ there exist open sets $U_{x}, V_{x} \subset \mathbb{R}^{n}$ and a bi-Lipschitz transform $\Psi_{x}$ from $U_{x}$ onto $V_{x}$ such that $x \in U_{x}, \Psi_{x}(x)=0$ and $\Psi_{x}\left(U_{x} \cap\left(\Omega \cup \Gamma_{N}\right)\right)$ coincides with one of the sets

$$
\begin{aligned}
& E_{1}:=\left\{x \in \mathbb{R}^{n}: \max _{l=1 \ldots, n}\left|x_{l}\right|<1, x_{n}<0\right\}, \\
& E_{2}:=\left\{x \in \mathbb{R}^{n}: \max _{l=1, \ldots, n}\left|x_{l}\right|<1, x_{n} \leq 0\right\}, \\
& E_{3}:=\left\{x \in E_{2}: x_{n}<0 \text { or } x_{1}>0\right\} .
\end{aligned}
$$

It is not hard to see that every Lipschitz domain and also its closure is regular in the sense of Gröger, the corresponding model sets are then $E_{1}$ or $E_{2}$, respectively, see [23]. Moreover, if $\Omega \subset \mathbb{R}^{2}$ is a bounded Lipschitz domain and $\partial \Omega \backslash \Gamma_{N}$ is the finite union of (non-degenerate) closed arc pieces from the boundary, then $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger. It is also known (see [20], Satz 1. 103 or [21]) that if $\Omega \cup \Gamma_{N}$ is regular in the sense or Gröger, then one has the following coincidence:

$$
\begin{equation*}
W_{\Gamma_{N}}^{1, q}(\Omega)=\left\{\psi \in W^{1, q}(\Omega): \operatorname{tr} \psi=0 \text { a.e. on } \partial \Omega \backslash \Gamma_{N}\right\} . \tag{2.1}
\end{equation*}
$$

Finally, for $k \in\{1, \ldots, m\}$, let $\mu_{k} \in L^{\infty}\left(\Omega, M_{n \times n}\right)$, where $M_{n \times n}$ denotes the set of all real, symmetric $n \times n$ matrices. Suppose that additionally

$$
\begin{equation*}
\inf _{x \in \Omega} \inf _{|\varsigma|=1} \mu_{k}(x) \varsigma \cdot \varsigma>0 \tag{2.2}
\end{equation*}
$$

For a closed subspace $V \subseteq H^{1}(\Omega)$ such that $H_{0}^{1}(\Omega) \subseteq V$ we define the form $a_{k}: V \times V \rightarrow \mathbb{R}$ by

$$
a_{k}(u, v):=-\int_{\Omega} \mu_{k} \nabla u \cdot \nabla v \mathrm{~d} x, \quad u, v \in V
$$

The form induces a continuous mapping $\mathcal{A}_{k}: V \rightarrow V^{\prime}$ such that

$$
\begin{equation*}
a_{k}(u, v)=\left(\mathcal{A}_{k} u \mid v\right), \quad u, v \in V \tag{2.3}
\end{equation*}
$$

Here, for $v \in L^{2}(\Omega), f_{v}(u):=(v \mid u)_{L^{2}}$ defines an element $f_{v} \in V^{\prime}$ and $v \mapsto f_{v}: L^{2}(\Omega) \rightarrow V^{\prime}$ defines a continuous injection. In the following, we identify $v$ with $f_{v}$. We then define the operator $A_{k}$ as

$$
\begin{align*}
D\left(A_{k}\right) & :=\left\{u \in V: \exists f \in L^{2}(\Omega), a_{k}(u, \phi)=(f \mid \phi) \forall \phi \in V\right\}  \tag{2.4}\\
A_{k} u & :=f . \tag{2.5}
\end{align*}
$$

It is well known that $A_{k}$ generates an analytic semigroup on $L^{2}(\Omega)$ which is positivity preserving. Furthermore, this semigroup extends to a $C_{0^{-}}$ semigroup of contractions on $L^{p}(\Omega)$ for all $1<p<\infty$, see [22]. The realization of its generator in $L^{p}$ is denoted by $A_{k}^{p}$.

## 3 Main result

We start this section by giving precise assumptions on the coefficients and functions being involved in problem (1.1). In order to do so, let $0 \leq T_{0}<T_{1}$ and set $J:=\left(T_{0}, T_{1}\right)$. For $k \in\{1, \ldots, m\}$ let $\mu_{k} \in L^{\infty}\left(\Omega, M_{n \times n}\right)$ and assume that (2.2) is satisfied.

Moreover, let for every $k \in\{1 \ldots m\}$ the functions $b_{k} \in L^{\infty}(\Omega ; \mathbb{R})$ be bounded from below by some positive constant.
We assume the following for all $k \in\{1 \ldots, m\}$

Op) There exists $p>\frac{n}{2}$ such that each $\mathcal{A}_{k}-I d$ is a topological isomorphism from $W_{\Gamma_{N}}^{1,2 p}(\Omega)$ onto $W_{\Gamma_{N}}^{-1,2 p}(\Omega)$. For all what follows we fix a number $r>\frac{4 p}{2 p-n}$.

Su ) There exists $f_{k} \in C^{2}(\mathbb{R})$, positive, with strictly positive derivative, such that $F_{k}$ is the superposition operator induced by $f_{k}$.
Ga) The mapping $G_{k}:\left(W^{1,2 p}(\Omega)\right)^{m} \rightarrow W^{1,2 p}(\Omega)$ is locally Lipschitz.
Gb) For any ball in $\left(W^{1,2 p}(\Omega)\right)^{m}$ there exists $\delta>0$ such that $G_{k}(u) \geq \delta$ for all $u$ from this ball.
Ra) The function $R_{k}: J \times\left(W^{1,2 p}(\Omega)\right)^{m} \rightarrow L^{p}(\Omega)$ is of Caratheodory type, i. e. $R_{k}(\cdot, u)$ is measurable for all $u \in\left(W^{1,2 p}(\Omega)\right)^{m}$ and $R_{k}(t, \cdot)$ is continuous for a.a. $t \in J$.

Rb) $R_{k}(\cdot, 0) \in L^{r}\left(J, L^{p}(\Omega)\right)$ and for $\beta>0$ there exists $g_{\beta} \in L^{r}(J)$ such that

$$
\left\|R_{k}(t, u)-R_{k}(t, \tilde{u})\right\|_{L^{p}} \leq g(t)\|u-\tilde{u}\|_{W^{1,2 p}}, \quad t \in J
$$

provided $\max \left(\|u\|_{W^{1,2 p}},\|\tilde{u}\|_{W^{1,2 p}}\right) \leq \beta$.
BC) $\phi_{k} \in C\left(\bar{J} ; W^{1,2 p}(\Omega)\right) \cap W^{1, r}\left(J ; L^{p}(\Omega)\right) \quad$ and $\quad A_{k} \phi_{k}(t)=0 \quad$ for all $t \in J$.

IC) $v_{0 k}-\phi_{k}\left(T_{0}\right) \in\left(L^{p}(\Omega), D\left(A_{k}^{p}\right)\right)_{1-\frac{1}{r}, r}$.
The assumptions imply that the system (1.1) may be (formally) rewritten as a quasilinear system of the form

$$
\begin{align*}
w_{k}^{\prime}-H_{k}(t, w) A_{k} w_{k} & =T_{k}(t, w), k=1, \ldots, m  \tag{3.1}\\
w\left(T_{0}\right) & =v_{0}-\phi\left(T_{0}\right)
\end{align*}
$$

where

$$
\begin{align*}
& T_{k}(t, w):=\left(b_{k} f_{k}^{\prime}\left(w_{k}+\phi_{k}(t)\right)\right)^{-1}\left[\nabla G_{k}(w+\phi(t)) \cdot\left[\mu_{k} \nabla\left(w_{k}+\phi_{k}(t)\right)\right]\right] \\
& +Q_{k}(t, w)-\frac{\partial \phi_{k}}{\partial t}(t) \tag{3.2}
\end{align*}
$$

with

$$
\begin{align*}
H_{k}(t, z) & :=\frac{G_{k}(z+\phi(t))}{b_{k} f_{k}^{\prime}\left(z_{k}+\phi_{k}(t)\right)}, \quad t \in J, z \in\left(W^{1,2 p}(\Omega)\right)^{m}  \tag{3.3}\\
Q_{k}(t, z) & :=\frac{R_{k}(t, z+\phi(t))}{b_{k} f_{k}^{\prime}\left(z_{k}+\phi_{k}(t)\right)}, \quad t \in J, z \in\left(W^{1,2 p}(\Omega)\right)^{m} \tag{3.4}
\end{align*}
$$

We are now in the position to state the main result of this paper.
3.1 Theorem. Let $1<r, p<\infty$ such that $r>\frac{4 p}{2 p-n}$, where $n \in\{2,3\}$. Assume that the assumptions (Op), (Su), (Ga), (Gb), (Ra), (Rb), (BC) and (IC) are satisfied. Then there exists a unique local solution $w=$ $\left(w_{1}, \ldots, w_{m}\right)$ for equation (3.1) on an interval $I=\left(T_{0}, T\right)$ satisfying

$$
\begin{equation*}
w_{k} \in W^{1, r}\left(I ; L^{p}(\Omega)\right) \cap L^{r}\left(I ; D\left(A_{k}\right)\right), \quad k \in\{1, \ldots, m\} . \tag{3.5}
\end{equation*}
$$

3.2 Corollary. Each $w_{k}$ is Hölder continuous simultaneously in space and time.

Some remarks at this point are in order.
3.3 Remarks. a) We refer to section 4 for precise geometric and smoothness conditions implying the validity of Assumption (Op).
b) Besides the exponential, a typical example for a function $f$ satisfying assumption Su ) is the Fermi-Dirac distribution function

$$
f(t):=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \frac{\sqrt{s}}{1+e^{s-t}} \mathrm{~d} s
$$

c) Suppose that $v_{k}$ coincides on $\Gamma_{D}$ with a function $\phi \in C^{1}\left(J, W^{1,2 p}(\Omega)\right)$. Then there exists $\phi_{k}$ satisfying Assumption BC).
d) Note that Condition (BC) implies $\nu \cdot \mu_{k} \nabla \phi_{k}=0$ on $\Gamma_{N}$. This, together with the property (3.5) yields the Neumann boundary condition for $v_{k}$ on $\Gamma_{N}$, see [18], [8].

## 4 Examples

Consider $\Omega$ and $\Gamma_{N}$, the subset of $\partial \Omega$ on which the Neumann boundary condition is prescribed. In this section we describe geometric configurations for which the above Theorem 3.1 holds true. Furthermore, we present concrete examples of mappings $G_{k}$ and reaction terms $R_{k}$ fitting in our framework.

We start with a result, due to Gröger [24], which completely covers the two-dimensional case.
4.1 Proposition. Assume that $\Omega \cup \Gamma_{N}$ is regular in the sense of Gröger. Then there exists $q>2$ such that $\mathcal{A}_{k}-I d$ is a topological isomorphism from $W_{\Gamma_{N}}^{1, q}(\Omega)$ onto $W_{\Gamma_{N}}^{-1, q}(\Omega)$.

Admissable three-dimensional settings may be described as follows.
4.2 Proposition. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded domain. Then there exists $q>3$ such that $\mathcal{A}_{k}-I d$ is a topological isomorphism from $W_{\Gamma_{N}}^{1, q}(\Omega)$ onto $W_{\Gamma_{N}}^{-1, q}(\Omega)$ provided there is a finite localization of $\Omega$ and $\Gamma_{N}$ such that the localized sets satisfy one of the following conditions:
i) $\Omega$ has a Lipschitz boundary (see [23]), $\Gamma_{N}=\emptyset, \mu_{k} \equiv 1$.
ii) $\Omega$ has a Lipschitz boundary, $\Gamma_{N}=\partial \Omega, \mu_{k} \equiv 1$.
iii) $\Omega$ is a three dimensional Lipschitzian polyhedron, $\Gamma_{N}=\emptyset$. There are hyperplanes $\mathcal{H}_{1} \ldots \mathcal{H}_{n}$ in $\mathbb{R}^{3}$ which meet at most in a vertex of the polyhedron such that the coefficient function $\mu_{k}$ is constantly a real, symmetric, positive definite $3 \times 3$ matrix on each of the connected components of $\Omega \backslash \cup_{l=1}^{n} \mathcal{H}_{l}$. Moreover, for every edge on the boundary, induced by a hetero interface $\mathcal{H}_{l}$, the angles between the outer boundary plane and the hetero interface do not exceed $\pi$ and at most one of them may equal $\pi$.
iv) $\Omega$ has a Lipschitz boundary. $\Gamma_{N}=\emptyset$ or $\Gamma_{N}=\partial \Omega . \Omega \circ \subset \Omega$ is another domain which is $C^{1}$ and which does not touch the boundary of $\Omega$. $\left.\mu_{k}\right|_{\Omega_{0}} \in B U C\left(\Omega_{\mathrm{o}}\right)$ and $\left.\mu_{k}\right|_{\Omega \backslash \overline{\Omega_{0}}} \in B U C\left(\Omega \backslash \bar{\Omega}_{\mathrm{o}}\right)$.
v) $\Omega$ has a Lipschitz boundary. $\Gamma_{N}=\emptyset . \Omega_{0} \subset \Omega$ is a Lipschitz domain, such that $\partial \Omega_{0} \cap \Omega$ is a $C^{1}$ surface and $\partial \Omega$ and $\partial \Omega_{\circ}$ meet suitably. $\left.\mu_{k}\right|_{\Omega_{0}} \in B U C\left(\Omega_{\mathrm{o}}\right)$ and $\left.\mu_{k}\right|_{\Omega \backslash \overline{\Omega_{0}}} \in B U C\left(\Omega \backslash \bar{\Omega}_{\circ}\right)$.
vi) $\Omega$ is a convex polyhedron, $\overline{\Gamma_{N}} \cap\left(\partial \Omega \backslash \Gamma_{N}\right)$ is a finite union of line segments, $\mu_{k} \equiv 1$.
vii) $\Omega$ is a bounded domain with Lipschitz boundary. Additionally, for each $x \in \overline{\Gamma_{N}} \cap\left(\partial \Omega \backslash \Gamma_{N}\right)$ the mapping $\Psi_{x}$ defined in Section 2 is a $C^{1}$-diffeomorphism from $U_{x}$ onto $V_{x}, \mu_{k} \in B U C(\Omega)$

A proof of the assertion of Proposition 4.2 can be found for i) in [28], for ii) in [39], for iii) in [13], for iv) and v) in [14], for vi) in [10] and for vii) in [15]. The localization principle is described in [24] and [15].

In the following we illustrate two admissable three-dimensional settings. In the figure on the left hand side one assumes Neumann conditions on the top of the upper cuboid, otherwise Dirichlet conditions. In the figure on the right hand side, the boundary of the cylinder is subject to Dirchlet conditions exept for the upper "hat", where Neumann conditions are prescribed.


Next we give two examples for the operators $G_{k}$ :
4.3 Example. Let $\left.g_{k}: \mathbb{R}^{m} \mapsto\right] 0, \infty[$ be a twice continuously differentiable function and define $G_{k}(z)(x)=g_{k}(z(x))$ if $z \in\left(W^{1,2 p}\right)^{m}$ and $x \in \Omega$.
In many applications $g_{k}$ depends only on one variable and is a multiple of the exponential function.

As the second example we present a nonlocal operator arising in the diffusion of bacteria; see [6], [7] and references therein.
4.4 Example. Let $\eta$ be a continuously differentiable function on $\mathbb{R}$ which is bounded from above and below by positive constants. Assume $\varphi \in L^{2}(\Omega)$ and define

$$
G_{k}(z):=\eta\left(\int_{\Omega} z_{k} \varphi d x\right), \quad z=\left(z_{1}, \ldots, z_{m}\right) \in\left(W^{1,2 p}\right)^{m}
$$

Now we give two examples for mappings $R_{k}$ :
4.5 Example. Assume that $\left[T_{0}, T_{1}\right)=\cup_{l=1}^{j}\left[t_{l}, t_{l+1}\right)$ is a (disjoint) decomposition of $\left[T_{0}, T_{1}\right)$ and let for $l \in\{1, \ldots, j\}$

$$
S_{l}: \mathbb{R}^{m} \times \mathbb{R}^{n m} \mapsto \mathbb{R}
$$

be a function which satisfies the following condition: For any compact set $K \subset \mathbb{R}^{m}$ there is a constant $L_{K}$ such that for any $a, \tilde{a} \in K, b, \tilde{b} \in \mathbb{R}^{n m}$ the inequality

$$
\begin{aligned}
\left|S_{l}(a, b)-S_{l}(\tilde{a}, \tilde{b})\right| \leq L_{K} \mid & \mid \\
& -\left.\tilde{a}\right|_{\mathbb{R}^{m}}\left(|b|_{\mathbb{R}^{n m}}^{2}+|\tilde{b}|_{\mathbb{R}^{n m}}^{2}\right) \\
& +L_{K}|b-\tilde{b}|_{\mathbb{R}^{n m}}\left(|b|_{\mathbb{R}^{n m}}+|\tilde{b}|_{\mathbb{R}^{n m}}\right)
\end{aligned}
$$

holds. We define a mapping $S:\left[T_{0}, T_{1}\left[\times \mathbb{R}^{m} \times \mathbb{R}^{n m} \mapsto \mathbb{R}\right.\right.$ by setting

$$
S(t, a, b):=S_{l}(a, b), \quad \text { if } \quad t \in\left[t_{l}, t_{l+1}\right) .
$$

The function $S$ defines a mapping $R$ in the following way: If $z$ is the restriction of a $\mathbb{R}^{m}$-valued, continuously differentiable function on $\mathbb{R}^{n}$ to $\Omega$, then we put

$$
\begin{equation*}
R(t, z, \nabla z)(x)=S(t, z(x),(\nabla z)(x)) \quad \text { for } x \in \Omega \tag{4.1}
\end{equation*}
$$

and afterwards extend $R$ by continuity to the whole set $\left[T_{0}, T_{1}\right) \times\left(W^{1,2 p}(\Omega)\right)^{m}$.
4.6 Example. Assume $\sigma: \mathbb{R} \mapsto(0, \infty)$ to be a continuously differentiable function. Further, let $\mathcal{S}: W^{1,2 p} \mapsto W^{1,2 p}$ be the mapping which assigns to $z \in W^{1,2 p}$ the solution $\varphi$ of the (inhomogeneous) Dirichlet problem

$$
-\nabla \cdot \sigma(z) \nabla \varphi=0
$$

If one defines

$$
R(z)=\sigma(z)|\nabla(\mathcal{S}(z))|^{2}
$$

then, under a reasonable supposition on the boundary value of $\varphi$, the mapping $R$ satisfies Assumption (Ra).

This second example comes from a model which describes electrical heat conduction; see [5] and the references therein.

## 5 Tools for the proof of Theorem 3.1

Let $1<s<\infty$ and $B$ be a densely defined sectorial operator in a Banach space $X$. Let again $J=\left(T_{0}, T_{1}\right)$ for some $T_{0}, T_{1}>0$. We say that the linear evolution equation

$$
\begin{align*}
u^{\prime}+B u & =f,  \tag{5.1}\\
u\left(T_{0}\right) & =0,
\end{align*}
$$

admits maximal $L^{s}$ regularity on $J$ if for any $f \in L^{s}(J ; X)$ there exists a unique function $u \in W^{1, s}(J ; X) \cap L^{s}(J ; D(B))$ satisfying (5.1) in the $L^{s}$ sense. In that case, we write $B \in M R(s, X)$. Observe that

$$
\begin{equation*}
W^{1, s}(J ; X) \cap L^{s}(J ; D(B)) \hookrightarrow C\left(\bar{J} ; X_{s}\right), \tag{5.2}
\end{equation*}
$$

where $X_{s}$ is the real interpolation space $(X, D(B))_{1-\frac{1}{s}, s}$. Consider now the quasilinear problem

$$
\begin{align*}
u^{\prime}(t)+\mathcal{B}(t, u(t)) u(t) & =F(t, u(t)), \quad t \in J,  \tag{5.3}\\
u\left(T_{0}\right) & =u_{0} .
\end{align*}
$$

Here $u_{0} \in X_{s}, B:=\mathcal{B}\left(T_{0}, u_{0}\right)$ and $\mathcal{B}: J \times X_{s} \rightarrow \mathcal{L}(D(B) ; X)$ is continuous. $F: J \times X_{s} \rightarrow X$ is a Caratheodory map. We assume the following Lipschitz conditions on $\mathcal{B}$ and $F$ :
(B): For each $R>0$ there exists a constant $C_{R}>0$, such that

$$
\begin{align*}
& \|\mathcal{B}(t, u) v-\mathcal{B}(t, \tilde{u}) v\|_{X} \leq C_{R}\|u-\tilde{u}\|_{X_{s}}\|v\|_{D(B)}, t \in J, u, \tilde{u} \in X_{s},\|u\|_{s}, \\
& \|\tilde{u}\|_{s} \leq R, v \in D(B) \tag{5.4}
\end{align*}
$$

$(\mathbf{F}): F(\cdot, 0) \in L^{s}(J ; X)$ and for each $R>0$ there is a function $\eta_{R} \in L^{s}(J)$ such that
$\|F(t, u)-F(t, \tilde{u})\|_{X} \leq \eta_{R}(t)\|u-\tilde{u}\|_{s}$, a. a. $t \in J, u, \tilde{u} \in X_{s},\|u\|_{s},\|\tilde{u}\|_{s} \leq R$.

Then the following existence and uniqueness result due to Clément and Li [9] and Prüss [34] holds true.
5.1 Proposition. Assume that $(B)$ and $(F)$ are satisfied and that $B:=$ $\mathcal{B}\left(T_{0}, u_{0}\right)$ has the property of maximal $L^{s}$-regularity. Then there exists $T \in$ $\left(T_{0}, T_{1}\right)$ such that (5.3) admits a unique solution $u$ on $I:=\left(T_{0}, T\right)$ satisfying

$$
u \in W^{1, s}(I ; X) \cap L^{s}(I ; D(B))
$$

In order to verify the crucial condition that $B=\mathcal{B}\left(T_{0}, u_{0}\right)$ has maximal $L^{s}$-regularity in our situation we need the following results on traces, heat kernels, their multiplicative perturbations and maximal $L^{s}$-regularity. We start with the following result on traces.
5.2 Lemma. Let $\Omega \subset \mathbb{R}^{n}$ be a Lipschitz domain. Then the trace mapping tr : $H^{1}(\Omega) \rightarrow L^{2}(\partial \Omega)$ is order preserving.

For a proof we refer to [33], Ch. 6.6.1.
5.3 Lemma. Let $\Omega \subset \mathbb{R}^{n}$ be any domain. Assume that $u_{n} \rightarrow u$ in $H^{1}(\Omega)$. Then $\left|u_{n}\right| \rightarrow|u|, u_{n}^{+} \rightarrow u^{+}$and $\inf \left(u_{n}, 1\right) \rightarrow \inf (u, 1)$ in $H^{1}(\Omega)$.

A proof is given in [3], see also [32] and references therein.
Consider a closed subspace $V$ of $H^{1}(\Omega)$ which includes $H_{0}^{1}(\Omega)$. Let $\varrho \in$ $L^{\infty}\left(\Omega, M_{n \times n}\right)$ and assume it to be elliptic in the sense of (2.2). Define a bilinear form $a: V \times V \rightarrow \mathbb{R}$ on $V$ by

$$
a(u, v)=-\int_{\Omega} \varrho \nabla u \cdot \nabla u \mathrm{~d} x, u, v \in V
$$

Let $A$ be the operator associated to $a$ in $L^{2}(\Omega)$ and $\left(e^{t A}\right)_{t \geq 0}$ be the semigroup on $L^{2}(\Omega)$ generated by $A$. The following result gives sufficient conditions on the subspace $V$ such that $\left(e^{t A}\right)_{t \geq 0}$ satisfies an upper Gaussian bound. More precisely, the following holds, see [3].
5.4 Proposition. Assume that $V$ is a closed subspace of $H^{1}(\Omega)$ satisfying
a) $H_{0}^{1}(\Omega) \subseteq V$,
b) $V$ has the $L^{1}-H^{1}$ extension property,
c) $u \in V$ implies $|u|, \inf (|u|, 1) \in V$,
d) $u \in V, v \in H^{1}(\Omega),|v| \leq u$ implies $v \in V$.

Then $e^{t A}$ satisfies an upper Gaussian estimate, i.e.

$$
\left(e^{t A} f\right)(x)=\int_{\Omega} K_{t}(x, y) f(y) \mathrm{d} y, x \in \Omega, f \in L^{2}(\Omega)
$$

for some measurable function $K_{t}: \Omega \times \Omega \rightarrow \mathbb{R}_{+}$and there exists constants $\gamma, a>0$ and $\omega \in \mathbb{R}$ such that

$$
\begin{equation*}
0 \leq K_{t}(x, y) \leq \frac{\gamma}{t^{\frac{n}{2}}} e^{\frac{-a|x-y|^{2}}{t}} e^{\omega t}, \quad t>0, \text { a.a. } x, y \in \Omega . \tag{5.6}
\end{equation*}
$$

5.5 Lemma. Let $H_{\Gamma_{N}}^{1}(\Omega)$ be defined as above. Then $V:=H_{\Gamma_{N}}^{1}(\Omega)$ satisfies the assumptions a) - d) of Proposition (5.4).

Proof. Assertion a) is obvious. Concerning b) it seems that the required extension result for $H^{1}(\Omega)$ is known only for domains with Lipschitz boundary and not for Lipschitz domains. Hence, in the following we give a proof of the subsequent claim which implies the desired $L^{1}-H^{1}$ extension property: Claim: If $\Omega$ is a Lipschitz domain, then there exists a (linear, continuous) extension operator $\mathfrak{E}: L^{1}(\Omega) \rightarrow L^{1}\left(\mathbb{R}^{n}\right)$ whose restriction to $H^{1}(\Omega)$ maps this space continuously into $H^{1}\left(\mathbb{R}^{n}\right)$.

By definition of Lipschitz domains (see [23]), for every $x \in \partial \Omega$ there is an open neighbourhood $U_{x}$ of $x$ and a bi-Lipschitz mapping $\Psi_{x}: U_{x} \mapsto \mathbb{R}^{n}$
such that $\Psi_{x}(x)=0$ and $\Psi\left(U_{x} \cap \Omega\right)$ is the half cube $E_{1}=\left\{x \in \mathbb{R}^{n}\right.$ : $\left.\max _{l=1 \ldots, n}\left|x_{l}\right|<1, x_{n}<0\right\}$. Since the image of $U_{x}$ under $\Psi_{x}$ is open, there is a number $\zeta_{x} \in(0,1)$ such that $\zeta_{x} E \subseteq \Psi_{x}\left(U_{x} \cap \Omega\right)$, where $E$ is the cube $E=$ $\left\{x \in \mathbb{R}^{n}: \max _{l=1 \ldots, n}\left|x_{l}\right|<1\right\}$. Define $O_{x}$ as the image of $\zeta_{x} E$ under $\Psi_{x}^{-1}$. For $x \in \Omega$ let $O_{x}$ be a ball around $x$ whose closure is a subset of $\Omega$. Clearly, the system $\left\{O_{x}\right\}_{x \in \bar{\Omega}}$ is an open covering of $\bar{\Omega}$. Let $O_{x_{1}}, \ldots, O_{x_{j}}, O_{x_{j+1}}, \ldots, O_{x_{l}}$ be a finite subcovering, where $x_{1}, \ldots, x_{j} \in \Omega$ and $x_{j+1}, \ldots, x_{l} \in \partial \Omega$. Let $\eta_{1}, \ldots, \eta_{l}$ be a partition of unity over $\bar{\Omega}$, subordinated to the covering $O_{x_{1}}, \ldots, O_{x_{1}}$. Obviously, then for any $\varphi \in L^{1}(\Omega)$ it holds $\varphi=\sum_{k=1}^{l} \eta_{k} \varphi$. Moreover, if $\varphi \in H^{1}(\Omega)$ then this equation holds also true as an equation in $H^{1}(\Omega)$. Further, one has supp $\eta_{k} \varphi \subseteq \operatorname{supp} \eta_{k} \subseteq O_{x_{k}}$. Therefore, if $k \in\{1, \ldots, j\}$, the functions $\eta_{k} \varphi$ can be extended by zero (norm preserving) to whole $\mathbb{R}^{n}$ and one obtains again a function from $L^{1}\left(\mathbb{R}^{n}\right)$ or $H^{1}\left(\mathbb{R}^{n}\right)$, respectively. For any $k \in\{j+1, \ldots, l\}$ the function $\eta_{k} \varphi$ may be transformed via $\Psi_{x}$ to a function $\widetilde{\eta_{k} \varphi}$ on $\zeta_{x_{k}} E_{1}$, which is then from $L^{1}\left(\zeta_{x_{k}} E_{1}\right)$ or from $H^{1}\left(\zeta_{x_{k}} E_{1}\right)$, respectively. We define the function $\widehat{\eta_{k} \varphi}$ on $\zeta_{x_{k}} E$ as

$$
\widehat{\eta_{k} \varphi}(y):=\left\{\begin{array}{l}
\widetilde{\eta_{k} \varphi}(y) \quad \text { if } \quad y \in \zeta_{x_{k}} E_{1} \\
\widetilde{\eta_{k} \varphi}\left(y_{1}, \ldots, y_{n-1},-y_{n}\right) \text { if } \quad\left(y_{1}, \ldots, y_{n-1},-y_{n}\right) \in \zeta_{x_{k}} E_{1} .
\end{array}\right.
$$

Then $\widehat{\eta_{k} \varphi} \in L^{1}\left(\zeta_{x_{k}} E\right)$ and $\widehat{\eta_{k} \varphi} \in H^{1}\left(\zeta_{x_{k}} E\right)$ if $\varphi \in H^{1}(\Omega)$. Additionally, $\left\|\widehat{\eta_{k} \varphi}\right\|_{L^{1}\left(\zeta_{x_{k}} E\right)}=2\left\|\widehat{\eta_{k} \varphi}\right\|_{L^{1}\left(\zeta_{x_{k}} E_{1}\right)}$ as well as $\left\|\widehat{\eta_{k} \varphi}\right\|_{H^{1}\left(\zeta_{x_{k}} E\right)}=2\left\|\widehat{\eta_{k} \varphi}\right\|_{H^{1}\left(\zeta_{x_{k}} E_{1}\right)}$. Moreover, supp $\widehat{\eta_{k} \varphi} \subset \zeta_{x_{k}} E$. We transform $\widehat{\eta_{k} \varphi}$ back under $\Psi_{x_{k}}$ and obtain a function which has its support within $O_{x_{k}}$, coincides with $\eta_{x_{k}} \varphi$ on $O_{x_{k}} \cap \Omega$ and belongs to $L^{1}\left(O_{x_{k}}\right)$ or $H^{1}\left(O_{x_{k}}\right)$, respectively. Trivially, by the support property, each of these functions may be extended by zero (hence norm preserving) to whole $R^{n}$. Clearly, this extension then also belongs to $L^{1}\left(\mathbb{R}^{n}\right)$ or $H^{1}\left(\mathbb{R}^{n}\right)$, respectively.
In order to prove the first assertion of c), notice first that it suffices to show that $u \in V$ implies $u^{+} \in V$. Hence, let $u \in V$ and let $\left\{u_{l}\right\}_{l} \subset C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ with supp $u_{l} \cap\left(\partial \Omega \backslash \Gamma_{N}\right)=\emptyset$ and $\left.u_{l}\right|_{\Omega} \rightarrow u$ in $H^{1}(\Omega)$. Clearly, then also supp $u_{l}^{+} \cap\left(\partial \Omega \backslash \Gamma_{N}\right)=\emptyset$, and by Lemma (5.3) we have $\left.u_{l}^{+}\right|_{\Omega} \rightarrow u^{+}$in $H^{1}(\Omega)$. A mollifier argument then yields the claim. The second assertion of c) follows similarly by Lemma 5.3.

In order to prove assertion d) note that Lemma (5.2) a) implies that $0 \leq$
$\operatorname{tr}|v| \leq \operatorname{tr} u$ a.e. on $\partial \Omega$. By (2.1), $\operatorname{tr} u=0$ a.e. on $\partial \Omega \backslash \Gamma_{N}$. Hence, $\operatorname{tr} v=0$ a.e. on $\partial \Omega \backslash \Gamma_{N}$, which yields, again by (2.1), that $v \in V=H_{\Gamma_{N}}^{1}(\Omega)$.

Consider the semigroup $e^{t A_{k}}$ on $L^{2}(\Omega)$ generated by $A_{k}$ associated to the form $a_{k}$ defined in (2.3) with $V=H_{\Gamma_{N}}^{1}(\Omega)$. It follows from Proposition (5.4) and Lemma (5.5) that $e^{t A_{k}}$ is a positive semigroup on $L^{2}(\Omega)$ satisfying an upper Gaussian bound. Hence, $\left(e^{t A_{k}}\right)_{t \geq 0}$ extends to a positive $C_{0}$-semigroup of contractions on $L^{q}(\Omega)$ for all $1 \leq q<\infty$.
5.6 Theorem. Let $b \in L^{\infty}(\Omega, \mathbb{R})$ such that $\inf _{x \in \Omega}|b(x)| \geq \delta$ for some $\delta>0$. Let $1<s, q<\infty$. Then $b A_{k} \in M R\left(s, L^{q}(\Omega)\right)$ for all $k \in\{1, \ldots, m\}$.

Proof. Let $k \in\{1, \ldots, m\}$. By the above remark, $e^{t A_{k}}$ is a positive contraction semigroup on $L^{q}(\Omega)$ satisfying an upper Gaussian bound. Hence, the kernel $K_{t}$ of $\left.e^{t\left(A_{k}-\alpha I d\right)}\right)_{t \geq 0}$ satisfies (5.6) with $\omega=0$ for suitable $\alpha \in \mathbb{R}$. Moreover, $A_{k}-\alpha I d$ is self-adjoint in $L^{2}(\Omega)$. By a result due to Duong and Ouhabaz [12], the semigroup on $L^{2}(\Omega)$ generated by $b\left(A_{k}-\alpha I d\right)$ satisfies an upper Gaussian bound with $\omega=0$ as well. Thus $b\left(A_{k}-\alpha I d\right) \in$ $M R\left(s, L^{q}(\Omega)\right)$ by a result of Hieber and Prüss (see [26] or [11]). Finally, $b A_{k} \in M R\left(s, L^{q}(\Omega)\right)$ due to the lower order perturbation result of maximal regularity; see [11].
5.7 Proposition. Let $p>\frac{n}{2}$ be the number from Assumption ( $O p$ ) and assume $\theta \in\left(\frac{1}{2}+\frac{n}{4 p}, 1\right]$. Then

$$
\left[L^{p}, D\left(A_{k}^{p}\right)\right]_{\theta} \hookrightarrow W_{\Gamma_{N}}^{1,2 p}(\Omega)
$$

A proof for the three dimensional case is given in [35]; the two dimensional case requires only obvious modifications. A complete, but technically more involved proof for the two dimensional case is contained in [29].
5.8 Corollary. Let $r>\frac{4 p}{2 p-n}$. Then

$$
\left(L^{p}, D\left(A_{k}^{p}\right)\right)_{1-\frac{1}{r}, r} \hookrightarrow W_{\Gamma_{N}}^{1,2 p}(\Omega)
$$

Proof. Let $\theta$ be any number from the interval $] \frac{1}{2}+\frac{n}{4 p}, 1-\frac{1}{r}$ [. By interpolation

$$
\left(L^{p}, D\left(A_{k}^{p}\right)\right)_{1-\frac{1}{r}, r} \hookrightarrow\left(L^{p}, D\left(A_{k}^{p}\right)\right)_{\theta, 1} \hookrightarrow\left[L^{p}, D\left(A_{k}^{p}\right)\right]_{\theta} .
$$

Then the assertion follows from the embedding property of the complex interpolation space into $W_{\Gamma_{N}}^{1,2 p}(\Omega)$ established in Proposition 5.7.

## 6 Proof of the main result

We first set $X:=\left(L^{p}(\Omega)\right)^{m}, \mathcal{D}:=\times_{k=1}^{m} D\left(A_{k}^{p}\right)$ and $X_{r}:=(X, \mathcal{D})_{1-\frac{1}{r}, r}$ for $r$ as above. By Assumption (IC), $w_{0} \in X_{r}$. Further, for every pair $(t, z) \in\left[T_{0}, T_{1}\right) \times W^{1,2 p}(\Omega)^{m}$ we define the mapping $H(t, z): X \mapsto X$ via

$$
\begin{equation*}
\varphi:=\left(\varphi_{1}, \ldots, \varphi_{m}\right) \mapsto\left(H_{1}(t, z) \varphi_{1}, \ldots, H_{m}(t, z) \varphi_{m}\right) . \tag{6.1}
\end{equation*}
$$

Since $H_{k}(t, z) \in L^{\infty}(\Omega)$ and since $H_{k}$ possesses a strictly positive lower bound, it follows that

$$
D\left(H_{k}(t, z) A_{k}^{p}\right)=D\left(A_{k}^{p}\right)
$$

In particular, $D\left(H_{k}\left(T_{0}, w_{0}\right) A_{k}^{p}\right)$ ) is dense in $L^{p}(\Omega)$ (see [22] Thm. 4.5 and Thm. 4.7).

Consider the mapping $\mathcal{B}: J \times X_{r} \rightarrow \mathcal{L}(\mathcal{D} ; X)$ given by

$$
\mathcal{B}(t, z) \varphi:=H(t, z)\left(A_{1}^{p} \varphi_{1}, \ldots, A_{m}^{p} \varphi_{m}\right), \quad \varphi=\left(\varphi_{1}, \ldots, \varphi_{m}\right) \in \mathcal{D} .
$$

By Corollary 5.8 and Morrey's theorem we have

$$
X_{r} \hookrightarrow\left(W_{\Gamma_{N}}^{1,2 p}(\Omega)\right)^{m} \hookrightarrow\left(C^{\alpha}(\Omega)\right)^{m}
$$

for some $\alpha>0$. Thus, the assumed properties on $F_{k}, G_{k}$ and $\phi_{k}$ imply that

$$
\mathcal{B}: J \times X_{r} \rightarrow \mathcal{L}(\mathcal{D} ; X)
$$

is continuous. Moreover, for $\beta>0$ there exists $C_{\beta}>0$ such that

$$
\|H(t, z)-H(t, \tilde{z})\|_{\infty} \leq C_{\beta}\|z-\tilde{z}\|_{W^{1,2 p}}
$$

provided $t \in J$ and $\|z\|_{X_{r}}$ and $\|\tilde{z}\|_{X_{r}} \leq \beta$. Hence, (5.4) from Assertion (B) is fulfilled.

Furthermore, (5.5) from Assertion (F) holds due to the assumed properties of $F_{k}, G_{k}, \phi, R_{k}$ and Proposition 5.8. It remains to verify the key condition of Proposition 5.1, namely that $B:=\mathcal{B}\left(T_{0}, w_{0}\right)$ has the property of maximal regularity. To this end, recall that $H\left(T_{0}, w_{0}\right) \in\left(L^{\infty}(\Omega)\right)^{m}$ with a strictly positive lower bound in each component. Thus, $B \in M R(r, X)$ by

Proposition 5.6. Finally, an application of Proposition 5.1 ends the proof of Theorem 3.1.

It remains to show that if $w$ is a solution of (3.1) then $v:=w+\phi$ provides a solution of (1.1). This will be done in the Appendix.

We now give a proof of Corollary 3.2 ; in fact we prove the following sharper result:
6.1 Lemma. There exists $\beta>0$ such that each component $w_{k}$ of the solution $w$ of (3.1) belongs to the space $C^{\beta}\left(\left(T_{0}, T\right) ; W_{\Gamma}^{1,2 p}(\Omega)\right) \hookrightarrow C^{\beta}\left(\left(T_{0}, T\right)\right.$; $\left.C^{\alpha}(\Omega)\right)$.

Proof. We write for short $D_{k}=D\left(A_{k}\right)$ and $I=\left(T_{0}, T\right)$. Then

$$
W^{1, r}\left(I ; L^{p}\right) \cap L^{r}\left(I ; D_{k}\right) \hookrightarrow C\left(\bar{I} ;\left(L^{p}, D_{k}\right)_{1-\frac{1}{r}, r}\right) \hookrightarrow C\left(\bar{I} ;\left[L^{p}, D_{k}\right]_{\theta}\right),
$$

if $\theta \in\left(0,1-\frac{1}{r}\right)$.
Moreover, we have the embedding

$$
W^{1, r}\left(I ; L^{p}\right) \hookrightarrow C^{\delta}\left(I ; L^{p}\right) \quad \text { with } \quad \delta=1-\frac{1}{r} .
$$

Fix $\theta \in\left(\frac{1}{2}+\frac{n}{4 p}, 1-\frac{1}{r}\right)$ and let $\lambda \in(0,1)$ be given such that

$$
\theta \lambda>\frac{1}{2}+\frac{n}{4 p} .
$$

In view of Proposition 5.7 and the reiteration theorem for complex interpolation ( see [37]) we obtain

$$
\begin{aligned}
& \frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{W^{1,2 p}}}{|t-s|^{\delta(1-\lambda)}} \leq \\
& \leq c \frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{\left[L^{p}, D_{k}\right] \theta \lambda}}{\mid t-s s^{\delta(1-\lambda)}} \sim \frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{\left[L^{p},\left[L^{p}, D_{k}\right] \theta\right]}}{|t-s|^{\delta(1-\lambda)}} \leq \\
& \leq \hat{c} \frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{L^{p}}^{1-\lambda}}{|t-s|^{\delta(1-\lambda)}}\left\|w_{k}(t)-w_{k}(s)\right\|_{\left[L^{p}, D_{k}\right] \theta}^{\lambda}= \\
& =\hat{c}\left(\frac{\left\|w_{k}(t)-w_{k}(s)\right\|_{L^{p}}}{|t-s|^{\delta}}\right)^{1-\lambda}\left(2 \sup _{s \in \bar{I}}\left\|w_{k}(s)\right\|_{\left[L^{p}, D_{k}\right]_{\theta}}\right)^{\lambda} .
\end{aligned}
$$

## 7 Appendix

It remains to show that if $w$ is a solution of (3.1) then $v:=w+\phi$ provides a solution of (1.1). One easily recognizes that all the manipulations which transfrom (1.1) into (3.1) are straight forward to justify within the distributional calculus - except one. Therefore, we will give a strict justification of this point in the following lemma. Throughout this appendix $f: \mathbb{R} \mapsto \mathbb{R}$ is always assumed to be twice continuously differentiable.
7.1 Lemma. Assume $p, r \in] 1, \infty\left[\right.$ and $v \in W^{1, r}(] T_{0}, T\left[; L^{p}\right) \cap C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right)$. Then the function $] T_{0}, T\left[\ni t \mapsto f(v(t))\right.$ belongs to $W^{1, r}(] T_{0}, T\left[; L^{p}\right)$ and its distributional derivative is the function $] T_{0}, T\left[\ni t \mapsto f^{\prime}(v(t)) v^{\prime}(t) \in\right.$ $L^{r}(] T_{0}, T\left[; L^{p}\right)$.
7.2 Remark. We denote by $C^{1}(] T_{0}, T\left[; L^{p}\right)$ the space of all $L^{p}$-valued, continuously differentiable functions on $] T_{0}, T[$ with bounded derivatives on $] T_{0}, T[$.

In order to give a proof of Lemma 7.1 we use the following result.
7.3 Lemma. Let $\left[T_{0}, T\right] \ni t \mapsto \psi(t, \cdot)$ be a mapping belonging to $C\left(\left[T_{0}, T\right]\right.$; $C(\bar{\Omega})) \cap C^{1}(] T_{0}, T\left[; L^{p}\right)$. Then the mapping

$$
\begin{equation*}
] T_{0}, T[\ni t \mapsto f(\psi(t, \cdot)) \tag{7.1}
\end{equation*}
$$

takes its values in $C(\bar{\Omega}) \hookrightarrow L^{p}$. It is continuously differentiable when regarded as $L^{p}$ valued and its derivative in a point $\left.s \in\right] T_{0}, T[$ is equal to the $L^{p}$-function $f^{\prime}(\psi(s, \cdot)) \psi^{\prime}(s)$.

Proof. The first assertion is obvious. Concerning the second one, the set $\left\{\psi(t, x) / x \in \Omega, t \in\left[T_{0}, T\right]\right\}$ is bounded. Since $f$ is twice continuously differentiable, for $s, t \in] T_{0}, T[$ and $x \in \Omega$ one may apply Taylor's formulae:

$$
\begin{equation*}
\frac{f(\psi(t, x))-f(\psi(s, x))}{t-s}=f^{\prime}(\psi(s, x)) \frac{[\psi(t, x)-\psi(s, x)]}{t-s}+ \tag{7.2}
\end{equation*}
$$

$$
\begin{equation*}
+\int_{0}^{1}(1-\tau) f^{\prime \prime}((1-\tau) \psi(t, x)+\tau \psi(s, x)) d \tau \quad \frac{[\psi(t, x)-\psi(s, x)]^{2}}{t-s} \tag{7.3}
\end{equation*}
$$

The family $\left\{f^{\prime}(\psi(s, \cdot)) \frac{[\psi(t, \cdot)-\psi(s, \cdot)]}{t-s}\right\}_{t}$ converges by the supposition on the differentiablity of the mapping $t \mapsto \psi(t, \cdot)$ in $L^{p}$ to $f^{\prime}(\psi(s, \cdot)) \psi^{\prime}(s)$ if $t$ approaches $s$. It remains to show that the expression in (7.3) approaches zero in $L^{p}$. This follows easily from the uniform boundedness of the values $f^{\prime \prime}((1-\tau) \psi(t, x)+\tau \psi(s, x))$, the boundedness of $\left\{\frac{[\psi(t, \cdot)-\psi(s, \cdot)]}{t-s}\right\}_{t}$ in $L^{p}$ and the convergence of $[\psi(t, \cdot)-\psi(s, \cdot)]$ to zero in $C(\bar{\Omega})$ for $t$ approaching $s$. The continuity of the derivative follows from the continuity of $\psi^{\prime}$ and the continuity of the function $t \mapsto f^{\prime}(\psi(t, \cdot))$ in $C(\bar{\Omega})$.
7.4 Lemma. Let $v \in W^{1, r}(] T_{0}, T\left[; L^{p}\right) \cap C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right)$. Then there is a sequence $\left\{\psi_{l}\right\}_{l}$ in $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right) \cap C^{1}(] T_{0}, T\left[; L^{p}(\Omega)\right)$ such that $\psi_{l} \mapsto v$ in $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right)$ and $\psi_{l}^{\prime} \mapsto v^{\prime}$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$.

Proof. Let us define a continuous extension $\tilde{v}$ to all of $\mathbb{R}$ which additionally has compact support as follows: we put

$$
\hat{v}(t):=\left\{\begin{array}{l}
\left.v\left(T_{0}+\left(T_{0}-t\right)\right) \quad \text { if } \quad t \in\right] T_{0}-\left(T-T_{0}\right), T_{0}[  \tag{7.4}\\
v(t) \text { if } \quad t \in\left[T_{0}, T\right] \\
v(T-(t-T) \text { if } \quad t \in] T, T+\left(T-T_{0}\right)[
\end{array}\right.
$$

(reflection at $T_{0}, T$, respectively). Afterwards we multiply $\hat{v}$ by a real valued, continuously differentiable function which is identical 1 on $\left[T_{0}, T\right]$ and which has its support in $] T_{0}-\left(T-T_{0}\right) / 2, T+\left(T-T_{0}\right) / 2[$. We define this product as $\tilde{v}$ and identify $\tilde{v}$ with its extension by zero to whole $\mathbb{R}$. Oviously, $\left.\tilde{v}\right|_{\left[T_{0}, T\right]}=v$; further one verifies the property $\tilde{v} \in W^{1, r}\left(\mathbb{R} ; L^{p}\right) \cap C(\mathbb{R} ; C(\bar{\Omega}))$. Let $\vartheta$ be the usual mollifier function

$$
\vartheta(s)=\left\{\begin{array}{l}
\frac{1}{\int e^{-\frac{1}{1-s^{2}}} d s} e^{-\frac{1}{1-s^{2}}} \text { if } \quad|s|<1 \\
0 \text { else on } \mathbb{R}
\end{array}\right.
$$

and $\vartheta_{l}(s):=l \vartheta(l s)$. Now we put

$$
\psi_{l}(t):=\left\{\begin{array}{l}
\int_{T_{0}}^{t}\left(\tilde{v}^{\prime} * \vartheta_{l}\right)(s) d s+\left(\tilde{v} * \vartheta_{l}\right)\left(T_{0}\right), \quad \text { if } \quad t \geq T_{0}  \tag{7.5}\\
-\int_{t}^{T_{0}}\left(\tilde{v}^{\prime} * \vartheta_{l}\right)(s) d s+\left(\tilde{v} * \vartheta_{l}\right)\left(T_{0}\right), \quad \text { if } \quad t<T_{0} .
\end{array}\right.
$$

Then $\psi_{l}$ is nothing else but $\tilde{v} * \vartheta_{l}$. This yields $\psi_{l} \mapsto v$ in $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right)$. On the other hand, (7.5) immediately gives $\psi_{l}^{\prime}=\tilde{v}^{\prime} * \vartheta_{l}$. This means that $\psi_{l}^{\prime} \mapsto \tilde{v}^{\prime}$ in $L^{r}\left(\mathbb{R} ; L^{p}\right)$, which implies $\left.\psi_{l}^{\prime}\right|_{T_{0}, T[ } \mapsto v^{\prime}$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$.

We now turn to the proof of Lemma 7.1: Let $\left\{\psi_{l}\right\}_{l}$ be the sequence from the previous lemma and $\varphi \in C_{0}^{\infty}(] T_{0}, T[)$. Then, considering the function $] T_{0}, T\left[\ni t \mapsto f(v(t))\right.$ as a $L^{p}$-valued distribution, one gets by the definition of the weak derivative

$$
\begin{array}{r}
(f(v))^{\prime}(\varphi)=-f(v)\left(\varphi^{\prime}\right)=-\int_{T_{0}}^{T} f(v(s)) \varphi^{\prime}(s) d s= \\
=-\int_{T_{0}}^{T} \lim _{l \mapsto \infty} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s=\lim _{l \mapsto \infty}-\int_{T_{0}}^{T} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s
\end{array}
$$

By Lemma 7.3, each $f\left(\psi_{l}\right)$ even has a strong (time) derivative which equals $f^{\prime}\left(\psi_{l}\right) \psi_{l}^{\prime}$. From this and integrating by parts one gets

$$
-\int_{T_{0}}^{T} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s=\int_{T_{0}}^{T} f^{\prime}\left(\psi_{l}(s)\right) \psi_{l}^{\prime}(s) \varphi(s) d s
$$

By construction, $\psi_{l} \mapsto v$ in $C\left(\left[T_{0}, T\right] ; C(\bar{\Omega})\right), \psi_{l}^{\prime} \mapsto v^{\prime}$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$, what implies $f^{\prime}\left(\psi_{l}(\cdot)\right) \psi_{l}^{\prime} \varphi \mapsto f^{\prime}(v(\cdot)) v^{\prime} \varphi$ in $L^{r}(] T_{0}, T\left[; L^{p}\right)$. But the integral is a continuous mapping from $L^{r}(] T_{0}, T\left[; L^{p}\right)$ into $L^{p}$; this finally gives

$$
\begin{gathered}
\int_{T_{0}}^{T} f^{\prime}(v(s)) v^{\prime}(s) \varphi(s) d s=\int_{T_{0}}^{T} \lim _{l \mapsto \infty} f^{\prime}\left(\psi_{l}(s)\right) \psi_{l}^{\prime}(s) \varphi(s) d s= \\
\lim _{l \mapsto \infty} \int_{T_{0}}^{T} f^{\prime}\left(\psi_{l}(s)\right) \psi_{l}^{\prime}(s) \varphi(s) d s=\lim _{l \mapsto \infty}-\int_{T_{0}}^{T} f\left(\psi_{l}(s)\right) \varphi^{\prime}(s) d s=(f(v))^{\prime}(\varphi)
\end{gathered}
$$

Thus, Lemma 7.1 is proved.
Acknowledgement The second author would like to thank K. Gröger and J. Griepentrog for stimulating discussions on the subject.

## References

[1] H. Amann, Linear and quasilinear parabolic problems, Birkhäuser, Basel-Boston-Berlin, (1995)
[2] H. Amann, Nonhomogeneous linear and quasilinear elliptic and parabolic boundary value problems, in: Function spaces, differential operators and nonlinear analysis, H.-J. Schmeisser (ed.) et al., 9-126, Teubner-Texte Math., Vol. 133, Stuttgart, 1993
[3] W. Arendt, A. F. M. terElst, Gaussian estimates for second order elliptic operators with boundary conditions, J. Oper. Th. 38 (1997), 87-130
[4] M. Chaplain, G. Lolas, Mathematical modelling of cancer cell invasion of tissue: the role of the urokinase plasminogen activation system, Math. Mod. Meth. Appl. Sci. 15 (11) (2005), 1685-1734
[5] S. N. Antontsev, M. Chipot, The thermistor problem: Existence, smoothness, uniqueness, blowup, SIAM J. Math. Anal. 25 (1994), 1128-1156
[6] N.H. Chang, M. Chipot, On some mixed boundary value problems with nonlocal diffusion, Adv. Math. Sci. Appl. 14 No. 1 (2004), 1-24.
[7] M. Chipot, B. Lovat, On the asymptotic behavior of some nonlocal problems, Positivity 3 (1999), 65-81
[8] P.G. Ciarlet, The finite element method for elliptic problems, Studies in Mathematics and its Applications, North Holland, Amsterdam/ New York/ Oxford, 1979
[9] P. Clement, S. Li, Abstract parabolic quasilinear equations and application to a groundwater flow problem, Adv. Math. Sci. Appl. 3, (1994), 17-32
[10] M. Dauge, Neumann and mixed problems on curvilinear polyhedra, Integral Equations Oper. Theory 15, No.2, (1992), 227-261
[11] R. Denk, M. Hieber, J. Prüss, $\mathcal{R}$-boundedness, Fourier multipliers and problems of elliptic and parabolic type, Mem. Am. Math. Soc. 788, (2003)
[12] X. T. Duong, E. M. Ouhabaz, Complex multiplicative perturbations of elliptic operators: heat kernel bounds and holomorphic functional calculus, Differ. Integral Equ. 12, No.3, (1999), 395-418
[13] J. Elschner, H.-Chr. Kaiser, J. Rehberg, G. Schmidt, $W^{1, q}$ regularity results for elliptic transmission problems on heterogeneous polyhedra WIAS-Preprint No. 1066 Berlin (2005)
[14] J. Elschner, J. Rehberg, G. Schmidt, Optimal regularity for elliptic transmission problems including $C^{1}$ interfaces WIAS-Preprint No. 1094 Berlin (2006)
[15] J. Elschner, H.-Chr. Kaiser, J. Rehberg, G. Schmidt, Optimal regularity for elliptic operators occuring in real world problems, in preparation
[16] M. Fila, H. Matano, Blow up in nonlinear heat equations from the dynamical systems point of view, in: Handbook of Dynamical Systems, Vol. 2, B. Fiedler (ed.), Elsevier, 2002
[17] J. Fuhrmann, H. Langmach, Stability and existence of solutions of timeimplicit finite volume schemes for viscous nonlinear conservation laws, Appl. Num. Math. 37 (2001), 201-230
[18] H. Gajewski, K. Gröger, K. Zacharias, Nichtlineare Operatorgleichungen und Operatordifferentialgleichungen, Akademie-Verlag, 1974
[19] H. Gajewski, K. Gröger, Reaction-diffusion processes of electrical charged species, Math. Nachr. 177 (1996), 109-130
[20] J. A. Griepentrog, Zur Regularität linearer elliptischer und parabolischer Randwertprobleme mit unglatten Daten, Logos Verlag Berlin, (2000)
[21] J. A. Griepentrog, J. Rehberg, Some observations on K.Gröger's regular sets, in preparation
[22] J. A. Griepentrog, H. C. Kaiser, J. Rehberg, Heat kernel and resolvent properties for second order elliptic differential operators with general boundary conditions on $L^{p}$, Adv. Math. Sci. Appl. 11 (2001), 87-112
[23] P. Grisvard, Elliptic problems in nonsmooth domains, Pitman, Boston, 1985.
[24] K. Gröger, $A W^{1, p}$-estimate for solutions to mixed boundary value problems for second order elliptic differential equations, Math. Ann. 283 (1989), 679-687
[25] M. Heinkenschloss, F. Troeltzsch, Analysis of the Langrange-SQPNewton method for the control of a phase field equation, Control and Cybernetics, 28 No. 2 (1999), 177-211
[26] M. Hieber, J. Prüss, Heat kernels and maximal $L^{p}-L^{q}$ estimates for parabolic evolution equations, Comm. Part. Eq. 22 No. 9/10 (1997), 1647-1669
[27] W. Jäger, S. Luckhaus, On explosions of solutions to a system of partial differential equations modelling chemotaxis, Trans. Am. Math. Soc. 329, No.2, (1992), 819-824
[28] D. Jerison, C. Kenig, The inhomogeneous Dirichlet problem in Lipschitz domains J. Funct. Anal. 130, No.1, (1995), 161-219.
[29] H. C. Kaiser, J. Rehberg, H. Neidhardt, Classical solutions of quasilinear parabolic systems on two dimensional domains, WIAS-Preprint No. 765 Berlin (2002), to appear in NoDEA
[30] P. Krejci, E. Rocca, J. Sprekels, Nonlocal temperature-dependent phasefield models for non-isothermal phase transitions, WIAS-Preprint No. 1006 Berlin (2005)
[31] P. C. Kunstmann, Weis, L, Perturbation theorems for maximal $L_{p}-$ regularity, Ann. Sc. Norm. Super. Pisa, Cl. Sci., IV. Ser. 30, No.2, (2001), 415-435
[32] M. Marcus, V. Mizel, Every superposition operator mapping one Sobolev space into another is continuous, J. Funct. Anal. 33, (1979), 217-229
[33] V. Maz'ya, Sobolev spaces, Springer, (1985)
[34] J. Prüss, Maximal regularity for evolution equations in $L^{p}$-spaces, Conferenze del Seminario di Mathematica dell'Universita di Bari, 285 1-39
[35] J. Rehberg, Quasilinear parabolic equations in $L^{p}$, in: Chipot, Michel (ed.) et al., Nonlinear elliptic and parabolic problems. A special tribute to the work of Herbert Amann, Zürich, Switzerland, June 28-30, 2004. Basel: Birkhäuser. Progress in Nonlinear Differential Equations and their Applications 64 (2005), 413-419
[36] A. Sommerfeld, Thermodynamics and statistical mechanics, Lectures on theoretical physics, vol. V, Academic Press, New York, 1956.
[37] H. Triebel, Interpolation theory, function spaces, differential operators, North Holland Publishing Company, 1978
[38] A. Unger, F. Troeltzsch, Fast solutions of optimal control problems in the selective cooling of steel, ZAMM 81 No. 7 (2001) 447-456
[39] D. Zanger, The inhomogeneous Neumann problem in Lipschitz domains Commun. Partial Differ. Equations 25, No.9-10, (2000) 1771-1808.


[^0]:    1991 Mathematics Subject Classification. 35A05, 35B65, 35K15, 35K20.

