
Weierstraÿ-Institut

für Angewandte Analysis und Stochastik

im Forschungsverbund Berlin e.V.

Preprint ISSN 0946 � 8633

Outwards pointing hysteresis operators and asymptotic

behaviour of evolution equations

Olaf Klein1 ,� , Pavel Krej£í2 ,��,���

submitted: 20th June 2002

1 Weierstrass Institute for Applied

Analysis and Stochastics

Mohrenstr. 39

D-10117 Berlin

Germany

E-mail: klein@wias-berlin.de

2 Mathematical Institute

Academy of Sciences of the Czech Republic

�itná 25

11567 Praha 1

Czech Republic

E-mail: krejci@math.cas.cz

No. 748

Berlin 2002

WIAS
2000 Mathematics Subject Classi�cation. 34C55, 35B40, 74N30, 47J40, 35K60, 74K05.

Key words and phrases. hysteresis operators, Prandtl-Ishlinskii operator, asymptotic behaviour,

visco-elasto-plasticity.

� Supported by DFG contract SP 212/10-3.
�� A large part of this work has been done during the visit of the second author at WIAS Berlin in

October-November 2001.
��� Supported by the GA�R under Grant No. 201/02/1058

.



Edited by

Weierstraÿ-Institut für Angewandte Analysis und Stochastik (WIAS)

Mohrenstraÿe 39

D � 10117 Berlin

Germany

Fax: + 49 30 2044975

E-Mail: preprint@wias-berlin.de

World Wide Web: http://www.wias-berlin.de/



Abstract

The paper deals with the long-time behaviour of evolution systems described by

ODEs and PDEs with hysteresis operators. The analysis is based on two concepts.

The �rst one is the outward pointing property of the involved hysteresis operators

which implies uniform a priori bounds for solutions, the second one is related to

the hysteresis modelling itself and consists in introducing a class of thermodynam-

ically consistent generalized Prandtl-Ishlinskii operators as a model for a nonlinear

elastoplastic material law. A stability result for solutions in one-dimensional visco-

elasto-plasticity is derived as an illustration of the theory.

1 Introduction

The investigation of the asymptotic stability of PDEs involving hysteresis operators is

complicated by the fact that the state space is usually very complex and standard methods

fail. The stability results are therefore either weaker than the corresponding ones in the

case without hysteresis, see e. g. [9], or, if the operators have a special clockwise convexity

property of hysteresis loops (cf. Figure 1 below), one can make use of a second order

energy inequality like in [7, 10]. This is for instance the case of the so-called Prandtl-

Ishlinskii operator which is often used as a model for elastoplastic material laws. The

clockwise convexity property, however, is unstable with respect to small perturbations of

the operator, and di�culties occur if Prandtl-Ishlinskii elastoplasticity is combined with

an arbitrarily small nonlinearly elastic component represented by a functional strain-stress

relation.

An alternative approach has been proposed in [5], where asymptotic stability results

have been derived under the so-called �pointing outwards� assumption. We introduce

here a new class of operators, the so-called generalized Prandtl-Ishlinskii operators, as a

model for non-linear elastoplasticity which combines a Prandtl-Ishlinskii operator with

nonlinear superposition operators, and �nd su�cient conditions for the validity of the

pointing outwards property.

The extension of Prandtl-Ishlinskii operators cannot be done in an arbitrary way. The

nonlinear perturbations may violate the thermodynamic consistency as an important ad-

missibility criterion of the model in the sense that the associated internal energy in some

cases turns out to be unbounded from below. We devote a large part of the paper to a
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discussion on this subject and identify important situations in which a lower bound for

the internal energy can be found.

These concepts are then used for the investigation of a one dimensional visco-elasto-

plasticity model, where the elastoplastic material law is given by an operator which is

pointing outwards and thermodynamically consistent.

The paper is organized as follows. In Section 2 we give a formal de�nition of the pointing

outwards property and show how it can be used for deriving a priori bounds for solutions

to ordinary di�erential equations. Section 3 is devoted to a detailed analysis of generalized

Prandtl-Ishlinskii operators which are shown, along with other classical hysteresis oper-

ators, to be pointing outwards under suitable hypotheses. Thermodynamic consistency

criteria for these operators are established in Section 4. In Section 5 we apply the above

results to estimating the long-time behaviour of solutions to a partial di�erential equation

describing the wave propagation in visco-elasto-plastic media.

2 Outwards pointing maps

We deal with mappings H : C(R+) ! C(R+) , where C(R+) denotes the space of con-

tinuous functions u : R+ ! R , R+ = [0;1[ , endowed with the family of seminorms

juj
[0;t]

= maxfju(s)j ; 0 � s � tg : (2.1)

It can be considered as a Fréchet space with the metric

d(u; v) = sup
t�0

ju� vj
[0;t]

1 + ju� vj
[0;t]

: (2.2)

We start with the following de�nition.

De�nition 2.1 A mapping H : C(R+)! C(R+) is said to be

(i) locally Lipschitz, if there exists a non-decreasing function  : R+ ! R+ such that

the inequality

jH[u1](t)�H[u2](t)j �  
�
ju1j[0;t] + ju2j[0;t]

�
ju1 � u2j[0;t] (2.3)

holds for every u1; u2 2 C(R+) and every t � 0 ,

(ii) causal, if the implication

ju1 � u2j[0;t] = 0 ) H[u1](t) = H[u2](t) (2.4)

holds for every u1; u2 2 C(R+) and every t � 0 ,
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(iii) rate-independent, if

H[v Æ �](t) = H[v](�(t)) (2.5)

holds for every v 2 C(R+) , every t � 0 , and every continuous non-decreasing

function � : R+ ! R+ with �(0) = 0 and �(1) =1 ,

(iv) a hysteresis operator, if it is causal and rate-independent,

(v) pointing outwards with bound h in the Æ -neighbourhood of [A;B] for initial values

in [a; b] , if for every t � 0 and every u 2 C(R+) such that

u(0) 2 [a; b] ; u(s) 2 ]A� Æ; B + Æ[ 8 s 2 [0; t] (2.6)

we have

(H[u](t)� h)(u(t)�B)+ � 0 ; (H[u](t) + h)(u(t)� A)� � 0 (2.7)

for some given values of Æ > 0 , h � 0 , A � a � b � B , where z+ = maxfz; 0g and

z� = maxf�z; 0g for z 2 R denote the positive and negative part of z , respectively.

Throughout the paper, we use the terms �increasing� and �decreasing� in the strict sense,

i.e. a function which is constant on a part of its domain is neither increasing nor decreasing.

The term �non-decreasing function� as in point (iii) of the de�nition describes a function

which is nowhere decreasing on its domain.

Condition (2.7) needs some comment. In plain words, one might say that if the value

of u at time t exceeds the limits [A;B] and the values of u in the past remained in

a Æ -neighbourhood of [A;B] , the H[u](t) �points outwards� with respect to the relative

position of u(t) and the interval [A;B] , that is,

u(t) > B ) H[u](t) � h � 0 ; u(t) < A ) H[u](t) � �h � 0 : (2.8)

The set of all mappings H : C(R+) ! C(R+) satisfying the implication (2.6) ) (2.7)

will be denoted by PO(a; b; A;B; Æ; h) .

For a � b and h � 0 we further introduce the sets

POweak
h

(a; b) =
[
Æ>0

[
[A;B]�[a;b]

PO(a; b; A;B; Æ; h) ; (2.9)

PO
h
(a; b) =

\
Æ>0

[
[A;B]�[a;b]

PO(a; b; A;B; Æ; h) ; (2.10)

PO1(a; b) =
\
h�0

PO
h
(a; b) : (2.11)

We immediately see that for every a � b and every h0 > h � 0 we have

POweak
h

(a; b) � PO
h
(a; b) � PO

h
0(a; b) � PO1(a; b): (2.12)
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In the easy case of a superposition operator H[u](t) = g(u(t)) generated by a continuous

function g : R ! R , the implication (2.6) ) (2.7) can be written equivalently in the

form

g(u) � h for u 2 [B;B + Æ[ ; g(u) � �h for u 2 ]A� Æ; A] : (2.13)

Conditions of the form (2.13) have been used e. g. in [11, 12] to derive uniform estimates

for solutions to equations of viscoelasticity. A generalization of this idea to visco-elasto-

plasticity with outwards pointing hysteresis operators will be shown below in Section

5.

We �rst illustrate here the meaning of the concept of pointing outwards mappings on the

example of the di�erential equation

_u(t) +H[u](t) = 0 ; u(0) = u0 : (2.14)

Proposition 2.2 Let H 2 POweak
0 (a; b) for some a � b be a locally Lipschitz causal

operator in the sense of De�nition 2.1. Then for every u0 2 [a; b] , Problem (2.14) admits

a unique classical globally bounded solution.

Proof. The local existence of a unique classical solution u in an interval [0; � ] for � > 0

su�ciently small is obtained by the standard Banach contraction argument. We then

extend u into a maximal solution de�ned in an interval [0; T [ . To derive an a priori

bound, we �x Æ > 0 and [A;B] � [a; b] such that H 2 PO(a; b; A;B; Æ; 0) according to

De�nition 2.1, and set

t1 = supft 2 [0; T ] ; 8 s 2 [0; t[ : u(s) 2 ]A� Æ; B + Æ[ g : (2.15)

By De�nition 2.1 (v) we have

H[u](t)(u(t)� B)+ � 0 ; H[u](t)(u(t)� A)� � 0 (2.16)

for every t 2 [0; t1[ . Testing Eq. (2.14) consecutively by (u(t) � B)+ , (u(t) � A)� , we

obtain
d

dt

�
(u(t)� B)+

�2
� 0 ;

d

dt

�
(u(t)� A)�

�2
� 0 (2.17)

a. e. in ]0; t1[ , hence u(t) 2 [A;B] for all t 2 [0; T [ . We conclude that T =1 and the

proof is complete. �

3 Hysteresis operators

3.1 The play and stop

We denote by W
1;1

C
(R+) the space of Lipschitz continuous functions � : R+ ! R with

compact support in R+ , and introduce the set

� = f� 2 W 1;1
C

(R+) ; j�
0(r)j � 1 a. e. g : (3.1)
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The theory of hysteresis operators in the form presented in [3, 6, 7, 13] is based on the

following concept.

De�nition 3.1 For every u 2 W
1;1

loc (R+) , � 2 � , and r > 0 we de�ne the value

p
r
[�; u] 2 W

1;1

loc (R+) of the play operator p
r
: � � W

1;1

loc (R+) ! W
1;1

loc (R+) as the so-

lution p
r
[�; u](t) = �

r
(t) of the variational inequality

ju(t)� �
r
(t)j � r 8 t � 0 ;

_�
r
(t) (u(t)� �

r
(t)� y) � 0 a. e. 8 jyj � r ;

�
r
(0) = minfu(0) + r; maxfu(0)� r; �(r)gg :

9>>>=
>>>;

(3.2)

The de�nition can be extended to r = 0 consistently with (3.2) by putting p0[�; u](t) =

u(t) for each � , u , and t . The set � of initial con�gurations for the one-parametric play

system fp
r
; r � 0g constitutes an important element in hysteresis modelling, see [3, 7],

and can be identi�ed with the Preisach state space, see [8]. In particular, the function

r 7! p
r
[�; u](t) belongs to � for every u 2 W 1;1

loc (R+) , � 2 � , and t � 0 .

We also introduce the dual operator s
r
: � �W 1;1

loc (R+) ! W 1;1

loc (R+) called the stop by

the formula

s
r
[�; u](t) := u(t)� p

r
[�; u](t) (3.3)

for every u 2 W 1;1

loc (R+) , � 2 � , and t � 0 .

Immediately from the variational inequality in De�nition 3.1 we see that for inputs

u0; u1; u2 2 W 1;1

loc (R+) and initial con�gurations �0; �1; �2 2 � , the respective outputs

�i
r
:= p

r
[�

i
; u

i
] , xi

r
:= s

r
[�

i
; u

i
] for i = 0; 1; 2 have the properties

_�0
r
(t) _x0

r
(t) = 0 a. e. ; (3.4)

( _�1
r
(t)� _�2

r
(t))(x1

r
(t)� x2

r
(t)) � 0 a. e. (3.5)

It follows from Inequality (3.5) that the stop and play are Lipschitz continuous as map-

pings � �W 1;1

loc (R+) ! C(R+) . The following more substantial result shows that they

are Lipschitz continuous with respect to the sup-norm, and therefore can be extended to

Lipschitz continuous mappings �� C(R+)! C(R+) .

Proposition 3.2 Let u1; u2 2 W 1;1

loc (R+) , �1; �2 2 � , r > 0 be given, and put �i
r
:=

p
r
[�

i
; u

i
] for i = 1; 2 . Then for every t � 0 we have

j�1
r
(t)� �2

r
(t)j � maxfj�1(r)� �2(r)j; ju1 � u2j[0;t]g : (3.6)

This result has been proved for the �rst time in [6], an elementary proof can be found in

[3] or [7]. We now prove another property of the play which will be useful in the sequel.
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Lemma 3.3 Let u 2 C(R+) , � 2 � , r > 0 , t � 0 be given, and let R > 0 be such that

�(r0) = 0 for all r0 � R . If

umax(t) := max
s2[0;t]

u(s) � R ; (3.7)

then

p
r
[�; u](s) � maxf0; umax(t)� rg 8 s 2 [0; t] ; (3.8)

s
r
[�; u](s) � minfu(s); u(s)� umax(t) + rg 8 s 2 [0; t] : (3.9)

Similarly, if

umin(t) := min
s2[0;t]

u(s) � �R ; (3.10)

then

p
r
[�; u](s) � minf0; umin(t) + rg 8 s 2 [0; t] ; (3.11)

s
r
[�; u](s) � maxfu(s); u(s)� umin(t)� rg 8 s 2 [0; t] : (3.12)

Proof. We denote again �
r
= p

r
[�; u] . By density of W

1;1

loc (R+) in C(R+) with respect

to the metric (2.2), it su�ces to assume that u belongs to W 1;1

loc (R+) (we approximate

u by piecewise linear interpolates with a �xed node at t , say). Suppose �rst that (3.7)

holds, and set

V (s) := maxf�
r
(s); umax(t)� rg (3.13)

for s 2 [0; t] . From (3.2) it follows that u(s)� �
r
(s) = r whenever _�

r
(s) > 0 . Assuming

_V (s) > 0 for some s , we therefore obtain �
r
(s) = u(s) � r � umax(t) � r which is a

contradiction. Hence the function V is non-increasing in [0; t] , and we have

�
r
(s) � maxf�

r
(0); umax(t)� rg 8 s 2 [0; t] : (3.14)

By (3.2) we have

�
r
(0) � maxf�(r); u(0)� rg � maxf�(r); umax(t)� rg ; (3.15)

and either

(i) r � R , �(r) = 0 , or

(ii) r < R , �(r) = �(r)� �(R) � R� r � umax(t)� r .

In both cases, the assertion follows from (3.14) and (3.3). The argument in case (3.10) is

analogous. �
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Remark 3.4 From Lemma 3.3 it follows that for a � b , Æ 2 ]0; r] , h 2 [0; r � Æ] ,

A � minfa;�R;�rg and B � maxfb; R; rg , the operator s
r
[�; �] is pointing outwards

with bound h in the Æ -neighbourhood of [A;B] for initial values in [a,b] according to

De�nition 2.1(v), that is, s
r
[�; �] 2 PO(a; b; A;B; Æ; h) � POweak

h
(a; b) .

This is no longer true for Æ > r . It su�ces to consider some t0 > t � 0 , B > 0 ,

" 2 ]0; (Æ � r)=2[ , and a function u which is decreasing on [t; t0] , such that u(t) =

umax(t) = B + Æ � " , u(t0) = B + " . We have s
r
[�; v](t) � r and

s
r
[�; u](t0) = maxfs

r
[�; u](t) + u(t0)� u(t);�rg � maxfr � Æ + 2";�rg < 0 (3.16)

independently of � and B , hence s
r
[�; �] =2 PO(a; b; A;B; Æ; 0) . In particular, we have

s
r
[�; �] =2 PO0(a; b) . Moreover, the same argument shows that the operator H := s

r
[�; �]

does not satisfy a possible counterpart of (2.13) in the form

H[u](t) � h for u(t) 2 [B;B + Æ[ ; H[u](t) � �h for u(t) 2 ]A� Æ; A] (3.17)

for any Æ > 0 , h � 0 . For operators with a nontrivial memory, the implication (2.6) )

(2.7) in the de�nition of the pointing outwards property generalizes this condition by tak-

ing also the past values of u into account. Some other examples where this generalization

is also important will be shown e. g. in Remark 3.11 below.

Since it will be used later, we brie�y recall here the concept of memory sequence of a

function and its application in the representation of the play operator. With an arbitrary

� 2 � , we associate a function m
�
: R ! R+ by the formula

m
�
(v) = minfr � 0; jv � �(r)j = rg : (3.18)

The function r 7! r � jv � �(r)j is non-decreasing. This immediately implies that jv �

�(r)j > r for r 2 [0; m
�
(v)[ , jv � �(r)j � r for r 2 [m

�
(v);+1[ ; the function m

�

is increasing and left-continuous in [�(0);+1[ and decreasing and right-continuous in

]�1; �(0)] , m
�
(�(0)) = 0 .

According to [7, Section II.2] we now de�ne the memory sequence f(t
j
; r

j
)g of u at time

t with respect to the initial con�guration � in the following way. For � 2 � , u 2 C(R+) ,

and t � 0 , we de�ne the quantity

R
�
[u](t) = max fm

�
(u(�)) ; � 2 [0; t]g ; (3.19)

and set (
�r = R

�
[u](t) ;

�t = maxf� 2 [0; t] ; m
�
(u(�)) = �rg ;

(3.20)

(
t0 = �t ; r0 = �r; j0 = 0 if u(�t) = �(�r)� �r ;

t1 = �t ; r1 = �r; j0 = 1 if u(�t) = �(�r) + �r ;
(3.21)
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and continue recursively by putting8>>><
>>>:
t2k+1 = max f� 2 [t2k; t]; u(�) = maxfu(�); � 2 [t2k; t]gg ; k = j0; j0 + 1; j0 + 2; : : : ;

t2k = max f� 2 [t2k�1; t]; u(�) = minfu(�); � 2 [t2k�1; t]gg ; k = 1; 2; : : : ;

r
j+1 =

(�1)j

2
(u(t

j+1)� u(t
j
)) ; j = j0; j0 + 1; j0 + 2; : : : ;

(3.22)

until t2k+1 = t or t2k = t . We will call j0 the starting index of the memory sequence

f(t
j
; r

j
)g , and (�t; �r) = (t

j0
; r

j0
) the starting point of the memory sequence f(t

j
; r

j
)g .

One of the following two possibilities occurs.

A. The sequence f(t
j
; r

j
)g is in�nite, u(t) = lim

j!1 u(tj) , limj!1 rj = 0 ;

B. The sequence f(t
j
; r

j
)g is �nite, t = t

n
. In this case we put r

j
= 0 for j � n+ 1 .

The following result has been proved in Proposition II.2.5 of [7] and gives a memory

representation of the system fp
r
; r � 0g of play operators.

Proposition 3.5 Let u 2 C(R+) , � 2 � , r � 0 , and t � 0 be given, and let f(t
j
; r

j
)g

be the memory sequence de�ned in (3.21), (3.22). Then we have

p
r
[�; u](t) =

8><
>:
�(r) for r � r

j0
;

u(t
j
) + (�1)jr for r 2 [r

j+1; rj[; j = j0; j0 + 1; j0 + 2; : : : ;

u(t) for r = 0 :

(3.23)

3.2 Prandtl-Ishlinskii operator

In the classical setting, the Prandtl-Ishlinskii operator F : � � C(R+) ! C(R+) is

constructed according to [3, 6, 7, 13] by averaging the instantaneous values of the stops

(or, alternatively, the plays) over the parameter range r > 0 by the Stieltjes integral

formula

F [!; u](t) = �

Z 1

0
s
r
[!; u](t) d�(r) (3.24)

for u 2 C(R+) and ! 2 � (the reason for denoting here a generic element of � by !

instead of � will become more clear later after Proposition 3.15 below), where � : R+ !

R+ is a given non-increasing function with �(1) = 0 which is to be identi�ed from

experimental data. In fact, in applications to plasticity, it is obtained by measuring the

so-called initial loading curve � = �(u) by letting u monotonically increase and decrease

from 0 in a material with no previous memory (the memory being erased for instance by

heating above the Curie temperature and cooling again). Assuming that � : R ! R is

odd, increasing, and �jR+ : R+ ! R+ is concave, we put �(r) = �0(r) for r > 0 , that is,

�(u) =

Z
u

0

�(r) dr for u � 0 ; �(u) = ��(�u) for u < 0 : (3.25)
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A mathematical justi�cation of the model via homogenization in connection with elasto-

plastic oscillations has been suggested in [4]. The operator is Lipschitz continuous as an

immediate consequence of Proposition 3.2 and the formula

F [!; u](t) = �(0)u(t) +

Z 1

0
p
r
[!; u](t) d�(r); 8 u 2 C(R+) ; ! 2 � (3.26)

which follows from (3.24) and (3.3). Indeed, for u1; u2 2 C(R+) and !1; !2 2 � we easily

obtain for every t � 0 that

jF [!1; u1](t)�F [!2; u2](t)j � 2�(0) ju1 � u2j[0;t] +

Z 1

0
j!1(r)� !2(r)j d�(r) : (3.27)

Moreover, if u 2 W 1;1

loc (R+) , then (3.5) yields _u(t) d

dt

s
r
[!; u](t) = ( d

dt

s
r
[!; u](t))2 a. e.

From (3.24) we thus obtain in particular that F [!; u] 2 W
1;1

loc (R+) and

 
d

dt
F [!; u](t)

!2

� �(0)
d

dt
F [!; u](t) _u(t) � �2(0) _u2(t) a. e. (3.28)

This property is called local monotonicity .

The hysteresis energy dissipation will be discussed in more detail below in Section 4. Let

us note here that the Prandtl-Ishlinskii operator (as well as any clockwise convex operator)

admits a �second order energy inequality�

d

dt
F [!; u](t) �u �

d

dt

 
1

2

d

dt
F [!; u](t) _u(t)

!
(3.29)

in the sense of distributions whenever d

dt

F [!; u] 2 L1loc(R+) and �u 2 L1
loc(R+) , see [7, 10]

and Figure 1 below.

We will need the following estimate.

Proposition 3.6 Let u 2 C(R+) and ! 2 � be given, and let R > 0 and t � 0 be such

that !(r0) = 0 for all r0 � R , and

umax(t) := max
s2[0;t]

u(s) � R ; u(t) � �umax(t) : (3.30)

In terms of the function � de�ned by (3.25) we then have

F [!; u](t) � �(umax(t)) + 2�

�
1

2
(u(t)� umax(t))

�
: (3.31)

Similarly, if

umin(t) := min
s2[0;t]

u(s) � �R ; u(t) � �umin(t) ; (3.32)

then

F [!; u](t) � �(umin(t)) + 2�

�
1

2
(u(t)� umin(t))

�
: (3.33)
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Proof. By Lemma 3.3 we have in case (3.30) for every r > 0 that

p
r
[!; u](t) � maxf0; umax(t)� rg : (3.34)

On the other hand, the constraint jp
r
[!; u](t)� u(t)j � r is satis�ed by de�nition, hence

p
r
[!; u](t) � minfu(t) + r; maxf0; umax(t)� rgg : (3.35)

For r̂ = 1

2
(umax(t)� u(t)) , formula (3.26) (note that � is non-increasing) implies that

F [!; u](t) � �(0) u(t) +
Z

r̂

0

(u(t) + r) d�(r) +
Z

umax(t)

r̂

(umax(t)� r) d�(r) ; (3.36)

and it su�ces to integrate by parts. Case (3.32) is completely analogous. �

3.3 Generalized Prandtl-Ishlinskii operator

We introduce here a class of generalized Prandtl-Ishlinskii operators under the following

hypotheses.

Hypothesis 3.7 We are given

(i) two non-decreasing locally Lipschitz continuous functions g0; g : R ! R such that

g is odd, lim
u!1 g(u) =1 , g0(u) > 0 for almost every u 2 R ,

(ii) an odd function ' 2 L1(R) such that '(s) � 0 for a. e. s > 0 , and we set

�(r) =

Z 1

r

'(s) ds for r � 0 :

De�nition 3.8 Let g0; g; � be as in Hypothesis 3.7, and let ! 2 � be given. Then the

mapping H : C(R+)! C(R+) de�ned by the formula

H[u](t) = g0(u(t)) + F [!; g(u)](t) (3.37)

with F given by (3.24) is called a generalized Prandtl-Ishlinskii operator.

As a consequence of (3.27), we have the estimate

jH[u1](t)�H[u2](t)j � jg0(u1(t))� g0(u2(t))j+ 2�(0) jg(u1)� g(u2)j[0;t] : (3.38)

for every u1; u2 2 C(R+) and every t � 0 . In particular, H is locally Lipschitz according

to De�nition 2.1. Moreover, it is locally monotone for u 2 W
1;1

loc (R+) in the sense that by

(3.28) we have H[u] 2 W 1;1

loc (R+) and

 
d

dt
H[u](t)

!2

� (u(t))
d

dt
H[u](t) _u(t) � 2(u(t)) _u2(t) a. e. ; (3.39)
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where (u) = g00(u)+�(0) g
0(u) . For � and ' as in Hypothesis 3.7, we get for the function

� de�ned in (3.25)

�(u) = u
Z 1

u

'(r) dr +

Z
u

0
r'(r) dr �

Z 1

0
r'(r) dr 8 u � 0; (3.40)

�00 = �' a.e. on R : (3.41)

We now prove the following crucial result.

Theorem 3.9 Let Hypothesis 3.7 hold, let � : R+ ! R+ be the function de�ned in

(3.25), and let h � 0 be given.

a) If

inf
Æ>0

lim sup
r!+1

�
g0(r) + �(g(r)) + 2�

�
1

2
(g(r)� g(r + Æ))

��
> h ; (3.42)

sup
Æ>0

lim inf
r!�1

�
g0(r) + �(g(r)) + 2�

�
1

2
(g(r)� g(r � Æ))

��
< �h ; (3.43)

then H 2 PO
h
(a; b) for every �1 < a � b <1 .

b) If

lim
r!+1

(g0(r) + �(g(r)) ) > h ; (3.44)

lim
r!�1

(g0(r) + �(g(r)) ) < �h ; (3.45)

then H 2 POweak
h

(a; b) for every �1 < a � b <1 .

Remark 3.10 Typical cases, where conditions (3.42) � (3.43) are satis�ed, are for in-

stance

lim
r!�1

(g0(r) + �(r)) = �1 ; supfg0(r) ; r 2 Rg < 1 ; (3.46)

or

� lim
r!�1

(g0(r) + �(r)) > h ; lim
r!1

g0(r) = 0 : (3.47)

In the case (3.46) we have H 2 PO1(a; b) for every a � b .

Remark 3.11 The Prandtl-Ishlinskii operator F [!; �] : C(R+) ! C(R+) de�ned by

(3.24) also belongs to the class of generalized Prandtl-Ishlinskii operators and corresponds

to the choice g0 � 0 , g(u) = u . If
R1
0 r'(r) dr =1 , then (3.40) yields that the initial�

loading curve is unbounded, and, by (3.46), we have F [!; �] 2 PO1(a; b) for all a � b .

On the other hand, if
R1
0 r'(r) dr =: �� <1 , then by (3.40) we have lim

r!1�(r) = �� ,

and using Theorem 3.9 b), we obtain only F [!; �] 2 POweak
h

(a; b) for small h and for all

11



a � b . Repeating the construction from Remark 3.4 with Æ > 0 su�ciently large and

" > 0 su�ciently small (inequality (3.16) holds indeed for all Æ > 2" > 0 ), we deduce

from (3.24), (3.25), (3.40), and Hypothesis 3.7 (ii) that

F [!; u](t0) � �

Z 1

0

maxfr � Æ + 2";�rg d�(r) =
Z 1

0

maxfr � Æ + 2";�rg'(r) dr

= ��� 2�(Æ=2� ") < 0 :

Hence, F [!; �] =2 PO(a; b; A;B; Æ; 0) for large Æ > 0 , and therefore F [!; �] =2 PO0(a; b) .

Moreover, for all Æ > 0 , we see that (3.17) does not hold for H := F [!; �] .

Proof of Theorem 3.9. Let a � b be given, and let R > 0 be such that !(r) = 0 for

r � R . To prove part a) of the theorem, we have to show that for every Æ > 0 there exist

A � a � b � B such that H 2 PO(a; b; A;B; Æ; h) , that is, the implication (2.6) ) (2.7)

holds. Let Æ > 0 be arbitrarily given. Recalling (3.42), (3.43), and Hypothesis 3.7, we

�nd A � a and B � b such that g(A) < �R , g(B) > R , and

g0(B) + �(g(B)) + 2�

�
1

2
(g(B)� g(B + Æ))

�
� h ; (3.48)

g0(A) + �(g(A)) + 2�

�
1

2
(g(A)� g(A� Æ))

�
� �h : (3.49)

Let u 2 C(R+) and t � 0 be such that u(t) > B and (2.6) holds. By (3.31) we have

H[u](t) � g0(u(t)) + �(g(umax(t))) + 2�

�
1

2
(g(u(t))� g(umax(t)))

�
(3.50)

� g0(B) + �(g(B)) + 2�

�
1

2
(g(B)� g(B + Æ))

�
� h :

Similarly, if u(t) < A and (2.6) holds, then we obtain from (3.33) that

H[u](t) � g0(u(t)) + �(g(umin(t))) + 2�

�
1

2
(g(u(t))� g(umin(t)))

�
(3.51)

� g0(A) + �(g(A)) + 2�

�
1

2
(g(A)� g(A� Æ))

�
� �h ;

hence (2.7) holds and the proof of part a) of Theorem 3.9 is complete.

To prove part b), we have to �nd suitable constants A � a , B � b , and Æ > 0 such that

H 2 PO(a; b; A;B; Æ; h) . Applying (3.44), (3.45), and Hypothesis 3.7, we choose A � a ,

B � b such that g(A) < �R , g(B) > R , and

g0(B) + �(g(B)) > h ; g0(A) + �(g(A)) < �h : (3.52)

12



Since g is locally Lipschitz continuous, we �nd some Æ > 0 such that

g0(B) + �(g(B))� h � �(0) (g(B + Æ)� g(B)) ; (3.53)

g0(A) + �(g(A)) + h � �(0) (g(A� Æ)� g(A)) : (3.54)

Since � in non-increasing on R+ , we now see by (3.25) that (3.48) and (3.49) are satis�ed.

Arguing as above we show that H 2 PO(a; b; A;B; Æ; h) , and Theorem 3.9 is proved. �

The following three lemmas will be used in Proposition 3.15 below which allows us to

control the �hysteresis� component of H in the next section.

Lemma 3.12 Let ! 2 � with !(s) = 0 for s � R , and g satisfying Hypothesis 3.7 be

given. Then there exist uniquely de�ned functions s� : R+ ! R+ and � 2 � such that

s�(r) + !(s�(r)) = g(r + �(r)) ; s�(r)� !(s�(r)) = g(r � �(r)) 8 r � 0 : (3.55)

The function s� is continuous and increasing and satis�es s�(0) = 0 , s�(r) = g(r) for

r � g�1(R) . For the function � it holds �(r) = 0 for r � g�1(R) .

If moreover there exist v 2 R and an interval [s1; s2] � R+ such that

!(s) = g(v) + s 8 s 2 [s1; s2] ; (3.56)

then for v+
i
:= g�1(g(v) + 2s

i
) , i = 1; 2 , we have

�(r) = v + r 8 r 2 [r1; r2] ; r
i
=

1

2
(v+

i
� v) ; i = 1; 2 : (3.57)

Similarly, if

!(s) = g(v)� s 8 s 2 [s1; s2] ; (3.58)

then for v�
i
:= g�1(g(v)� 2s

i
) , i = 1; 2 , we have

�(r) = v � r 8 r 2 [r1; r2] ; r
i
=

1

2
(v � v�

i
) ; i = 1; 2 : (3.59)

Proof. By Hypothesis 3.7, g is invertible and its inverse g�1 : R ! R is odd, increasing,

continuous, with lim
s!+1 g

�1(s) = +1 . The function g� : R+ ! R+ de�ned by the

formula

g�(s) =
1

2

�
g�1(s+ !(s)) + g�1(s� !(s))

�
(3.60)

is continuous, increasing (note that both functions s 7! s + !(s) , s 7! s � !(s) are

non-decreasing, and g�(s1) = g�(s2) for s1 � s2 implies s1 � !(s1) = s2 � !(s2) , hence

s1 = s2 ), g
�(0) = 0 , g�(s) = g�1(s) for s � R . Now, we de�ne

s�(r) := (g�)�1(r) ; �(r) := g�1(s�(r) + !(s�(r)))� r for r 2 R+ ; (3.61)
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and observe that (3.55) holds. Therefore, both functions r 7! r + �(r) and r 7! r� �(r)

are non-decreasing, hence � 2 � , �(r) = 0 for r � g�1(r) , and we have thus constructed

functions � and s� with the desired properties.

To prove the uniqueness, we assume that we have functions s� : R+ ! R+ and � 2 �

such that (3.55) holds with s� and � replaced by s� and � , respectively. Using now

(3.60), we get for every r � 0

g�(s�(r)) =
1

2

�
g�1

�
g(r + �(r))

�
+ g�1

�
g(r � �(r))

��
= r: (3.62)

Recalling (3.61), we see that s� = s� . Applying now (3.55) for � and also for � , and

using the invertibility of g , we see that � = � , which completes the uniqueness proof.

Assume now that (3.56) holds. We have s
i
+ !(s

i
) = 2s

i
+ g(v) = g(v+

i
) , s

i
� !(s

i
) =

�g(v) , hence g�(s
i
) = r

i
for i = 1; 2 . For r 2 [r1; r2] we thus have s

�(r) 2 [s1; s2] , and

(3.55) yields that g(r � �(r)) = s�(r) � !(s�(r)) = �g(v) , hence �(r) = v + r . The

argument in case (3.58) is analogous. �

The connection between the memory sequences of a function u and of g(u) is established

in the following lemma:

Lemma 3.13 Let ! 2 � with !(s) = 0 for s � R , g satisfying Hypothesis 3.7, u 2

C(R+) , and t � 0 be given. Let �; s� be associated with ! according to Lemma 3.12. Let

f(t
j
; r

j
)g be the memory sequence of u at time t with respect to the initial con�guration

� and let j0 be the starting index of this memory sequence. Let the sequence fs
j
g be

de�ned by

(
s
j0
:= s�(r

j0
);

s
j+1 := (�1)j 1

2
(g(u(t

j+1))� g(u(t
j
))); j = j0; j0 + 1; j0 + 2; : : : :

(3.63)

Then f(t
j
; s

j
)g is the memory sequence of g(u) at time t with respect to the initial

con�guration ! and j0 is the starting index of this memory sequence.

Proof. Let (�t; �r) be the starting point of the memory sequence f(t
j
; r

j
)g and �s := s

j0
.

Combining the properties of m
�
, m

!
, and s� , we conclude that s�(m

�
(v)) = m

!
(g(v))

for all v 2 R . Since s� is increasing, this yields by (3.20) that (�t; �s) is the starting point

of the memory sequence of g(u) at time t with respect to the initial con�guration ! .

Because of (3.55), we have g(u(�t)) = !(�s) � �s if and only if u(�t) = �(�s) � �s and, on

the other hand, g(u(�t)) = !(�s) + �s if and only if u(�t) = �(�s) + �s . Recalling (3.21), we

see that j0 is the starting index of the memory sequence of g(u) at time t with respect

to the initial con�guration ! . We now apply (3.22) and the monotonicity of g for the

remaining part of the sequence to complete the proof. �

We now apply the above construction to the time-dependent case.
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Lemma 3.14 Let ! 2 � with !(s) = 0 for s � R , g satisfying Hypothesis 3.7, u 2

C(R+) , and t � 0 be given. Let � be associated with ! according to Lemma 3.12. Let

~! : R+ ! R be given by the formula

~!(s) = p
s
[!; g(u)](t) for s � 0 ; (3.64)

and let ~� be associated with ~! as in Lemma 3.12. Then for every r � 0 we have

~�(r) = p
r
[�; u](t) : (3.65)

Proof. Let f(t
j
; r

j
)g be the memory sequence of u at time t with respect to the initial

con�guration � , and let j0 be its starting index. Recalling now Proposition 3.5, we see

that it su�ces to verify the identity

~�(r) =

8><
>:
�(r) for r � r

j0
;

u(t
j
) + (�1)jr for r 2 [r

j+1; rj[ j = j0; j0 + 1; j0 + 2; : : : ;

u(t) for r = 0 :

(3.66)

By Lemma 3.13, the memory sequence f(t
j
; s

j
)g of g(u) at time t with respect to the

initial con�guration ! has the form (3.63). Applying Proposition 3.5 to p
s
[!; g(u)](t) we

obtain

~!(s) =

8><
>:
!(s) for s � s

j0
;

g(u(t
j
)) + (�1)js for s 2 [s

j+1; sj[ ; j = j0; j0 + 1; j0 + 2; : : : ;

g(u(t)) for s = 0:

(3.67)

We associate with ~! the function ~s� : R+ ! R+ as in Lemma 3.12, that is,

~s�(r) + ~!(~s�(r)) = g(r + ~�(r)) ; ~s�(r)� ~!(~s�(r)) = g(r � ~�(r)) 8 r � 0 : (3.68)

Let g� = (s�)�1 be as in (3.60). We may set analogously

~g�(s) =
1

2

�
g�1(s+ ~!(s)) + g�1(s� ~!(s))

�
= (~s�)�1(s) for s � 0 : (3.69)

For s � s
j0

we have by (3.55) and (3.67) � (3.68) that s� !(s) = g(g�(s)� �(g�(s))) =

g(~g�(s)� ~�(~g�(s))) , hence

g�(s) = ~g�(s) for s � s
j0
; �(r) = ~�(r) for r � r

j0
= ~g�(s

j0
) : (3.70)

For j � j0 and s 2 [s
j+1; sj[ we have by (3.69) and (3.67) that

~g�(s) =
1

2

�
g�1

�
(1 + (�1)j)s+ g(u(t

j
))
�
+ g�1

�
(1� (�1)j)s� g(u(t

j
)
��

(3.71)

=
1

2

�
g�1

�
2s+ (�1)jg(u(t

j
))
�
� (�1)ju(t

j
)
�
;
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and from (3.63) and (3.22) it follows that

~g�(s
j+1) = r

j+1 8 j = j0; j0 + 1; j0 + 2; : : : : (3.72)

Furthermore, (3.67) � (3.69) yield that

g(u(t
j
)) = ~!(s)� (�1)js = g(~�(~g�(s))� (�1)j~g�(s));

hence ~�(~g�(s))� (�1)j~g�(s) = u(t
j
) for s 2 [s

j+1; sj[ , that is,

~�(r) = u(t
j
) + (�1)jr for r 2 [r

j+1; rj[ ; (3.73)

which is nothing but the corresponding case considered in (3.66). Putting now r = 0 in

(3.68) and using (3.67) we obtain ~s�(0) = 0 and g(~�(0)) = g(u(t)) , hence ~�(0) = u(t) .

Recalling (3.70) and (3.73) we see that (3.66) holds, and the proof is complete. �

Let g; ' as in Hypothesis 3.7 be given. For r � 0 and v 2 R we de�ne

(r; v) = '

�
1

2
(g(r + v) + g(r � v))

�
g0(r + v) g0(r � v) ; (3.74)

P (r; v) =

Z
v

0

(r; z) dz : (3.75)

We now introduce the operator

P[�; u](t) =
Z 1

0

P (r;p
r
[�; u](t)) dr ; (3.76)

which belongs to the class of Preisach operators, see [7, Section II.3]. We make use of the

following representation formula similar to [7, Exercise II.3.15].

Proposition 3.15 Let ! 2 � , g , � , and ' satisfying Hypothesis 3.7 be given. Let � be

associated with ! according to Lemma 3.12 and let ; P;P be as in (3.74)�(3.76). Then

for every u 2 C(R+) we have

F [!; g(u)] = �(0) g(u)� P[�; u] : (3.77)

Proof. Let t � 0 be �xed, and let ~! , ~� , and ~s� be as in Lemma 3.14 and (3.68). Then

~s�(r) =
1

2
(g(r + ~�(r)) + g(r � ~�(r))); (3.78)

~!(~s�(r)) =
1

2
(g(r + ~�(r))� g(r � ~�(r))) (3.79)

for all r � 0 .

For (r; v) 2 R+ � R we de�ne an auxiliary function

~f(r; v) =

Z
v

0
�

�
1

2
(g(r + z) + g(r � z))

�
dz : (3.80)
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Then we deduce by invoking (3.41) that the formula

~f
rr
(r; v)� ~f

vv
(r; v) = �P (r; v) ; (3.81)

holds for all (r; v) 2 R+� R whenever g is smooth. Approximating a general function g

satisfying Hypothesis 3.7 (i) by smooth functions and passing to the limit we obtain (3.81)

almost everywhere. Using the integral formula (3.26) for F and (3.64), and integrating

by parts, we obtain

F [!; g(u)](t) = �(0)g(u(t)) +
Z 1

0

~!(s) d�(s) = �

Z 1

0

�(s) ~!0(s) ds ; (3.82)

and the substitution s = ~s�(r) from (3.78) � (3.79) yields that

F [!; g(u)](t) = �
1

2

Z 1

0
�

�
1

2
(g(r + ~�(r)) + g(r � ~�(r)))

�
(3.83)

�
�
g0(r + ~�(r))(1 + ~�0(r))� g0(r � ~�(r))(1� ~�0(r))

�
dr

= �

Z 1

0

�
~f
vv
(r; ~�(r)) + ~�0(r) ~f

vr
(r; ~�(r))

�
dr

= �

Z 1

0

 
P (r; ~�(r)) +

d

dr
~f
r
(r; ~�(r))

!
dr

and the assertion follows easily. �

4 Thermodynamic consistency

According to the discussion in [3, 7], we say that the generalized Prandtl-Ishlinskii operator

H de�ned in (3.37) is thermodynamically consistent if there exists an internal energy

operator U : W 1;1

loc (R+)! W 1;1

loc (R+) (a clockwise admissible potential in the terminology

of [3]) such that for every u 2 W 1;1

loc (R+) we have

U [u](t) � 0 8 t � 0 ; (4.1)

H[u](t)
d

dt
u(t)�

d

dt
U [u](t) � 0 for a. e. t > 0 : (4.2)

In the sequel, we consider �xed ! , g , � , � ,  , and P as in Proposition 3.15. For r � 0

and v 2 R we introduce auxiliary functions

V (r; v) =

Z
v

0

z (r; z) dz ; (4.3)

G(v) =

Z
v

0

g(z) dz ; (4.4)
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Figure 1: Clockwise convex and clockwise admissible diagrams.

and a Preisach operator

V[�; u](t) =
Z 1

0

V (r;p
r
[�; u](t)) dr: (4.5)

Proposition 3.15 enables us to check that the operator W de�ned by the identity

W[�; u](t) = �(0)G(u(t))� P[�; u](t) u(t) + V[�; u](t) (4.6)

is a good candidate for the internal energy operator for F [!; g(u)] . Indeed, we have

F [!; g(u)](t)
d

dt
u(t)�

d

dt
W[�; u](t) =

Z 1

0

(r; �
r
(t)) x

r
(t) _�

r
(t) dr (4.7)

=

Z 1

0

(r; �
r
(t)) r

��� _�
r
(t)
��� dr � 0 ;

where x
r
(t) = s

r
[�; u](t) , �

r
(t) = p

r
[�; u](t) . Putting

G0(v) =

Z
v

0

g0(z) dz (4.8)

we see from (3.37) and (4.7) that the energy inequality (4.2) will be satis�ed provided we

de�ne

U [u](t) := G0(u(t)) +W[�; u](t) +K1 (4.9)

with a constant K1 > 0 . Condition (4.1) will hold for K1 su�ciently large if for instance

both G0(u) and W[�; u] are a priori bounded from below independently of u . A necessary

and su�cient condition for the boundedness of G0 from below reads

Z 0

�1

g0(r) dr < 1 ;
Z 1

0

g0(r) dr > �1 : (4.10)

In particular, if � lim
r!�1 g0(r) > k � 0 , then there exists a constant K2 � 0 such that

G0(v) � kjvj �K2 8 v 2 R : (4.11)
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Example 4.4 below shows that the existence of a lower bound for W[�; u] is much less

trivial in general, and a detailed analysis is still to be done. On the other hand, we will

also see that a possible non-existence of a lower bound for W[�; u] may in some cases be

compensated by the term G0(u) .

We now state and prove a necessary and su�cient condition for the thermodynamic

consistency of the model.

Proposition 4.1 Let Hypothesis 3.7 hold, and let  and G be as in (3.74) and (4.4).

For R � u � 0 we de�ne the set



R;u

= f(r; v) 2 R+ � R ; 0 < r < R ; 0 < v < minfu;R� rgg ; (4.12)

and the function

	(u;R) = �(0)G(u) +
ZZ


R;u

(v � u) (r; v) dr dv : (4.13)

Let W and G0 be of the form (4.6) and (4.8). Then there exists a constant K � 0 such

that for every � 2 � , �u 2 C(R+) , and t � 0 we have

G0(�u(t)) +W[�; �u](t) � �K (4.14)

if and only if

lim inf
R!1

	(u;R) > �1 8 u � 0 ; (4.15)

lim inf
u!�1

�
G0(u) + lim inf

R!1
	(juj; R)

�
> �1 : (4.16)

Note that the set 

R;u

from (4.12) corresponds to the trapezoidal domain on Figure 2.

Proof. We start by considering the �if� part and assume that (4.15) and (4.16) are satis�ed.

Since (3.74) and Hypothesis 3.7 yield that  is non-negative, we see that the integrand in

(4.13) is non-positive on 

R;u

. Hence, we see that for �xed u the mapping R 7! 	(u;R)

is non�increasing. Therefore, because of (4.15) and (4.16), we have some constant K � 0

such that

G0(u) + 	(juj; R) � �K; 8R � juj; u 2 R : (4.17)

We �x �u 2 C(R+) , � 2 � , and t � 0 , and set u := �u(t) , ~�(r) := p
r
[�; �u](t) . By (4.6),

(3.76), and (4.5), we have

W[�; �u](t) = �(0)G(�u(t)) +

Z 1

0

�
V (r; ~�(r))� uP (r; ~�(r))

�
dr : (4.18)

Assume for instance that u � 0 , the other case is analogous. Recalling (3.75) and (4.3),

we see that the function �(r; v) = V (r; v)� uP (r; v) has the property

@

@v
�(r; v) = (v � u) (r; v) ;
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hence for a �xed r , �(r; v) is non-increasing on ]�1; u] and non-decreasing on [u;1[ .

On the other hand, we have ~� 2 � , and therefore ~�(r) � (R� r)+ for some R � u and

every r > 0 . This implies that

�(r; ~�(r)) � �(r;minfu; (R� r)+g) (4.19)

for every r > 0 , hence we conclude by using (4.13) that

W[�; �u](t) � 	(�u(t); R): (4.20)

The assertion (4.14) now follows from (4.17), and the �if� part is proved.

�u(n)(t2)u(n)(t4)

0

u(n)(t6)

u = u(n)(t) = u(n)(t7)

u(n)(t5)

u(n)(t3)

R = u(n)(t1)

v

R� u R r



R;u

v = p
r
[�; u(n)](t)

Figure 2: Construction of a lower bound for the internal energy.

To prepare the proof of the �only if� statement, we �rst check that the estimate (4.20) is

optimal in the sense that for each u � 0 , R > u su�ciently large, t > 0 , and n 2 N

there exists a function u(n) 2 C(R+) with u(n)(t) = u such that

lim
n!1

W[�; u(n)](t) = 	(u;R) : (4.21)

We consider some R > u such that �(r) = 0 for every r � R . To see that (4.21)

holds, we �x any partition 0 = t1 < t2 < : : : < t2n+1 = t and put u1 = R , u2k =

u� n�k+1

n

(R � u) , u2k+1 = u + n�k

n

(R � u) for k = 1; : : : ; n . The function u(n) can be

de�ned by the formula u(n)(t
j
) = u

j
for j = 1; : : : ; 2n + 1 , linearly interpolated in each

interval [t
j
; t

j+1] and arbitrarily extended to [t;1[ . Using the representation formula in

Proposition 3.5 with �r = r1 = R , r
j
= 2n+2�j

2n
(R � u) for j = 2; : : : ; 2n + 2 , we obtain
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p
r
[�; u(n)](t) = (R � r)+ for r � r2 = R � u , and 0 � u � p

r
[�; u(n)](t) � r

j
� r

j+1 for

r 2 [r
j+1; rj[ , j = 2; : : : ; 2n+ 1 , hence

0 � minfu; (R� r)+g � p
r
[�; u(n)](t) �

R� u

2n
; (4.22)

and (4.21) follows, see Figure 2.

Assuming that (4.14) holds for every �u , � , and t , we now obtain (4.15) and (4.16) directly

from (4.21), and the proof is complete. �

For practical purposes, it would be convenient to establish reasonable criteria in terms of

g0 , g , and ' from Hypothesis 3.7 to ensure that (4.15) and (4.16) hold. Before doing

this, we derive the following useful formulas.

Lemma 4.2 Let Hypothesis 3.7 hold, let � be given by (3.25), and let 	 be given by

(4.13). Then for all R � u � 0 we have

	(u;R) =

Z
R�u

0

�
�(g(r))� �

�
1

2
(g(u+ r)� g(u� r))

��
dr (4.23)

+

Z
R

R�2u

�
�

�
g

�
R + r

2

��
� �

�
1

2
(g(R) + g(r))

��
dr

+

Z
R

R�u

(�(g(R))� �(g(r))) dr :

If moreover there exists a function  : R+ ! R+ such that

sup
R>0

Z
R

R�2u
(g(R)� g(r)) dr �  (u) 8 u � 0 ; (4.24)

then

inf
R�u

	(u;R) =
Z 1

0

�
�(g(r))� �

�
1

2
(g(u+ r)� g(u� r))

��
dr: (4.25)

Proof. Let us introduce the function

�(r; v) := �

�
1

2
(g(v + r)� g(v � r))

�
for (r; v) 2 R+ � R : (4.26)

If g 2 C2(R) then �
rr
� �

vv
= �(r; v) , and Green's Theorem yields

ZZ

R

(v � u) (r; v) dr dv =

ZZ

R

�
((u� v) �

r
)
r
� ((u� v) �

v
+ �)

v

�
dr dv (4.27)

=

Z
R

0

(u�
v
+ �)(r; 0) dr �

Z
R�u

0

�(r; u) dr �
Z

u

0

((u� v) �
r
)(0; v) dv

+

Z
u

0

�
(u� v) �

r
)� (u� v) �

v
� �

�
(R� v; v) dv
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=

Z
R

0

�(g(r)) dr�
Z

R�u

0

�

�
1

2
(g(u+ r)� g(u� r))

�
dr � �(0)

Z
u

0

(u� v) g0(v) dv

�

Z
u

0

 
@

@v

�
(u� v)�

�
1

2
(g(R)� g(2v � R))

��
+ 2�

�
1

2
(g(R)� g(2v � R))

�!
dv

=

Z
R

0
�(g(r)) dr + u�(g(R))� �(0)G(u)

�

Z
R�u

0
�

�
1

2
(g(u+ r)� g(u� r))

�
dr �

Z
R

R�2u
�

�
1

2
(g(R) + g(r))

�
dr ;

and (4.23) follows. For general g , we get Eq. (4.23) by considering again smooth approx-

imations of g .

To obtain (4.25), we use again the fact, similarly as in the proof of Proposition 4.1,

that the function R 7! 	(u;R) is non-increasing on [u;1[ , hence inf
R�u	(u;R) =

lim
R!1	(u;R) . Since we assume that (4.24) holds and that �(1) = 0 , we see that the

second and the third integral in (4.23) tend to 0 as R ! 1 . Passing to the limit as

R!1 in (4.23), we obtain precisely (4.25). �

We now state some su�cient conditions in terms of the functions g and � which guarantee

the existence of an a priori lower bound for the internal energy.

Corollary 4.3 Assume in addition to Hypothesis 3.7 that at least one of the following

three conditions holds.

(i) g is concave in R+ ,

(ii) g has the form g(r) = ar + �(r) with lim
r!1 �(r) = 0 ,

R1
0 j�(r)j dr < 1 , and

with a constant a > 0 ,

(iii) lim
u!1�(u) = �� <1 , and

R1
0 (��� �(g(r))) dr <1 .

Then there exists a constant K � 0 such that for every u 2 C(R+) , � 2 � , and t � 0

we have W[�; u](t) � �K .

Proof. In order to obtain a uniform lower bound for W , it su�ces to prove, according to

Proposition 4.1, that the function 	 de�ned in (4.13) is bounded from below.

In case (i) we have 1

2
(g(R) + g(r)) � g(R+r

2
) , 1

2
(g(u+ r)� g(u� r)) � g(r) (note that g

is odd!), hence, by (4.23),

	(u;R) �
Z

R

R�u

(�(g(R))� �(g(r))) dr � 0 : (4.28)

In case (ii) we notice that condition (4.24) is satis�ed. Using now (4.25) and (3.25), we

see that

	(u;R) � ��(0)
Z 1

0

�����(r)� 1

2
(�(u+ r)� �(u� r))

���� dr � �
5

2
�(0)

Z 1

0
j�(r)j dr :
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The case (iii) is easy as well. We have 1

2
(g(u+ r)� g(u� r)) � g(R) for 0 � r � R� u ,

1

2
(g(R) + g(r)) � g(R) for 0 � r � R , hence, by (4.23),

	(u;R) � �

Z
R

0

(�(g(R))� �(g(r))) dr � �

Z 1

0

(��� �(g(r))) dr: (4.29)

�

We now show two typical examples where the hypotheses of Corollary 4.3 are not ful�lled

and W is unbounded from below. In one of these examples it is nevertheless possible to

�nd a function g0 in such a way that the total internal energy is bounded from below.

Example 4.4 According to Corollary 4.3, counterexamples will be constructed for func-

tions g which are convex in R+ . This will enable us for R � 2u to split the �rst integral

on the right-hand side of (4.23) into R� u > r > u and u � r > 0 . In the latter case we

have

1

2
(g(u+ r)� g(u� r))� g(r) =

1

2

Z
u+r

u�r
g0(s) ds� g(r) �

1

2

Z 2r

0
g0(s) ds�

Z
r

0
g0(s) ds

=
1

2

Z
r

0

(g0(s+ r)� g0(s)) ds � 0 ;

and analogously for R� 2u < r < R we have

1

2
(g(R) + g(r)) � g

�
R + r

2

�
:

The above considerations and (4.23) imply that for a convex function g we have

	(u;R) �

Z
R�u

u

�
�(g(r))� �

�
1

2
(g(r + u) + g(r � u))

��
dr (4.30)

+

Z
R

R�u
(�(g(R))� �(g(r))) dr :

A. We set �(u) = log(1 + u) for u � 0 , g(r) = ��1(r) = er � 1 for r � 0 . For any

R > 2u > 0 we have by (4.30) that

	(u;R) �

Z
R�u

u

r (1� log(cosh(u))) dr +
Z

R

R�u

(R� r) dr (4.31)

�
1

2
u2 � (log(cosh(u))� 1)

�
1

2
R2 � uR

�
;

hence 	 is unbounded from below, and even (4.15) does not hold.

B. In the situation of Corollary 4.3 (iii), the integral condition is also necessary. Consider

for some 0 < � < 1=2 functions �; g de�ned for u � 1 , r 2 R by the formula

�(u) = 2� u�� ; g(r) = rjrj ;

23



with � concave in [0; 1] . For R > 2u > 2 we obtain from (4.30) similarly as in the

previous example that

	(u;R) �
Z

R�u

u

�
(r2 + u2)�� � r�2�

�
dr +

Z
R

R�u

�
r�2� � R�2�

�
dr : (4.32)

We substitute R = %u , r = us , and obtain for % > 2 , u > 1 that

	(u; %u) � u1�2�
�Z

%

%�1

�
s�2� � %�2�

�
ds�

Z
%�1

1

�
s�2� � (s2 + 1)��

�
ds

�
: (4.33)

We have lim
%!1

R
%

%�1 (s
�2� � %�2�) ds = 0 , hence for % su�ciently large we conclude

that

lim
u!1

	(u; %u) = �1 : (4.34)

We see that 	 itself is unbounded from below. One the other hand, setting

S0(u) =

Z
u

0

�
�(g(r))� �

�
1

2
(g(u+ r)� g(u� r))

��
dr for u � 0 ;

we obtain from (4.23) for R � 2u that

	(u;R) � S0(u)�
Z

R�u

u

�
�
�
r2 + u2

�
� �

�
r2
��

dr�
Z

R

R�2u

�
�
�
R2
�
� �

�
(R� u)

2
��

dr :

For a �xed u , the integrals on the right-hand side of the above inequality remain bounded

as R!1 due to the elementary inequality �(b)��(a) � �(b�a)a���1 for all 1 � a � b .

We thus obtain (4.15) and (4.16) provided G0 grows su�ciently fast as u! �1 .

5 Equations of visco-elasto-plasticity

As an application of the above theory, we consider the equation

%u
tt
� �

x
= f(x; t) ; (5.1)

where

� = �u
xt
+ Eu

x
+ �̂ ; (5.2)

with given constants % > 0 , � > 0 , E � 0 , coupled with the boundary conditions

u(0; t) = �(1; t) = 0 ; (5.3)

and initial conditions

u(x; 0) = u0(x) ; u
t
(x; 0) = u1(x) ; (5.4)

with data u0; u1 2 W 2;2(0; 1) , f 2 L2
loc(0;1;L1(0; 1)) satisfying some further conditions

which will be speci�ed later.
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We assume that �̂ is given by means of an operator H : C(R+) ! C(R+) according to

the formula

�̂(x; t) = H[u
x
(x; �)](t) (5.5)

under the following hypotheses which are typically satis�ed if H is a generalized Prandtl-

Ishlinskii operator (3.37), see Subsection 3.3 and Section 4.

Hypothesis 5.1 H : C(R+)! C(R+) is a causal locally Lipschitz operator such that

(i) EI +H 2 PO
h
(a; b) for some h � 0 , and a � b , where I : C(R+) ! C(R+) is

the identity operator.

(ii) H maps W 1;1

loc (R+) into W 1;1

loc (R+) and there exists a non-decreasing function � :

R+ ! R+ such that for every " 2 W
1;1

loc (R+) we have

(H["]
t
(t))2 � �(j"j

[0;t]
)H["]

t
(t) "

t
(t) � �2(j"j

[0;t]
) "2

t
(t) a. e. (5.6)

(iii) There exists a constant k � 0 and an internal energy operator U : W 1;1

loc (R+) !

W 1;1

loc (R+) such that

U ["](t) � k j"(t)j 8 t � 0 8 " 2 C(R+) ; (5.7)

U ["]
t
� H["] "

t
a. e. 8 " 2 W 1;1

loc (R+) : (5.8)

Existence of solutions to equations of the type (5.1) � (5.2) with a hysteresis operator H

has been investigated e. g. in [2]. Here, we are interested in the long-time behaviour as

t!1 .

The causality of and the local Lipschitz property of H entail that there exists a locally

Lipschitz continuous function IH : R ! R such that for every " 2 C(R+) we have

H["](0) = IH("(0)) .

We denote by j � j
p
the norm in Lp(0; 1) for 1 � p � 1 . We will systematically use the

embedding inequalities

jvj2 � jvj1 � jv
x
j1 � jv

x
j2 (5.9)

for every v 2 W 1;2(0; 1) such that v(0) = 0 or v(1) = 0 .

We now can state the main result of this section.

Theorem 5.2 Let H be an operator satisfying Hypothesis 5.1, and let the data u0; u1 2

W 2;2(0; 1) , f 2 L2
loc(0;1;L1(0; 1)) be such that

u0(0) = 0 ; � u1
x
(1) + Eu0

x
(1) + IH(u

0
x
(1)) = 0 ; (5.10)

u0
x
(x) 2 [a; b] 8 x 2 [0; 1] ; (5.11)
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the right-hand side f is of the form

f(x; t) = f1(x; t) + f2(x) ; (5.12)

where f1; (f1)t = f
t
2 L2(0;1;L1(0; 1)) , f2 2 L

1(0; 1) are functions satisfying

jf(t)j1 � h 8 t � 0 ; (5.13)

either E > 0 or E = 0 and jf2j1 � k ; (5.14)

where k; h; a; b are the constants from Hypothesis 5.1. Then the system (5.1) � (5.5)

admits a unique solution u 2 L1( ]0; 1[� ]0;1[ )\C([0; 1]�[0;1[ ) such that the functions

u
x
; �̂ belong to L1( ]0; 1[� ]0;1[ ) \ C([0; 1] � [0;1[ ) , the functions u

t
; u

tt
; u

xt
; u

xtt
; �

x

belong to L2( ]0; 1[� ]0;1[ ) , and we have

lim
t!1

Z 1

0

�
u2
tt
+ u2

xt

�
(x; t) dx = 0 : (5.15)

Proof. Following [1, 11], we consider the auxiliary problem

%p
t
� �p

xx
= (EI +H)["] + F (x; t) ; (5.16)

q
t

= �(EI +H)["]� F (x; t) ; (5.17)

" =
1

�
(%p + q) ; (5.18)

where F (x; t) = �
R 1
x
f(�; t) d� , with boundary conditions

p
x
(0; t) = p(1; t) = 0 ; (5.19)

and initial conditions

p(x; 0) = p0(x) := �

Z 1

x

u1(�) d� ; q(x; 0) = q0(x) := �u0
x
(x)� %p0(x) : (5.20)

This is an easy system with a causal locally Lipschitz right-hand side. The existence of

a unique global strong solution follows from a standard compactness argument based on

a suitable (Galerkin, say) approximation provided we derive a uniform L1 bound for

the argument " of the nonlinearity. We proceed formally, having implicitly in mind the

corresponding sequence of approximate problems.

By C1; C2; : : : we denote any constants depending only on the data and, especially, inde-

pendent of t .

We de�ne the function

u(x; t) = u0(x) +
Z

t

0

p
x
(x; �) d� : (5.21)
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Then we have

"
t
= p

xx
= u

xt
a. e.; u

x
(x; 0) = "(x; 0) ; hence " = u

x
: (5.22)

Testing Eq. (5.16) by �p
xx

and integrating by parts we obtain

d

dt

�
%

2
jp

x
(t)j22 +

E

2
j"(t)j22

�
+

Z 1

0
(H["] "

t
)(x; t) dx+ �jp

xx
(t)j22 =

Z 1

0
f(x; t) p

x
(x; t) dx :

(5.23)

The energy inequality (5.8), (5.12), and (5.21) yield

d

dt

�
%

2
jp

x
(t)j22 +

E

2
j"(t)j22 + jU ["](t)j1 �

Z 1

0

f2(x) u(x; t) dx

�
+ �jp

xx
(t)j22 (5.24)

�

Z 1

0
f1(x; t) px(x; t) dx :

By integration of (5.24) over t and using (5.7) and (5.9) for v = u we obtain

%

2
jp

x
(t)j22+

E

2
j"(t)j22+k j"(t)j1+�

Z
t

0

jp
xx
(�)j22 d� � C1+jf2j1j"(t)j1+

Z
t

0

jf1(�)j2 jpx(�)j2 d� ;

(5.25)

where

C1 =
%

2
jp0

x
j22 +

E

2
ju0

x
j22 + jU ["](0)j1 +

����
Z 1

0
f2(x) u

0
x
(x) dx

���� : (5.26)

Recalling (5.14) and (5.9) for v = p
x
, we conclude that

sup
t�0

�
jp

x
(t)j22 + E j"(t)j22 +

Z
t

0
jp

xx
(�)j22 d�

�
� C2 ; (5.27)

and in particular,

sup
t�0

 
jp(t)j1 +

�Z
t

0
j"
t
(�)j22 d�

�1=2
!
� C3 : (5.28)

To derive the L1 -bound for " , we set

Æ =
1

�
(2%C3 + 1) ; (5.29)

and using Hypothesis 5.1 (i) we �nd suitable constants A � a � b � B such that

EI +H 2 PO(a; b; A;B; Æ; h) . Let x 2 [0; 1] and t1 > 0 be arbitrarily chosen such that

"(x; t) 2 ]A� Æ; B + Æ[ 8 t 2 [0; t1] : (5.30)

Assume that for some t < t1 we have

q(x; t) > �B + %C3 : (5.31)
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Then

"(x; t) =
1

�
(%p(x; t) + q(x; t)) > B +

%

�
(C3 � jp(x; t)j) � B ;

hence by hypothesis

(EI +H)["(x; �)](t) � h : (5.32)

Eq. (5.17) then yields q
t
(x; t) � �h� F (x; t) � 0 , and we conclude that the inequality

1

2

d

dt

�
(q(x; t)� �B � %C3)

+
�2

= q
t
(x; t)(q(x; t)� �B � %C3)

+ � 0 (5.33)

holds for a. e. 0 < t < t1 , hence, by (5.11) and (5.28), we have q(x; t) � �B + %C3 for all

t 2 [0; t1] . From (5.18) it follows that

"(x; t) � B +
2%

�
C3 = B + Æ �

1

�
: (5.34)

Similarly, assuming

q(x; t) < �A� %C3 (5.35)

instead of (5.31) we repeat the above argument and obtain

"(x; t) � A� Æ +
1

�
: (5.36)

We therefore have

j"(x; t)j � C4 := maxfjA� Æ + 1=�j; jB + Æ � 1=�jg (5.37)

for every x 2 [0; 1] in the whole interval of existence, hence the solution is global and

(5.37) holds for all (x; t) 2 [0; 1]� R+ .

We easily check using (5.22) that u de�ned by (5.21) is a solution to (5.1) � (5.5). Passing

again through the approximations, we can consider the time derivative of (5.1) and test

it consecutively by u
tt
and u

t
. Thus, we derive the identities

d

dt

Z 1

0

�
%

2
u2
tt
+
E

2
u2
xt

�
(x; t) dx+

Z 1

0

�
�u2

xtt
+ �̂

t
u
xtt

�
(x; t) dx (5.38)

=

Z 1

0
(f

t
u
tt
)(x; t) dx ;

d

dt

Z 1

0

�
%u

t
u
tt
+
�

2
u2
xt

�
(x; t) dx+

Z 1

0

�
Eu2

xt
+ �̂

t
u
xt

�
(x; t) dx (5.39)

=

Z 1

0

�
%u2

tt
+ f

t
u
t

�
(x; t) dx

for almost all t > 0 . We now set

� =
�

2%
; (5.40)

E(t) =

Z 1

0

�
%

2
u2
tt
+
E + ��

2
u2
xt
+ �% u

t
u
tt

�
(x; t) dx : (5.41)
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Mutliplying (5.39) by � and adding the resulting equation to (5.38), we conclude that

d

dt
E(t)+

Z 1

0

�
�

2
u2
xtt

+ �̂
t
u
xtt

+ �Eu2
xt
+ � �̂

t
u
xt

�
(x; t) dx �

Z 1

0
(jf

t
j(ju

tt
j+�ju

t
j))(x; t) dx :

(5.42)

Recalling (5.5), (5.6), (5.22), and (5.37), and de�ning � := �(C4) � 0 , we observe that

�̂2
t
� ��̂

t
u
xt
� �2u

xt
a. e. : (5.43)

We now �x constants � > 0 , L � 0 such that

� + �� >
�2

2�
; L + �E = 2� ; (5.44)

and �nd 1 > 0 such that (5.43) and Young's inequality yield

Lu2
xt
+
�

2
u2
xtt

+ �̂
t
u
xtt

+ �Eu2
xt
+ � �̂

t
u
xt

(5.45)

� �u2
xt
+
�

2
u2
xtt

+ �̂
t
u
xtt

+
1

�2
(� + ��)�̂2

t
� 1(u

2
xtt

+ u2
xt
) :

On the other hand, by (5.40), (5.41), and Young's inequality, there exist constants 2 >

3 > 0 such that

3 E(t) �
Z 1

0

�
u2
tt
+ u2

xt

�
(x; t) dx � 2 E(t) (5.46)

for every t > 0 . Using (5.42), (5.45), (5.46), we thus obtain

d

dt
E(t) + c E(t) � K

Z 1

0

(f 2
t
+ u2

xt
)(x; t) dx (5.47)

for some c > 0 and K � L . From (5.27) it follows that

Z 1

0

Z 1

0

u2
xt
(x; t) dx dt � C2 ; (5.48)

hence the function �(t) = K
R 1
0 (f

2
t
+ u2

xt
)(x; t) dx belongs to L1(0;1) .

Multiplying (5.47) by ect , and integrating over time, we obtain

E(t) � e�ctE(0)+
Z

t

0

ec(s�t)�(s) ds � e�ctE(0)+e�ct=2
Z

t=2

0

�(s) ds+
Z

t

t=2

�(s) ds ; (5.49)

hence E(t)! 0 at t!1 and the proof is complete. �

Remark 5.3 If f1 � 0 , E > 0 , and if � is su�ciently small (this may include a condition

on an upper bound for ju
x
j ), then we may choose L = 0 in (5.44) and obtain (5.47) with

K = 0 . In this case, the decay is exponential.
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Exponential decay is obtained also in the case where the operator H is clockwise convex,

where a second order energy inequality of the type (3.29) enables us to obtain additional

estimates from (5.38).

Due to the memory stored in the hysteresis operator, we cannot expect that u
x
would

asymptotically vanish as t!1 . A more detailed discussion on this subject can be found

in Section III.2 of [7].

We see that Hypothesis 5.1(i) is satis�ed independently of E � 0 if H 2 PO
h
(a; b) for

some h � 0 and a � b . On the other hand, if H is any causal operator with linear

growth, say, jH[u](t)j � k+ ` juj
[0;t]

for every u 2 C(R+) and t � 0 with some constants

k > 0 , ` � 0 , then EI +H 2 PO1(a; b) for every E > ` and every [a; b] � R . This

follows from De�nition 2.1 (v) if for arbitrary h � 0 and Æ > 0 we choose �A = B =

maxf�a; b; (h + k + `Æ)=(E � `)g .
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