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#### Abstract

The estimation of linearized drift for stochastic differential equations with equilibrium points is considered. It is proved that the linearized drift matrix can be estimated efficiently if the initial condition for the system is chosen close enough to the equilibrium point. Some bounds for initial conditions providing the asymptotical efficiency of estimators are found.


## 1. Introduction

It is known that solutions of nonlinear stochastic differential equations (SDEs) at the vicinity of equilibrium points can be approximated sufficiently well by solutions of the linearized equations. In particular (see, e.g., [4]), stability of equilibrium points for a nonlinear SDE can often be deduced from the stability of the linear approximation. Note also that the knowledge of parameters of the linearized equation allows to find the stability index (see [1]) and other useful characteristics for nonlinear SDEs. Therefore estimation of parameters for the linearized SDE is interesting for many applications in mechanics, biology, etc.

It is well known (see, for instance, discussion in [3]) that a value of the diffusion matrix at any point $x$ can be evaluated precisely on the basis of observing the solution on an arbitrary small time interval $\left(t_{0}, t_{0}+\delta\right.$ ) with $X\left(t_{0}\right)=x$ (here and below we denote by $X(t)$ or $X_{t}$ the solution of a SDE). So, in the paper we consider the estimation problem for the matrix $f^{\prime}(0)$ only. Here $f(x)$ is a drift vector for the SDE.
The asymptotically efficient (a.e.) procedures for the drift estimation of linear homogeneous SDEs were proposed in [3], [5]. It was shown there that the estimation performance for linear homogeneous SDEs does not depend on the type of equation and on the choice of initial conditions: the drift coefficients can be estimated by the same procedures with the same rate of convergence of risks for stable, unstable, and neutral equations and with arbitrary nonzero initial conditions.

In general, there is no consistent estimator for $f^{\prime}(0)$, because a trajectory $X(t)$ with an arbitrary initial condition of even a stable in probability nonlinear SDE may not visit a sufficiently small neighbourhood of the origin with positive probability (without the loss of generality we can identify the equilibrium point with the origin).

The aim of this paper is to propose and justify a.e. procedures for the estimation of $f^{\prime}(0)$ in nonlinear SDEs. It is clear from the discussion above that for this type of SDEs a.e. estimators, as a rule, do not exist if a statistician can not choose the initial conditions sufficiently close to the origin. The main problems are: (i) to indicate how the initial conditions must be close to the origin to ensure existence of an a.e. estimator; (ii) to construct a.e. estimators.

## 2. One-dimensional equation

Let $X_{t}^{x}=X^{x}(t) \in \mathbf{R}^{1}$ be a Markov process described by the SDE

$$
\begin{equation*}
d X_{t}=f\left(X_{t}\right) d t+b\left(X_{t}\right) d w_{t}, \quad X^{x}(0)=x . \tag{2.1}
\end{equation*}
$$

Let $f(0)=b(0)=0$, so that $x=0$ is an equilibrium point for (2.1). Moreover, we assume that

$$
\begin{equation*}
f(x)=f^{\prime}(0) x+O\left(|x|^{1+\alpha}\right), b(x)=b^{\prime}(0) x+O\left(|x|^{1+\alpha}\right), \alpha>0 \tag{2.2}
\end{equation*}
$$

as $x \rightarrow 0$.
We consider the estimation problem for $\theta=f^{\prime}(0)$. It is proved in [3] that for the linear equation

$$
\begin{equation*}
d \bar{X}_{t}=\theta \bar{X}_{t} d t+\sigma \bar{X}_{t} d w_{t}, \bar{X}_{0}=x \neq 0 \tag{2.3}
\end{equation*}
$$

the estimator

$$
\begin{equation*}
\left.\hat{\theta}_{T}=\frac{1}{T} \int_{0}^{T} \frac{d \bar{X}_{t}^{x}}{\bar{X}_{t}^{x}} \text { (i.e., } \hat{\theta}_{T}=\frac{1}{T} \ln \frac{\bar{X}_{T}^{x}}{x}+\frac{1}{2} \sigma^{2}\right) \tag{2.4}
\end{equation*}
$$

is efficient in the sense (here and below $\mathcal{L}($.$) is the distribution law of (.)):$

$$
\mathcal{L}\left(\frac{\sqrt{T}}{\sigma}\left(\hat{\theta}_{T}-\theta\right)\right)=\mathcal{N}(0,1)
$$

and there is no estimator with uniformly in $\theta$ smaller risks. Denote $b^{\prime}(0)$ by $\sigma$ and rewrite equation (2.1) in the form

$$
\begin{equation*}
d X_{t}=\left(\theta X_{t}+\varphi\left(X_{t}\right)\right) d t+\left(\sigma X_{t}+\psi\left(X_{t}\right)\right) d w_{t}, X_{0}=x \neq 0 \tag{2.5}
\end{equation*}
$$

Consider now some properties of the estimator (2.4) for the process (2.1). We have (along with notation $w_{t}$ we use $w(t)$ )

$$
\hat{\theta}_{T}=\frac{1}{T} \int_{0}^{T} \frac{d X_{t}^{x}}{X_{t}^{x}}=\theta+\frac{1}{T} \int_{0}^{T} \frac{\varphi\left(X_{t}^{x}\right)}{X_{t}^{x}} d t+\sigma \frac{w(T)}{T}+\frac{1}{T} \int_{0}^{T} \frac{\psi\left(X_{t}^{x}\right)}{X_{t}^{x}} d w(t)
$$

So

$$
\begin{align*}
\sqrt{T}\left(\hat{\theta}_{T}-\theta\right)=\sigma \frac{w(T)}{\sqrt{T}} & +\frac{1}{\sqrt{T}} \int_{0}^{T} \frac{\varphi\left(X_{t}^{x}\right)}{X_{t}^{x}} d t+\frac{1}{\sqrt{T}} \int_{0}^{T} \frac{\psi\left(X_{t}^{x}\right)}{X_{t}^{x}} d w(t)  \tag{2.6}\\
& :=\sigma \frac{w(T)}{\sqrt{T}}+\xi_{T}+\eta_{T}
\end{align*}
$$

Below we use the notation $x_{0}$ for the initial condition $X(0)$ instead of $x$ and consider $x_{0}$ depending on $T: X(0)=x_{0}=x_{0}(T)$.

Theorem 2.1. Suppose the coefficients of (2.1) satisfy the conditions (2.2) for some $\alpha>0$ and

$$
\begin{equation*}
f^{\prime}(0) \leq B \tag{2.7}
\end{equation*}
$$

for a known constant $B$. Let $M:=B-\frac{\sigma^{2}}{2} \geq 0$. Then the estimator

$$
\begin{equation*}
\hat{\theta}_{T}=\frac{1}{T} \int_{0}^{T} \frac{d X_{t}^{x_{0}}}{X_{t}^{x_{0}}} \tag{2.8}
\end{equation*}
$$

with $x_{0}=x_{0}(T)$ satisfying the condition

$$
\begin{equation*}
0<\left|x_{0}\right|<e^{-(M+\varepsilon) T} \tag{2.9}
\end{equation*}
$$

$\varepsilon>0$ is a constant, has the property

$$
\begin{equation*}
\mathcal{L}\left(\frac{\sqrt{T}}{\sigma}\left(\hat{\theta}_{T}-\theta\right)\right) \rightarrow \mathcal{N}(0,1) \tag{2.10}
\end{equation*}
$$

as $T \rightarrow \infty$.
Remark 2.1. It is known (see [4]), that the condition $\theta-\sigma^{2} / 2>0$ provides instability of the origin for the solution of (2.5). So the solution of (2.1) can be unstable in probability under the conditions of Theorem 2.1. This is the reason why the asymptotic efficiency of the estimator (2.8) can be guaranteed under the very strong restriction (2.9) only. We will see below that for asymptotically stable SDEs this restriction can be essentially weakened.

Proof. It is clear from (2.6) that it is enough to prove that $\xi_{T} \rightarrow 0$ and $\eta_{T} \rightarrow 0$ as $T \rightarrow \infty$ in probability for $x=x_{0}$ satisfying (2.9). Due to (2.2), we have for $x \rightarrow 0$

$$
\begin{equation*}
\frac{\varphi(x)}{x}=O\left(|x|^{\alpha}\right), \frac{\psi(x)}{x}=O\left(|x|^{\alpha}\right) . \tag{2.11}
\end{equation*}
$$

So $\xi_{T} \rightarrow 0$ in probability for $T \rightarrow \infty$ if

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left\{\sup _{0 \leq t \leq T}\left|X_{t}^{x_{0}}\right|^{\alpha}>\frac{1}{T^{1 / 2+\delta}}\right\}=0 \tag{2.12}
\end{equation*}
$$

for some $\delta>0$.
Introduce

$$
\tau=T \wedge\left(\inf \left\{t>0:\left|X_{t}^{x_{0}}\right|^{\alpha}>T^{-(1 / 2+\delta)}\right\}\right)
$$

Since

$$
\left|X_{\tau}^{x_{0}}\right|^{\alpha}=\frac{1}{T^{1 / 2+\delta}}
$$

for $\tau \leq T$ only, we obtain for any $\lambda>0$ and $\gamma>0$

$$
\begin{align*}
& P\left\{\sup _{0 \leq t \leq T}\left|X_{t}^{x_{0}}\right|^{\alpha}>\frac{1}{T^{1 / 2+\delta}}\right\}=P\{\tau<T\}  \tag{2.13}\\
& =P\left\{e^{-\lambda \gamma \tau}\left|X_{\tau}^{x_{0}}\right|^{\gamma}>e^{-\lambda \gamma T}\left(\frac{1}{T^{1 / 2+\delta}}\right)^{\gamma / \alpha}\right\} \\
& \leq \mathbf{E}\left(e^{-\lambda \gamma \tau}\left|X_{\tau}^{x_{0}}\right|^{\gamma}\right) \cdot e^{\lambda \gamma T}\left(T^{1 / 2+\delta}\right)^{\gamma / \alpha}
\end{align*}
$$

Consider now the auxiliary function $V(t, x)=e^{-\lambda \gamma t}|x|^{\gamma}$. Due to the Ito formula, we get

$$
\begin{gathered}
\mathbf{E} e^{-\lambda \gamma \tau}\left|X_{\tau}^{x_{0}}\right|^{\gamma}-\left|x_{0}\right|^{\gamma} \\
=\mathbf{E} \int_{0}^{\tau} e^{-\lambda \gamma t}\left(-\lambda \gamma\left|X_{t}^{x_{0}}\right|^{\gamma}+f\left(X_{t}^{x_{0}}\right) \gamma\left|X_{t}^{x_{0}}\right|^{\gamma-1} \operatorname{sign} X_{t}^{x_{0}}+\frac{1}{2} b^{2}\left(X_{t}^{x_{0}}\right) \gamma(\gamma-1)\left|X_{t}^{x_{0}}\right|^{\gamma-2}\right) d t \\
=\mathbf{E} \int_{0}^{\tau} e^{-\lambda \gamma t}\left|X_{t}^{x_{0}}\right|^{\gamma}\left(-\lambda \gamma+\gamma \frac{f\left(X_{t}^{x_{0}}\right)}{X_{t}^{x_{0}}}+\frac{1}{2} \gamma(\gamma-1) \frac{b^{2}\left(X_{t}^{x_{0}}\right)}{\left(X_{t}^{x_{0}}\right)^{2}}\right) d t .
\end{gathered}
$$

Due to the fact that $\left|X_{\tau}^{x_{0}}\right|^{\alpha} \leq 1 / T^{1 / 2+\delta}$ for $0 \leq t \leq \tau$ and due to condition (2.2), the expression in the brackets is negative for $T$ large enough if $\lambda>0$ and $\gamma>0$ are chosen so that

$$
\begin{equation*}
f^{\prime}(0)+\frac{1}{2}(\gamma-1) \sigma^{2} \leq B+\frac{1}{2}(\gamma-1) \sigma^{2} \leq \lambda+\varepsilon \tag{2.14}
\end{equation*}
$$

where $\varepsilon$ is a positive constant.
Therefore, for $T$ large enough we have

$$
\mathbf{E}\left\{e^{-\lambda \gamma \tau}\left|X_{\tau}^{x_{0}}\right|^{\gamma}\right\} \leq\left|x_{0}\right|^{\gamma} .
$$

From this inequality and (2.13) we get

$$
P\left\{\sup _{0 \leq t \leq T}\left|X_{t}^{x_{0}}\right|^{\alpha}>\frac{1}{T^{1 / 2+\delta}}\right\} \leq e^{\lambda \gamma T}\left|x_{0}\right|^{\gamma} T^{(1 / 2+\delta) \gamma / \alpha} .
$$

So (2.12) holds if $x_{0}$ satisfies the inequality

$$
0<\left|x_{0}\right|<e^{-(\lambda+\varepsilon) T}
$$

Set $\lambda=M, 0<\gamma \leq 2 \varepsilon / \sigma^{2}$. Then (2.14) is valid and $\xi_{T} \rightarrow 0$ in probability under (2.9).
Thus we have

$$
\eta_{T}=\frac{1}{\sqrt{T}} \int_{0}^{\tau} \frac{\psi\left(X_{t}^{x_{0}}\right)}{X_{t}^{x_{0}}} d w(t)+\frac{1}{\sqrt{T}} \int_{\tau}^{T} \frac{\psi\left(X_{t}^{x_{0}}\right)}{X_{t}^{x_{0}}} d w(t):=\eta_{T}^{(1)}+\eta_{T}^{(2)}
$$

It is clear that $P\left\{\eta_{T}^{(2)} \neq 0\right\} \rightarrow 0$ due to (2.12). Using (2.11), we get

$$
\mathbf{E}\left(\eta_{T}^{(1)}\right)^{2} \leq \frac{1}{T} \int_{0}^{T} \frac{d t}{T^{1+2 \delta}} \rightarrow 0, T \rightarrow \infty
$$

Now we consider the systems with stable in probability equilibrium points assuming that $M<0$.
Theorem 2.2. Let the conditions (2.2) and (2.7) be valid. Let $M=B-\frac{\sigma^{2}}{2}<0$. Then the estimator (2.8) has the property (2.10) for any $x_{0}$ satisfying the condition

$$
\begin{equation*}
0<\left|x_{0}\right|<T^{-(1 / 2+\beta) / \alpha} \tag{2.15}
\end{equation*}
$$

where $\beta$ is an arbitrary positive constant.
Proof. Denote by $L=f(x) \frac{d}{d x}+\frac{\sigma^{2}(x)}{2} \frac{d^{2}}{d x^{2}}$ the generator of the process (2.1). Since $M<0$, the function $|x|^{\gamma}$ with $\gamma$ satisfying the bounds

$$
0<\gamma<\frac{\sigma^{2}-2 B}{\sigma^{2}}
$$

has the property

$$
\begin{equation*}
L\left(|x|^{\gamma}\right)<0 \tag{2.16}
\end{equation*}
$$

in a sufficiently small neighbourhood of the origin, so $\left|X^{x}(t)\right|^{\gamma}$ is a local supermartingale if $x$ is small enough.
As in the proof of Theorem 2.1, it is sufficient to check that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left\{\sup _{0 \leq t \leq T}\left|X_{t}^{x_{0}}\right|^{\alpha}>\frac{1}{T^{1 / 2+\delta}}\right\}=\lim _{T \rightarrow \infty} P\{\tau<T\}=0 \tag{2.17}
\end{equation*}
$$

for $x_{0}$ satisfying (2.15).
Making use of the supermartingale property of $\left|X^{x}(t)\right|^{\gamma}$, we obtain

$$
\left|x_{0}\right|^{\gamma} \geq E\left|X_{\tau}^{x_{0}}\right|^{\gamma} \geq T^{-(1 / 2+\delta) \gamma / \alpha} P\{\tau<T\}
$$

i.e. (see (2.15))

$$
P\{\tau<T\} \leq T^{(1 / 2+\delta) \gamma / \alpha}\left|x_{0}\right|^{\gamma} \leq T^{(\delta-\beta) \gamma / \alpha} .
$$

This bound implies (2.17) for $\beta>\delta$. As $\delta>0$ can be arbitrary small, Theorem 2.2 is proved.

Remark 2.2. The estimators from Theorems 2.1 and 2.2 are asymptotically efficient for the bounded loss functions in the following sense. For any loss function $l(x)$ with the properties
(i) $l(-x)=l(x)$ and $l(0)=0$;
(ii) $l\left(x_{2}\right) \geq l\left(x_{1}\right)$ for $x_{2}>x_{1}>0$;
(iii) $l(x)<K<\infty$,
we have

$$
\lim _{T \rightarrow \infty} \mathbf{E} l\left(\frac{\sqrt{T}}{\sigma}\left(\hat{\theta}_{T}-\theta\right)\right)=\mathbf{E} l(\xi), \mathcal{L}(\xi)=\mathcal{N}(0,1)
$$

and there is no estimator with uniformly in $\theta$ less risk. The last assertion follows from the fact that even for linear systems there is no uniformly better estimator (see [3], [5]).
The event $\{X(t) \nrightarrow 0$ for $t \rightarrow \infty\}$ can have positive probability for a nonlinear (even stable) SDE with any initial condition $X(0) \neq 0$. Due to this fact, it is impossible to propose any estimator which is asymptotically efficient for unbounded loss functions.

Remark 2.3. Comparing Theorems 2.1 and 2.2 , we see that the choices of initial conditions for a.e. and even consistent estimation of $f^{\prime}(0)$ are essentially different for stable and unstable SDEs. For unstable SDEs, we have to choose the initial condition exponentially close to the origin. Clearly such a choice is also necessary for multidimensional SDEs. This fact implies the essential difficulties for applications. So below (see Section 4) we restrict ourselves to consideration of asymptotically stable multidimensional SDEs.

## 3. On DRIFT ESTIMATION FOR LINEAR EQUATIONS

Consider the system of linear SDEs

$$
\begin{equation*}
d \bar{X}_{t}=A(\theta) \bar{X}_{t} d t+\sum_{r=1}^{q} \sigma_{r} \bar{X}_{t} d w_{r}(t) \tag{3.1}
\end{equation*}
$$

Here $\bar{X}_{t} \in \mathbf{R}^{d}, w_{r}(t), r=1, \ldots, q$, are independent standard scalar Wiener processes, $\sigma_{1}, \ldots, \sigma_{q}$ are real $d \times d$ matrices,

$$
\begin{equation*}
A(\theta)=A_{0}+\sum_{j=1}^{k} A_{j} \theta_{j} \tag{3.2}
\end{equation*}
$$

where the $d \times d$ matrices $A_{0}, A_{j}$ are known and the scalars $\theta_{j}, j=1, \ldots, k$, are unknown parameters. The estimation of parameters for a linear SDE of the form (3.1) was considered in [3], [5]. Recall some facts from [3], [5] which we shall use below. We suppose that the conditions $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$ are fulfilled:
$\left(\mathrm{C}_{1}\right)$ The matrices $A_{1}, \ldots, A_{k}$ are linearly independent.
$\left(\mathrm{C}_{2}\right) \quad A_{j} \in \operatorname{span}\left(\sigma_{1}, \ldots, \sigma_{q}\right), j=1, \ldots, k$.
$\left(\mathrm{C}_{3}\right)$ The weak Hörmander condition for the Markov diffusion process $\bar{\Lambda}(t)=\bar{X}(t) /|\bar{X}(t)|$ with values on the unit sphere $\mathbf{S}^{d-1} \subset \mathbf{R}^{d}$ is fulfilled:

$$
\operatorname{dim} L A\left\{h_{0}, h_{1}, \ldots, h_{q}\right\}=d-1 \text { for all } \lambda=x /|x| \in \mathbf{S}^{d-1},
$$

where

$$
\begin{gathered}
h_{0}(\lambda)=\tilde{A} \lambda-(\tilde{A} \lambda, \lambda) \lambda, \tilde{A}=A-\frac{1}{2} \sum_{r=1}^{q} \sigma_{r}^{2}, \\
h_{r}(\lambda)=\sigma_{r} \lambda-\left(\sigma_{r} \lambda, \lambda\right) \lambda, r=1, \ldots, q,
\end{gathered}
$$

$L A\}$ denotes the Lie algebra generated by the vector fields which occur in the brackets (see [2]).

Introduce the diffusion matrix

$$
B(x)=\sum_{r=1}^{q} \sigma_{r} x x^{*} \sigma_{r}^{*}
$$

and denote by $B^{+}(x)$ the pseudoinverse of $B$.
$\left(\mathrm{C}_{4}\right)$ The matrix $B^{+}(\lambda),|\lambda|=1$, is continuous on $\mathbf{S}^{d-1}$.
Let us also consider the condition
$\left(\mathrm{C}_{5}\right) \quad$ The diffusion matrix $B(x)$ is non-singular for $x \neq 0$.
Both the conditions $\left(\mathrm{C}_{3}\right)$ and $\left(\mathrm{C}_{4}\right)$ follow from $\left(\mathrm{C}_{5}\right)$. In the non-singular case the matrix $B(x)$ is invertible, i.e., $B^{+}(x)=B^{-1}(x)$, and

$$
\left(B^{-1}(\lambda) z, z\right) \leq K|z|^{2}, \lambda \in \mathbf{S}^{d-1}, z \in \mathbf{R}^{d}
$$

where $K$ is a positive constant.
The non-singularity condition $\left(\mathrm{C}_{5}\right)$ has been assumed in [3]. It sometimes is too restrictive (see the corresponding discussion in [5]). The authors of [5] eliminate condition ( $\mathrm{C}_{5}$ ) and consider the estimation problem for linear systems under conditions $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{3}\right)$ only. For
nonlinear systems, we need the condition $\left(\mathrm{C}_{4}\right)$ which is essentially less restrictive than ( $\mathrm{C}_{5}$ ).
The conditions $\left(\mathrm{C}_{2}\right),\left(\mathrm{C}_{4}\right)$ imply that the measures $P_{\theta}^{(T)}$ and $P_{0}^{(T)}$ are mutually absolutely continuous ([6], Section 7.6). Here $P_{\theta}^{(T)}$ is the probability measure corresponding to the process $X_{t}$ generated by the system (3.1) with parameter $\theta$. The measure is defined on the space $\mathbf{C}\left([0, T], \mathbf{R}^{d}\right)$ of continuous functions of $[0, T]$ into $\mathbf{R}^{d}$.
The log-likelihood ratio has the form (we denote by $\bar{X}^{T}$ the trajectory of the observation process $\bar{X}_{t}$ for $0 \leq t \leq T$ )

$$
\begin{gather*}
\ln \frac{d P_{\theta}^{(T)}}{d P_{0}^{(T)}}\left(\bar{X}^{T}\right)=\int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) \sum_{j=1}^{k} A_{j} \theta_{j} \bar{X}_{t}, d \bar{X}_{t}\right)  \tag{3.3}\\
-\frac{1}{2} \int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) \sum_{j=1}^{k} A_{j} \theta_{j} \bar{X}_{t}, \sum_{j=1}^{k} A_{j} \theta_{j} \bar{X}_{t}+2 A_{0} \bar{X}_{t}\right) d t .
\end{gather*}
$$

It can be seen from (3.3) that the likelihood ratio depends on the process $\bar{\Lambda}(t)=\bar{X}(t) /|\bar{X}(t)|$ only. It is known (see [2]) that ( $\mathrm{C}_{3}$ ) implies the existence of a unique invariant distribution for the process $\bar{\Lambda}$ on $\mathbf{S}^{d-1}$ having smooth density $\mu_{\theta}(\lambda)>0$ with respect to the surface measure $S(\cdot)$ on $\mathbf{S}^{d-1}$.

It is not difficult to check that the maximum likelihood estimator (MLE) $\hat{\theta}$ is defined by the following system of linear algebraic equations

$$
\begin{align*}
& \frac{1}{2} \sum_{j=1}^{k} \int_{0}^{T}\left(\left(A_{i}^{*} B^{+}\left(\bar{X}_{t}\right) A_{j}+A_{j}^{*} B^{+}\left(\bar{X}_{t}\right) A_{i}\right) \bar{X}_{t}, \bar{X}_{t}\right) d t \cdot \theta_{j}  \tag{3.4}\\
& \quad=\int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) A_{i} \bar{X}_{t}, d \bar{X}_{t}-A_{0} \bar{X}_{t} d t\right), i=1, \ldots, k
\end{align*}
$$

Denote by $H\left(\bar{X}^{T}\right)$ the $k \times k$ matrix of the system (3.4) divided by $T$. The elements $H_{i j}\left(\bar{X}^{T}\right)$ of this self-adjoint matrix are equal to

$$
H_{i j}\left(\bar{X}^{T}\right)=\frac{1}{2 T} \int_{0}^{T}\left(\left(A_{i}^{*} B^{+}\left(\bar{X}_{t}\right) A_{j}+A_{j}^{*} B^{+}\left(\bar{X}_{t}\right) A_{i}\right) \bar{X}_{t}, \bar{X}_{t}\right) d t .
$$

Clearly, $H_{i j}\left(\bar{X}^{T}\right)=H_{i j}\left(\bar{\Lambda}^{T}\right)$. Denote also the right-hand side of (3.4) by $V\left(\bar{X}^{T}\right)$ :

$$
V_{i}\left(\bar{X}^{T}\right)=\int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) A_{i} \bar{X}_{t}, d \bar{X}_{t}-A_{0} \bar{X}_{t} d t\right)=V_{i}\left(\bar{\Lambda}^{T}\right)
$$

The matrix $H\left(\bar{X}^{T}\right)$ and the vector $V\left(\bar{X}^{T}\right)$ were introduced in [5] (they have another form there). It is known, that under $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$ the matrix $H\left(\bar{X}^{T}\right)$ is positively definite a.s.. Therefore

$$
\begin{equation*}
\hat{\theta}=\frac{1}{T} H^{-1}\left(\bar{X}^{T}\right) V\left(\bar{X}^{T}\right)=\frac{1}{T} H^{-1}\left(\bar{\Lambda}^{T}\right) V\left(\bar{\Lambda}^{T}\right) . \tag{3.5}
\end{equation*}
$$

Due to (3.5) and (3.1), we have

$$
\begin{gathered}
\begin{array}{c}
\sum_{j=1}^{k} H_{i j}\left(\bar{X}^{T}\right) \hat{\theta}_{j}=\frac{1}{T} V_{i}\left(\bar{X}^{T}\right)=\frac{1}{T} \int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) A_{i} \bar{X}_{t}, \sum_{j=1}^{k} A_{j} \bar{X}_{t} \theta_{j}\right) d t \\
\quad+\frac{1}{T} \int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) A_{i} \bar{X}_{t}, \sum_{r=1}^{q} \sigma_{r} \bar{X}_{t} d w_{r}(t)\right) \\
=\sum_{j=1}^{k} H_{i j}\left(\bar{X}^{T}\right) \theta_{j}+\frac{1}{T} \int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) A_{i} \bar{X}_{t}, \sum_{r=1}^{q} \sigma_{r} \bar{X}_{t} d w_{r}(t)\right)
\end{array} .
\end{gathered}
$$

So we have

$$
H\left(\bar{X}^{T}\right) \sqrt{T}(\hat{\theta}-\theta)=\bar{\zeta}(T)=\left(\bar{\zeta}_{1}(T), \ldots, \bar{\zeta}_{k}(T)\right)^{\top}
$$

where

$$
\bar{\zeta}_{i}(T)=\frac{1}{\sqrt{T}} \int_{0}^{T}\left(B^{+}\left(\bar{X}_{t}\right) A_{i} \bar{X}_{t}, \sum_{r=1}^{q} \sigma_{r} \bar{X}_{t} d w_{r}(t)\right)
$$

We get

$$
\begin{gathered}
\mathbf{E} \bar{\zeta}_{i}(T) \bar{\zeta}_{j}(T)=\frac{1}{T} \int_{0}^{T} E\left(\left(B^{+}\left(\bar{X}_{t}\right) A_{i} \bar{X}_{t}\right)^{*} \sum_{r=1}^{q} \sigma_{r} \bar{X}_{t}\left(\sigma_{r} \bar{X}_{t}\right)^{*} B^{+}\left(\bar{X}_{t}\right) A_{j} \bar{X}_{t}\right) d t \\
=\frac{1}{T} \int_{0}^{T} \mathbf{E}\left(\bar{X}_{t}^{*} A_{i}^{*} B^{+} B B^{+} A_{j} \bar{X}_{t}\right) d t=\frac{1}{T} \int_{0}^{T} \mathbf{E}\left(\bar{X}_{t}^{*} A_{i}^{*} B^{+}\left(\bar{X}_{t}\right) A_{j} \bar{X}_{t}\right) d t=\mathbf{E} H_{i j}\left(\bar{X}^{T}\right) .
\end{gathered}
$$

It is known from [5] that under $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$ there exists (a.s.) the limit

$$
\begin{gather*}
\lim _{T \rightarrow \infty} H_{i j}\left(\bar{X}^{T}\right)=\lim _{T \rightarrow \infty} H_{i j}\left(\bar{\Lambda}^{T}\right)=\lim _{T \rightarrow \infty} \mathbf{E} H_{i j}\left(\bar{X}^{T}\right)  \tag{3.6}\\
=\frac{1}{2} \int_{\mathbf{S}^{d-1}}\left(\left(A_{i}^{*} B^{+}(\lambda) A_{j}+A_{j}^{*} B^{+}(\lambda) A_{i}\right) \lambda, \lambda\right) \mu_{\theta}(\lambda) S(d \lambda):=I_{i j}(\theta)
\end{gather*}
$$

with $k \times k$ matrix $I(\theta)=\left\{I_{i j}(\theta)\right\}$ being deterministic and positively definite. The matrix $T I(\theta)$ is the Fisher information matrix.
The estimator (3.5) is asymptotically normal and asymptotically efficient for a wide class of the loss functions (see details in [5]).

## 4. Stable nonlinear systems

Consider the nonlinear SDE

$$
\begin{equation*}
d X_{t}=f\left(X_{t}\right) d t+\sum_{r=1}^{q} b_{r}\left(X_{t}\right) d w_{r}(t) \tag{4.1}
\end{equation*}
$$

where $X_{t} \in \mathbf{R}^{d}, f$ and $b_{r}, r=1, \ldots, q$, are $d$-dimensional vectors with $f(0)=b_{r}(0)=0$, and $w_{r}(t)$ are standard Wiener processes.

Assume that the coefficients of (4.1) are sufficiently smooth at 0 so that for $x \rightarrow 0$

$$
\begin{gather*}
f(x)=f^{\prime}(0) x+\varphi(x), \frac{|\varphi(x)|}{|x|}=O\left(|x|^{\alpha}\right), \alpha>0,  \tag{4.2}\\
b_{r}(x)=\sigma_{r} x+\psi_{r}(x), \frac{\left|\psi_{r}(x)\right|}{|x|}=O\left(|x|^{\alpha}\right), r=1, \ldots, q, \tag{4.3}
\end{gather*}
$$

where $f^{\prime}(0)$ and $\sigma_{r}:=b_{r}^{\prime}(0)$ are $d \times d$ matrices. We suppose that all $b_{r}(x)$ are known vector-functions (see comments in [3]). The problem is to estimate $f^{\prime}(0)$. However some coefficients of this matrix can be known (see, e.g. [5] and Section 5). We assume that $f^{\prime}(0)$ is a linear function of the finite-dimensional parameter $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$

$$
\begin{equation*}
f^{\prime}(0)=A(\theta)=A_{0}+\sum_{j=1}^{k} A_{j} \theta_{j} . \tag{4.4}
\end{equation*}
$$

Rewrite the equation (4.1) in the form

$$
\begin{equation*}
d X_{t}=A(\theta) X_{t} d t+\sum_{r=1}^{q} \sigma_{r} X_{t} d w_{r}(t)+\varphi\left(X_{t}\right) d t+\sum_{r=1}^{q} \psi_{r}\left(X_{t}\right) d w_{r}(t) \tag{4.5}
\end{equation*}
$$

and consider the first order variation of (4.1)

$$
\begin{equation*}
d \bar{X}_{t}=A(\theta) \bar{X}_{t} d t+\sum_{r=1}^{q} \sigma_{r} \bar{X}_{t} d w_{r}(t) . \tag{4.6}
\end{equation*}
$$

Throughout this section we suppose that the conditions $\left(\mathrm{C}_{1}\right)$ - $\left(\mathrm{C}_{4}\right)$ are fulfilled.
Lemma 4.1. Let the trivial solution of (4.6) be stable in probability and

$$
\begin{equation*}
0<\left|x_{0}(T)\right| \leq T^{-(1 / 2+\beta) / \alpha} \tag{4.7}
\end{equation*}
$$

where $\beta$ is an arbitrary positive constant. Then

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left\{\sup _{0 \leq t \leq T}\left|X_{t}^{x_{0}(T)}\right|^{\alpha}>\frac{1}{T^{1 / 2+\delta}}\right\}=0 . \tag{4.8}
\end{equation*}
$$

Proof. Due to the condition of stability, there exists a positively definite homogeneous of some order $\gamma>0$ function $v(x)$ such that $L v<0$ in a sufficiently small neighbourhood of the origin. So $v\left(X_{t}^{x}\right)$ is a local supermartingale if $x$ is small enough. Since $v(x)=$ $v(\lambda)|x|^{\gamma}, 0<k_{1} \leq v(\lambda) \leq k_{2}$, for some positive constants $k_{1}$ and $k_{2}$, we have

$$
k_{1} E\left|X_{\tau}^{x_{0}}\right|^{\gamma} \leq \mathbf{E} v\left(X_{\tau}^{x_{0}}\right) \leq v\left(x_{0}\right) \leq k_{2}\left|x_{0}\right|^{\gamma} .
$$

Now the statement of the lemma can be easily proved by arguments similar to the ones which have been used in the proof of Theorem 2.2.

Recall that $\bar{\Lambda}(t)=\bar{X}(t) /|\bar{X}(t)|$. If $\bar{X}(0)=x_{0}$, we use the notation $\bar{\Lambda}_{t}^{\left(x_{0}\right)}=\bar{X}_{t}^{x_{0}} /\left|\bar{X}_{t}^{x_{0}}\right|$. Clearly the initial value for $\bar{\Lambda}_{t}^{\left(x_{0}\right)}$ is equal to $\bar{\Lambda}^{\left(x_{0}\right)}(0)=x_{0} /\left|x_{0}\right|:=\lambda_{0}$, i.e., $\bar{\Lambda}_{t}^{\left(x_{0}\right)}=\bar{\Lambda}_{t}^{\lambda_{0}}$. Introduce $\Lambda_{t}^{\left(x_{0}\right)}=X_{t}^{x_{0}} /\left|X_{t}^{x_{0}}\right|, \Delta_{t}^{\left(x_{0}\right)}=\Lambda_{t}^{\left(x_{0}\right)}-\bar{\Lambda}_{t}^{\left(x_{0}\right)}$. Clearly $\Lambda^{\left(x_{0}\right)}(0)=\lambda_{0}, \Delta^{\left(x_{0}\right)}(0)=0$.

Now our goal is to prove that for a suitable choice of $x_{0}=x_{0}(T) \rightarrow 0$ and $\delta(T) \rightarrow 0$ as $T \rightarrow \infty$

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left\{\sup _{0 \leq t \leq T}\left|\Lambda_{t}^{\left(x_{0}\right)}-\bar{\Lambda}_{t}^{\left(x_{0}\right)}\right| \leq \delta(T)\right\}=1 . \tag{4.9}
\end{equation*}
$$

We show in Lemmas 4.2-4.4 that in the case of stable systems the equation (4.9) holds for a choice of $x_{0}(T) \rightarrow 0$ exponentially with an arbitrary small exponent as $T \rightarrow \infty$.
We have

$$
|\Lambda-\bar{\Lambda}|=\left|\frac{X}{|X|} \cdot \frac{|\bar{X}|-|X|}{|\bar{X}|}+\frac{Z}{|\bar{X}|}\right| \leq \frac{2|Z|}{|\bar{X}|}
$$

where $Z=Z_{t}^{\left(x_{0}\right)}:=X_{t}^{x_{0}}-\bar{X}_{t}^{x_{0}}$.
So (4.9) follows from

$$
\lim _{T \rightarrow \infty} P\left\{\sup _{0 \leq t \leq T} \frac{\left|Z_{t}^{\left(x_{0}\right)}\right|}{\left|\bar{X}_{t}^{x_{0}}\right|} \leq \frac{1}{2} \delta(T)\right\}=1 .
$$

Lemma 4.2. Let the Lyapunov exponent for the first order variation equation (4.6) be equal to $\rho$. Then for any $\varepsilon>0, \mu>1$ there exist $\beta>0$ and $K>0$ such that

$$
\begin{equation*}
P\left\{\sup _{0 \leq t \leq T} e^{(\rho-\varepsilon) t}\left|\bar{X}_{t}^{x_{0}(T)}\right|^{-1}>\left|x_{0}(T)\right|^{-\mu}\right\} \leq K\left|x_{0}(T)\right|^{\beta} \tag{4.10}
\end{equation*}
$$

for any $x_{0}(T)$ with $\left|x_{0}(T)\right|<1$.

Proof. Introduce the variable $\tilde{X}=e^{-(\rho-\varepsilon) t} \bar{X}$. Then

$$
\begin{equation*}
d \tilde{X}_{t}=(-\rho+\varepsilon) \tilde{X}_{t} d t+A(\theta) \tilde{X}_{t} d t+\sum_{r=1}^{q} \sigma_{r} \tilde{X}_{t} d w_{r}(t) \tag{4.11}
\end{equation*}
$$

The Lyapunov exponent for the system is equal to $\varepsilon>0$. Therefore (see [4]) this system is exponentially $q$-unstable for all sufficiently small $q>0$ and there exists a positively definite homogeneous of order $-q$ function $v(x)$ such that

$$
\begin{equation*}
k_{1}|x|^{-q} \leq v(x) \leq k_{2}|x|^{-q}, \tilde{L} v(x) \leq-k_{3}|x|^{-q} \tag{4.12}
\end{equation*}
$$

where $k_{1}, k_{2}, k_{3}$ are positive constants and $\tilde{L}$ is the generator of system (4.11).
Let $\left|x_{0}(T)\right|<1, \mu>1$,

$$
\tau=T \wedge \inf \left\{0 \leq t \leq T:\left|\tilde{X}_{t}^{x_{0}(T)}\right|<\left|x_{0}(T)\right|^{\mu}\right\}
$$

We have

$$
\begin{gather*}
P\left\{\sup _{0 \leq t \leq T}\left|\tilde{X}_{t}^{x_{0}(T)}\right|^{-1}>\left|x_{0}(T)\right|^{-\mu}\right\}=P\{\tau<T\}  \tag{4.13}\\
=P\left\{\left(\left|\tilde{X}_{\tau}^{x_{0}(T)}\right|^{-q}>\left|x_{0}(T)\right|^{-\mu q}\right)\right\} \\
\quad \leq\left(\mathbf{E}\left|\tilde{X}_{\tau}^{x_{0}(T)}\right|^{-q}\right) \cdot\left|x_{0}(T)\right|^{\mu q} .
\end{gather*}
$$

Due to (4.12), we get

$$
\mathbf{E}\left|\tilde{X}_{\tau}^{x_{0}(T)}\right|^{-q} \leq \frac{1}{k_{1}} \mathbf{E} v\left(\tilde{X}_{\tau}^{x_{0}(T)}\right) \leq \frac{1}{k_{1}} \mathbf{E} v\left(x_{0}(T)\right) \leq \frac{k_{2}}{k_{1}}\left|x_{0}(T)\right|^{-q} .
$$

This inequality, (4.13), and the change of variables imply inequality (4.10) with

$$
\beta=(\mu-1) q .
$$

Lemma 4.3. Let the Lyapunov exponent for the equation (4.6) be equal to $\rho<0$. Then for any $0<\varepsilon<|\rho|$ there exist $K>0, \nu>1,0<q<1$, such that

$$
P\left\{\sup _{0 \leq t \leq T} e^{-(\rho+\varepsilon) t}\left|Z_{t}^{\left(x_{0}(T)\right)}\right|>\left|x_{0}(T)\right|^{\nu}\right\} \leq K\left|x_{0}(T)\right|^{q}
$$

for any $x_{0}(T) \rightarrow 0$ as $T \rightarrow \infty$.
Proof. Obviously, $Z_{t}^{\left(x_{0}\right)}$ is the solution of the problem

$$
\begin{equation*}
d Z_{t}=A(\theta) Z_{t} d t+\sum_{r=1}^{q} \sigma_{r} Z_{t} d w_{r}(t)+\varphi\left(X_{t}\right) d t+\sum_{r=1}^{q} \psi_{r}\left(X_{t}\right) d w_{r}(t), Z_{0}=0 \tag{4.14}
\end{equation*}
$$

Let us consider the $2 d$-dimensional system of equations (4.5), (4.14). We denote by $X_{t}^{x_{0}}, Z_{t}^{x_{0}, z_{0}}$ the solution of this system with the initial conditions $X(0)=x_{0}, Z(0)=z_{0}$, so that $Z_{t}^{\left(x_{0}\right)}=Z_{t}^{x_{0}, 0}$. Let us change the variables:

$$
\begin{equation*}
\tilde{X}=e^{-(\rho+\varepsilon) t} X, \tilde{Z}=\frac{e^{-(\rho+\varepsilon) t}}{\left|x_{0}(T)\right|^{\alpha_{0}}} Z, 0<\varepsilon<-\rho, 0<2 \alpha_{0}<\alpha . \tag{4.15}
\end{equation*}
$$

Then we have

$$
\begin{gather*}
d \tilde{X}_{t}=-(\rho+\varepsilon) \tilde{X}_{t} d t+A(\theta) \tilde{X}_{t} d t+\sum_{r=1}^{q} \sigma_{r} \tilde{X}_{t} d w_{r}(t)+\tilde{\varphi}\left(t, \tilde{X}_{t}\right) d t+\sum_{r=1}^{q} \tilde{\psi}_{r}\left(t, \tilde{X}_{t}\right) d w_{r}(t),  \tag{4.16}\\
d \tilde{Z}_{t}=-(\rho+\varepsilon) \tilde{Z}_{t} d t+A(\theta) \tilde{Z}_{t} d t+\sum_{r=1}^{q} \sigma_{r} \tilde{Z}_{t} d w_{r}(t)  \tag{4.17}\\
+\frac{1}{\left|x_{0}(T)\right|^{\alpha 0}} \tilde{\varphi}\left(t, \tilde{X}_{t}\right) d t+\sum_{r=1}^{q} \frac{1}{\left|x_{0}(T)\right|^{\alpha 0}} \tilde{\psi}_{r}\left(t, \tilde{X}_{t}\right) d w_{r}(t) \\
\tilde{X}(0)=X(0)=x_{0}, \tilde{Z}(0)=Z(0)=0 . \tag{4.18}
\end{gather*}
$$

It follows from (4.2)-(4.3) that for $x$ small enough (recall that $\rho+\varepsilon<0$ )

$$
\begin{gathered}
|\tilde{\varphi}(t, x)|=e^{-(\rho+\varepsilon) t}\left|\varphi\left(e^{(\rho+\varepsilon) t} x\right)\right| \leq C|x|^{1+\alpha} \\
\left|\tilde{\psi}_{r}(t, x)\right|=e^{-(\rho+\varepsilon) t}\left|\psi_{r}\left(e^{(\rho+\varepsilon) t} x\right)\right| \leq C|x|^{1+\alpha}, r=1, \ldots, q
\end{gathered}
$$

where $C$ is a constant.

For

$$
|x| \leq\left|x_{0}(T)\right|^{1 / 2}
$$

we have

$$
\begin{equation*}
\frac{1}{\left|x_{0}(T)\right|^{\alpha_{0}}}|\tilde{\varphi}(t, x)| \leq C|x|^{1+\alpha-2 \alpha_{0}}, \frac{1}{\left|x_{0}(T)\right|^{\alpha_{0}}}\left|\tilde{\psi}_{r}(t, x)\right| \leq C|x|^{1+\alpha-2 \alpha_{0}} . \tag{4.19}
\end{equation*}
$$

For $\nu_{0}<1$, let us introduce

$$
\begin{gather*}
\tau_{1}=T \wedge \inf \left\{0 \leq t \leq T:\left|\tilde{X}_{t}^{x_{0}}\right|>\left|x_{0}(T)\right|^{1 / 2}\right\}  \tag{4.20}\\
\tau_{2}=T \wedge \inf \left\{0 \leq t \leq T:\left|\tilde{Z}_{t}^{x_{0}, 0}\right|>\left|x_{0}(T)\right|^{\nu_{0}}\right\} \\
\tau=\tau_{1} \wedge \tau_{2}
\end{gather*}
$$

We get for any $\gamma>0$

$$
\begin{gather*}
P\left\{\sup _{0 \leq t \leq T}\left|\tilde{Z}_{t}^{x_{0}, 0}\right|>\left|x_{0}(T)\right|^{\nu_{0}}\right\}=P\left\{\tau_{2}<T\right\} \leq P\{\tau<T\}  \tag{4.21}\\
=P\left\{\left(\tau_{1}<T\right) \cup\left(\tau_{2}<T\right)\right\}=P\left\{\left(\tau_{1}<T\right)\right\}+P\left\{\left(\tau_{2}<T\right) \backslash\left(\tau_{1}<T\right)\right\} \\
\leq P\left\{\tau_{1}<T\right\}+P\left\{\left|\tilde{Z}_{\tau}^{x_{0}, 0}\right|^{\gamma}>\left|x_{0}(T)\right|^{\gamma \nu_{0}}\right\} \\
\leq P\left\{\tau_{1}<T\right\}+\mathbf{E}\left|\tilde{Z}_{\tau}^{x_{0}, 0}\right|^{\gamma} \cdot \frac{1}{\left|x_{0}(T)\right|^{\nu_{0}}} .
\end{gather*}
$$

The equations (4.16) and (4.17) have the same linear parts and their Lyapunov exponents are equal to $-\varepsilon<0$. Therefore, for any $\gamma<\varepsilon$ there exists a positively definite homogenous of order $\gamma>0$ function $V(x, z)$ such that $L V(x, z)<0$. Here $L$ denotes the generator corresponding to the linear part of system (4.16)-(4.17). It is known [4] that there exist positive constants $k_{1}, k_{2}, k_{3}, k_{4}$ such that

$$
\begin{gather*}
k_{1}|y|^{\gamma} \leq V(x, z) \leq k_{2}|y|^{\gamma}, L V(x, z) \leq-k_{3}|y|^{\gamma},  \tag{4.22}\\
\left|\frac{\partial V}{\partial y_{i}}\right| \leq k_{4}|y|^{\gamma-1},\left|\frac{\partial^{2} V}{\partial y_{i} \partial y_{j}}\right| \leq k_{4}|y|^{\gamma-2}, i, j=1, \ldots, 2 d,
\end{gather*}
$$

where $y$ is the $2 d$-dimensional vector consisting of the components of the vectors $x$ and $z$. Let $\left|x_{0}(T)\right| \rightarrow 0$ as $T \rightarrow \infty$. Due to (4.19) and (4.22), we obtain

$$
\begin{equation*}
\tilde{L}_{t} V(x, z)<0 \tag{4.23}
\end{equation*}
$$

for a sufficiently large $T$ if $(x, z)$ is such that

$$
\begin{equation*}
|x| \leq\left|x_{0}(T)\right|^{1 / 2},|z| \leq\left|x_{0}(T)\right|^{\nu_{0}} . \tag{4.24}
\end{equation*}
$$

In (4.23) $\tilde{L}_{t}$ is the generator of the diffusion process defined by the system (4.16)-(4.17). Because of (4.23)-(4.24) and the definition of $\tau$,

$$
\tilde{L}_{t} V\left(\tilde{X}_{t}^{x_{0}}, \tilde{Z}_{t}^{x_{0}, 0}\right)<0,0 \leq t \leq \tau
$$

and, consequently, $V\left(\tilde{X}_{t}, \tilde{Z}_{t}\right)$ is a local supermartingale.
Therefore we get

$$
\begin{equation*}
\mathbf{E}\left|\tilde{Z}_{\tau}^{x_{0}, 0}\right|^{\gamma} \leq \mathbf{E}\left(\left|\tilde{X}_{\tau}^{x_{0}}\right|^{2}+\left|\tilde{Z}_{\tau}^{x_{0}, 0}\right|^{2}\right)^{\gamma / 2} \leq \frac{1}{k_{1}} \mathbf{E} V\left(\tilde{X}_{\tau}^{x_{0}}, \tilde{Z}_{\tau}^{x_{0}, 0}\right) \leq \frac{1}{k_{1}} V(\tilde{X}(0), \tilde{Z}(0)) \tag{4.25}
\end{equation*}
$$

$$
=\frac{1}{k_{1}} V\left(x_{0}(T), 0\right) \leq \frac{k_{2}}{k_{1}}\left|x_{0}(T)\right|^{\gamma} .
$$

Hence

$$
\mathbf{E}\left|\tilde{Z}_{\tau}^{x_{0}, 0}\right|^{\gamma} \cdot \frac{1}{\left|x_{0}(T)\right|^{\gamma \nu_{0}}} \leq \frac{k_{2}}{k_{1}}\left|x_{0}(T)\right|^{\gamma\left(1-\nu_{0}\right)} .
$$

Besides, from (4.20) and (4.25) we have

$$
P\left\{\tau_{1}<T\right\} \leq \mathbf{E}\left|\tilde{X}_{\tau}^{x_{0}}\right|^{\gamma} \cdot \frac{1}{\left|x_{0}(T)\right|^{\gamma / 2}} \leq \frac{k_{2}}{k_{1}}\left|x_{0}(T)\right|^{\gamma / 2}
$$

Now from (4.15) and (4.21) we obtain

$$
\begin{equation*}
P\left\{\sup _{0 \leq t \leq T} e^{-(\rho+\varepsilon) t}\left|Z_{t}^{\left(x_{0}\right)}\right|>\left|x_{0}(T)\right|^{\nu_{0}+\alpha_{0}}\right\} \leq \frac{k_{2}}{k_{1}}\left|x_{0}(T)\right|^{\gamma / 2}+\frac{k_{2}}{k_{1}}\left|x_{0}(T)\right|^{\gamma\left(1-\nu_{0}\right)} . \tag{4.26}
\end{equation*}
$$

As $\alpha_{0}$ and $\nu_{0}$ can be chosen so that $\nu:=\alpha_{0}+\nu_{0}>1$, the assertion of the lemma follows from (4.26).

The following lemma follows from two previous ones.
Lemma 4.4. Let the $S D E$ (4.6) be stable and let $\delta$ be an arbitrary small positive number. Then for $x_{0}$ with $\left|x_{0}\right|=\left|x_{0}(T)\right| \leq \exp (-\delta T)$

$$
\begin{equation*}
P\left\{\lim _{T \rightarrow \infty} \sup _{0 \leq t \leq T}\left|\Lambda_{t}^{\left(x_{0}\right)}-\bar{\Lambda}_{t}^{\left(x_{0}\right)}\right| \rightarrow 0\right\}=P\left\{\lim _{T \rightarrow \infty} \sup _{0 \leq t \leq T} \frac{\left|Z_{t}^{\left(x_{0}\right)}\right|}{\left|\bar{X}_{t}^{x_{0}}\right|} \rightarrow 0\right\}=1 . \tag{4.27}
\end{equation*}
$$

Proof. Let us choose $\nu>\mu>0$. Introduce the events

$$
\mathcal{A}=\left\{\omega: \sup _{0 \leq t \leq T} e^{(\rho-\varepsilon) t}\left|\bar{X}_{t}^{x_{0}}\right|^{-1} \leq\left|x_{0}(T)\right|^{-\mu}\right\}, \mathcal{B}=\left\{\omega: \sup _{0 \leq t \leq T} e^{-(\rho+\varepsilon) t}\left|Z_{t}^{\left(x_{0}\right)}\right| \leq\left|x_{0}(T)\right|^{\nu}\right\}
$$

Due to Lemmas 4.2 and 4.3, we get

$$
P(\mathcal{A}) \geq 1-K\left|x_{0}(T)\right|^{\beta}, P(\mathcal{B}) \geq 1-K\left|x_{0}(T)\right|^{q} .
$$

Thus

$$
\begin{gathered}
P(\mathcal{A} \cap \mathcal{B}) \geq 1-K\left|x_{0}(T)\right|^{\beta}-K\left|x_{0}(T)\right|^{q} \\
P\left\{\sup _{0 \leq t \leq T} e^{-2 \varepsilon t}\left|\bar{X}_{t}^{x_{0}}\right|^{-1}\left|Z_{t}^{\left(x_{0}\right)}\right| \leq\left|x_{0}(T)\right|^{\nu-\mu}\right\} \geq 1-K\left|x_{0}(T)\right|^{\beta}-K\left|x_{0}(T)\right|^{q},
\end{gathered}
$$

and

$$
P\left\{e^{-2 \varepsilon T} \sup _{0 \leq t \leq T}\left|\bar{X}_{t}^{x_{0}}\right|^{-1}\left|Z_{t}^{\left(x_{0}\right)}\right| \leq\left|x_{0}(T)\right|^{\nu-\mu}\right\} \geq 1-K\left|x_{0}(T)\right|^{\beta}-K\left|x_{0}(T)\right|^{q}
$$

The assertion of the lemma follows from the choice of $\varepsilon$ satisfying the inequality $2 \varepsilon<$ $\delta(\nu-\mu)$.

Remark 4.1. The analysis of a one-dimensional equation is much easier because $\Lambda_{t}^{\left(x_{0}\right)}=$ $\bar{\Lambda}_{t}^{\left(x_{0}\right)}$ for $d=1$, and we do not need Lemmas 4.2-4.4. Let us also note that the condition $\left(\mathrm{C}_{3}\right)$ is essential for the proof of Lemma 4.4 (both the uniqueness of the Lyapunov exponent
and the ergodicity of $\bar{\Lambda}(t)$ follow from $\left.\left(\mathrm{C}_{3}\right)\right)$. As a clarifying example, let us consider the following deterministic system with two Lyapunov exponents

$$
\dot{X}_{1}=a X_{1}, \dot{X}_{2}=b X_{2}+X_{1}^{2}, a<b<0 .
$$

Setting $x_{2}^{0}=0$, we have

$$
\frac{|X-\bar{X}|}{|\bar{X}|}=\frac{\left|x_{1}^{0}\right|}{|2 a-b|}\left|e^{a t}-e^{(b-a) t}\right| .
$$

It follows from this equation that (4.27) is not valid for $x_{2}^{0}=0$.
Now we will study the properties of the estimator (3.5) for the nonlinear equation (4.1). Because we are not confident in the existence of the inverse matrix $H^{-1}\left(X^{T}\right)$ a.s., we will use the pseudoinverse matrix $H^{+}$in (3.5). Thus we consider the estimator

$$
\begin{equation*}
\hat{\theta}=\frac{1}{T} H^{+}\left(X^{T}\right) V\left(X^{T}\right)=\frac{1}{T} H^{+}\left(\Lambda^{T}\right) V\left(\Lambda^{T}\right) \tag{4.28}
\end{equation*}
$$

Introduce the notation

$$
\begin{gathered}
\delta H_{i j}=H_{i j}\left(X^{T}\right)-H_{i j}\left(\bar{X}^{T}\right)=H_{i j}\left(\Lambda^{T}\right)-H_{i j}\left(\bar{\Lambda}^{T}\right), \\
\delta H=H\left(X^{T}\right)-H\left(\bar{X}^{T}\right)=H\left(\Lambda^{T}\right)-H\left(\bar{\Lambda}^{T}\right) .
\end{gathered}
$$

Then ( below we use the more detailed notation $H\left(X^{x_{0}, T}\right)$ for $H\left(X^{T}\right)$ et al. if $X(0)=$ $\left.x_{0}=x_{0}(T)\right)$

$$
\begin{equation*}
H\left(X^{x_{0}, T}\right)=H\left(\bar{X}^{x_{0}, T}\right)+\delta H=H\left(\bar{X}^{x_{0}, T}\right)\left[E+H^{-1}\left(\bar{X}^{x_{0}, T}\right) \delta H\right] . \tag{4.29}
\end{equation*}
$$

A sufficient condition for existence of the inverse matrix $\left[E+H^{-1}\left(\bar{X}^{x_{0}, T}\right) \delta H\right]^{-1}$ consists in the inequality

$$
\begin{equation*}
\left\|H^{-1}\left(\bar{X}^{x_{0}, T}\right) \delta H\right\| \leq q<1 \tag{4.30}
\end{equation*}
$$

which is fulfilled with some probability depending on $T$ and $x_{0}$. Under (4.30) we get from (4.29):

$$
\begin{equation*}
H^{-1}\left(X^{x_{0}, T}\right)=H^{-1}\left(\bar{X}^{x_{0}, T}\right)+\sum_{k=1}^{\infty}\left[H^{-1}\left(\bar{X}^{x_{0}, T}\right) \delta H\right]^{k} H^{-1}\left(\bar{X}^{x_{0}, T}\right) \tag{4.31}
\end{equation*}
$$

and therefore the norm of

$$
\begin{equation*}
\delta\left(H^{-1}\right):=\sum_{k=1}^{\infty}\left[H^{-1}\left(\bar{X}^{x_{0}, T}\right) \delta H\right]^{k} H^{-1}\left(\bar{X}^{x_{0}, T}\right) \tag{4.32}
\end{equation*}
$$

is small enough if $\left\|H^{-1}\left(\bar{X}^{x_{0}, T}\right)\right\|$ is bounded and $\|\delta H\|$ is small enough. We emphasize that (4.31) and (4.32) take place if (4.30) is valid.
Let $\left\|I^{-1}(\theta)\right\|=K$ (we recall that the matrix $I(\theta)$ is deterministic and positively definite). If we take $x_{0}(T)=\left|x_{0}(T)\right| \lambda_{0}$ with a fixed vector $\lambda_{0}$, then due to (3.6), we get

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left\{\left\|H^{-1}\left(\bar{X}^{x_{0}, T}\right)\right\| \leq 2 K\right\}=\lim _{T \rightarrow \infty} P\left\{\left\|H^{-1}\left(\bar{\Lambda}^{\lambda_{0}, T}\right)\right\| \leq 2 K\right\}=1 \tag{4.33}
\end{equation*}
$$

Introduce the notation

$$
\delta \Lambda_{t}=\Lambda_{t}^{x_{0}}-\bar{\Lambda}_{t}^{\lambda_{0}}, \delta B_{t}^{+}=B^{+}\left(\Lambda_{t}^{x_{0}}\right)-B^{+}\left(\bar{\Lambda}_{t}^{\lambda_{0}}\right)
$$

According to Lemma 4.4 and condition $\left(\mathrm{C}_{4}\right)$, the following equations hold for $\left|x_{0}(T)\right| \leq$ $\exp (-\delta T)$ :

$$
\begin{equation*}
P\left\{\lim _{T \rightarrow \infty} \sup _{0 \leq t \leq T}\left|\delta \Lambda_{t}\right| \rightarrow 0\right\}=1, P\left\{\lim _{T \rightarrow \infty} \sup _{0 \leq t \leq T}\left|\delta B_{t}^{+}\right| \rightarrow 0\right\}=1 . \tag{4.34}
\end{equation*}
$$

Thus

$$
\begin{gather*}
\delta H_{i j}=H_{i j}\left(\Lambda^{x_{0}, T}\right)-H_{i j}\left(\bar{\Lambda}^{\lambda_{0}, T}\right)  \tag{4.35}\\
=\frac{1}{2 T} \int_{0}^{T}\left(\left(A_{i}^{*} B^{+}\left(\Lambda_{t}^{x_{0}}\right) A_{j}+A_{j}^{*} B^{+}\left(\Lambda_{t}^{x_{0}}\right) A_{i}\right) \Lambda_{t}^{x_{0}}, \Lambda_{t}^{x_{0}}\right) d t \\
-\frac{1}{2 T} \int_{0}^{T}\left(\left(A_{i}^{*} B^{+}\left(\bar{\Lambda}_{t}^{\lambda_{0}}\right) A_{j}+A_{j}^{*} B^{+}\left(\bar{\Lambda}_{t}^{\lambda_{0}}\right) A_{i}\right) \bar{\Lambda}_{t}^{\lambda_{0}}, \bar{\Lambda}_{t}^{\lambda_{0}}\right) d t \\
=\frac{1}{2 T} \int_{0}^{T}\left(\left(A_{i}^{*} \delta B_{t}^{+} A_{j}+A_{j}^{*} \delta B_{t}^{+} A_{i}\right) \Lambda_{t}^{x_{0}}, \Lambda_{t}^{x_{0}}\right) d t \\
+\frac{1}{2 T} \int_{0}^{T}\left(\left(A_{i}^{*} B^{+}\left(\bar{\Lambda}_{t}^{\lambda_{0}}\right) A_{j}+A_{j}^{*} B^{+}\left(\bar{\Lambda}_{t}^{\lambda_{0}}\right) A_{i}\right)\left(\Lambda_{t}^{x_{0}}+\bar{\Lambda}_{t}^{\lambda_{0}}\right), \delta \Lambda_{t}\right) d t .
\end{gather*}
$$

Making use of (4.32)-(4.35), we obtain the following result.
Lemma 4.5. Let the $S D E$ (4.6) be stable, $\delta$ be an arbitrary small positive number, and

$$
\left|x_{0}(T)\right| \leq e^{-\delta T} .
$$

Then

$$
\begin{equation*}
P\left\{\lim _{T \rightarrow \infty}\|\delta H\|=0\right\}=1, P\left\{\lim _{T \rightarrow \infty} H\left(X^{x_{0}, T}\right)=I(\theta)\right\}=1, P\left\{\lim _{T \rightarrow \infty}\left\|\delta\left(H^{-1}\right)\right\|=0\right\}=1 . \tag{4.36}
\end{equation*}
$$

In particular

$$
\lim _{T \rightarrow \infty} P\left\{H^{+}\left(X^{x_{0}, T}\right)=H^{-1}\left(X^{x_{0}, T}\right)\right\}=1 .
$$

Let us return to the formula (4.28). We have

$$
\begin{gathered}
\sum_{j=1}^{k} H_{i j}\left(X^{x_{0}, T}\right) \hat{\theta}_{j}=\frac{1}{T} \int_{0}^{T}\left(B^{+}\left(X_{t}\right) A_{i} X_{t}, d X_{t}-A_{0} X_{t} d t\right) \\
=\frac{1}{T} \int_{0}^{T}\left(B^{+}\left(X_{t}\right) A_{i} X_{t}, \sum_{j=1}^{k} A_{j} \theta_{j} X_{t} d t+\varphi\left(X_{t}\right) d t+\sum_{r=1}^{q} \sigma_{r} X_{t} d w_{r}(t)+\sum_{r=1}^{q} \psi_{r}\left(X_{t}\right) d w_{r}(t)\right) \\
=\sum_{j=1}^{k} H_{i j}\left(X^{x_{0}, T}\right) \theta_{j}+\frac{1}{T} \int_{0}^{T}\left(B^{+}\left(X_{t}\right) A_{i} X_{t}, \sum_{r=1}^{q} \sigma_{r} X_{t} d w_{r}(t)\right)
\end{gathered}
$$

$$
+\frac{1}{T} \int_{0}^{T}\left(B^{+}\left(X_{t}\right) A_{i} X_{t}, \varphi\left(X_{t}\right) d t+\sum_{r=1}^{q} \psi_{r}\left(X_{t}\right) d w_{r}(t)\right) .
$$

Thus

$$
\sqrt{T} H\left(X^{x_{0}, T}\right)(\hat{\theta}-\theta)=\zeta(T)+\xi(T),
$$

where

$$
\begin{gathered}
\zeta_{i}(T)=\frac{1}{\sqrt{T}} \int_{0}^{T}\left(B^{+}\left(X_{t}\right) A_{i} X_{t}, \sum_{r=1}^{q} \sigma_{r} X_{t} d w_{r}(t)\right) \\
\xi_{i}(T)=\frac{1}{\sqrt{T}} \int_{0}^{T}\left(B^{+}\left(X_{t}\right) A_{i} X_{t}, \varphi\left(X_{t}\right) d t+\sum_{r=1}^{q} \psi_{r}\left(X_{t}\right) d w_{r}(t)\right), i=1, \ldots, k .
\end{gathered}
$$

Due to Lemma 4.1, $\xi(T) \rightarrow 0$ in probability as $T \rightarrow \infty$ (the proof is the same as in the one-dimensional case).
Further we have

$$
E \zeta(T) \zeta^{\top}(T)=E H\left(X^{x_{0}, T}\right)
$$

According to Lemma 4.5, $H\left(X^{x_{0}, T}\right) \rightarrow I(\theta)$ as $T \rightarrow \infty$. These facts and results from [5] imply the following theorem.

Theorem 4.1. Let the conditions $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$ hold. Let the equation of first order variation (4.6) be stable and $\delta$ be an arbitrary small positive number. Then the estimator

$$
\hat{\theta}=\frac{1}{T} H^{+}\left(X^{x_{0}(T), T}\right) V\left(X^{x_{0}(T), T}\right)
$$

with $X(0)=x_{0}(T)$ satisfying the condition

$$
\begin{equation*}
\left|x_{0}(T)\right| \leq e^{-\delta T} \tag{4.37}
\end{equation*}
$$

has the property

$$
\mathcal{L}\left(\sqrt{T} I^{1 / 2}(\theta)(\hat{\theta}-\theta)\right) \rightarrow \mathcal{N}\left(0,1_{k}\right) \text { as } T \rightarrow \infty
$$

where $1_{k}$ is the unit $k \times k$ matrix and $I(\theta)$ is defined by (3.6).
Remark 4.2. Theorem 4.1 allows to propose an "almost" asymptotically efficient estimator if the initial condition $x_{0}=x_{0}(T)$ satisfies the condition

$$
\begin{equation*}
x_{0}(T) \rightarrow 0 \text { as } T \rightarrow \infty, \tag{4.38}
\end{equation*}
$$

which is essentially weaker than (4.37).
Let the system (4.6) be stable. Then there exists a homogeneous of order $p>0$, positive for $x \neq 0$ function $V(x)$ such that for some $c>0, \rho>0$ the inequality $L V \leq-c V$ is valid for $|x| \leq \rho$, where $L$ is the generator of the nonlinear $\operatorname{SDE}$ (4.1). Let $\left|x_{0}(T)\right|<\rho$ and $\tau=\tau^{x_{0}(T)}$ be an exit time of $X^{x_{0}(T)}$ from the ball $|x| \leq \rho$. Clearly, $\tilde{V}\left(t, X^{x_{0}(T)}(t)\right):=$ $e^{c t} V\left(X^{x_{0}(T)}(t)\right)$ is a local supermartingale.
We have for some $K>0$ and any $t \geq 0$

$$
\begin{align*}
& P\left\{\left|X^{x_{0}}(t)\right|^{p} e^{c t} \geq K\right\}=P\left\{\left(\left|X^{x_{0}}(t)\right|^{p} e^{c t} \geq K\right) \cap(\tau<t)\right\}  \tag{4.39}\\
& \quad+P\left\{\left(\left|X^{x_{0}}(t)\right|^{p} e^{c t} \geq K\right) \cap(\tau \geq t)\right\}=P(A)+P(B)
\end{align*}
$$

Let $k_{1}|x|^{p} \leq V(x) \leq k_{2}|x|^{p}$. We get

$$
\begin{gather*}
P(A) \leq P\left(\tau^{x_{0}(T)}<t\right)=P\left\{\sup _{0 \leq s \leq t}\left|X^{x_{0}(T)}(s)\right| \geq \rho\right\}  \tag{4.40}\\
\leq \frac{1}{k_{1} \rho^{p}} E V\left(X^{x_{0}(T)}(\tau \wedge t)\right) \leq \frac{1}{k_{1} \rho^{p}} V\left(x_{0}(T)\right)
\end{gather*}
$$

Further

$$
\begin{gather*}
P(B) \leq P\left\{\left|X^{x_{0}(T)}(\tau \wedge t)\right|^{p} e^{c(\tau \wedge t)} \geq K\right\} \leq P\left\{V\left(X^{x_{0}(T)}(\tau \wedge t)\right) e^{c(\tau \wedge t)} \geq k_{2} K\right\}  \tag{4.41}\\
\leq \frac{1}{k_{2} K} E V\left(X^{x_{0}(T)}(\tau \wedge t)\right) e^{c(\tau \wedge t)} \leq \frac{1}{k_{2} K} V\left(x_{0}(T)\right)
\end{gather*}
$$

From (4.39)-(4.41) we obtain that for $x_{0}(T)$ satisfying (4.38), $0<\gamma<c$, and $N>1$

$$
\lim _{T \rightarrow \infty} P\left\{\left|X^{x_{0}(T)}(T / N)\right|<e^{-\gamma T}\right\}=1
$$

Now we can use the estimator of Theorem 4.1 on the time interval $[T / N, T]$. Thus, the following result is valid.

Proposition 4.1. Let the initial condition for the nonlinear SDE (4.1) satisfy the condition (4.38) and $T$ be an observation time. For arbitrary $N>1$, denote by $\hat{\theta}_{[T / N, T]}$ the estimator based on the solution of (4.1) on the interval $[T / N, T]$ with the initial condition $X(T / N)=X^{x_{0}(T)}(T / N)$ and defined by

$$
\hat{\theta}_{[T / N, T]}=\frac{1}{T(1-1 / N)} H^{+}\left(X^{X(T / N),[T / N, T]}\right) V\left(X^{X(T / N),[T / N, T]}\right) .
$$

Then

$$
\mathcal{L}\left(\sqrt{T(1-1 / N)} I^{1 / 2}(\theta)(\hat{\theta}-\theta)\right) \rightarrow \mathcal{N}\left(0,1_{k}\right) \text { as } T \rightarrow \infty
$$

It means that for $T \rightarrow \infty$ the asymptotic efficiency of estimator $\hat{\theta}_{[T / N, T]}$ with respect to the quadratic loss function is $(N-1) / N$.

## 5. Example. Stochastic oscillator

Consider the estimation problem of parameter $\theta$ in the system

$$
\begin{gather*}
d X_{1}=X_{2} d t  \tag{5.1}\\
d X_{2}=-\left(a^{2} \sin X_{1}+\theta X_{2}\right) d t+\sigma_{1} X_{1} d w_{1}(t)+\sigma_{2} X_{2} d w_{2}(t)
\end{gather*}
$$

The equation of the first order variation for (5.1) has the form

$$
\begin{gather*}
d \bar{X}_{1}=\bar{X}_{2} d t  \tag{5.2}\\
d \bar{X}_{2}=-\left(a^{2} \bar{X}_{1}+\theta \bar{X}_{2}\right) d t+\sigma_{1} \bar{X}_{1} d w_{1}(t)+\sigma_{2} \bar{X}_{2} d w_{2}(t) .
\end{gather*}
$$

We assume that $\sigma_{1} \neq 0, \sigma_{2} \neq 0$. The matrix $B^{+}(\lambda)$ is equal to

$$
B^{+}(\lambda)=\left[\begin{array}{cc}
0 & 0 \\
0 & \left(\sigma_{1}^{2} \lambda_{1}^{2}+\sigma_{2}^{2} \lambda_{2}^{2}\right)^{-1}
\end{array}\right]
$$

and all the conditions $\left(\mathrm{C}_{1}\right)-\left(\mathrm{C}_{4}\right)$ are fulfilled (while the condition $\left(\mathrm{C}_{5}\right)$ is not valid).
We have

$$
\begin{equation*}
\hat{\theta}=-\left(\int_{0}^{T} \frac{X_{2}^{2}}{\sigma_{1}^{2} X_{1}^{2}+\sigma_{2}^{2} X_{2}^{2}} d t\right)^{-1} \cdot\left(\int_{0}^{T} \frac{a^{2} X_{1} X_{2}}{\sigma_{1}^{2} X_{1}^{2}+\sigma_{2}^{2} X_{2}^{2}} d t+\int_{0}^{T} \frac{X_{2} d X_{2}}{\sigma_{1}^{2} X_{1}^{2}+\sigma_{2}^{2} X_{2}^{2}}\right) \tag{5.3}
\end{equation*}
$$

If it is known that $\theta \geq \theta_{0}>0$ and $\sigma_{1}, \sigma_{2}$ are comparatively small, then the trivial solution of the system (5.2) is stable in probability. Due to Lemma 4.1 and Theorem 4.1, the initial data $X(0)=x_{0}(T)$ can be chosen as (here $\alpha=1$ )

$$
0<\left|x_{0}(T)\right| \leq e^{-\delta t}
$$

where $\delta>0$ is an arbitrary constant.
Remark 5.1. Consider a model of physical pendulum with unknown damping $\theta$ subject to a random perturbation by the white Gaussian noise of intensity $\sigma$. The equation of motion for this model has the form

$$
\begin{equation*}
\ddot{X}+a^{2} \sin X+(\theta+\sigma \dot{w}) \dot{X}=0 \tag{5.4}
\end{equation*}
$$

It is natural to treat this equation as an Ito SDE in the form (5.1) with $X=x_{1}, x_{2}=\dot{X}$ and $\sigma_{1}=0$. The only nonzero element of the matrix $B^{+}(\lambda)$ is equal to $\sigma_{2}^{-2} \lambda_{2}^{-2}$ if $\lambda_{2} \neq 0$, and it is equal to 0 if $\lambda_{2}=0$. Thus the condition $\left(\mathrm{C}_{4}\right)$ is not valid. The expression for $\hat{\theta}$ has the form

$$
\begin{equation*}
\hat{\theta}=-\frac{1}{T} \int_{0}^{T} \frac{a^{2} X_{1} d t+d X_{2}}{X_{2}} \tag{5.5}
\end{equation*}
$$

It is easy to see that the integral in (5.5) does not converge and therefore the estimator (5.5) has no sense. But the nonlinear estimator

$$
\hat{\theta}=-\frac{1}{T} \int_{0}^{T} \frac{a^{2} \sin X_{1} d t+d X_{2}}{X_{2}}
$$

has sense because $a^{2} \sin X_{1} d t+d X_{2}=-\theta X_{2} d t+\sigma_{2} X_{2} d w_{2}(t)$.
Moreover, as

$$
\hat{\theta}=\theta-\frac{\sigma_{2}}{T} w(T)
$$

this estimator is asymptotically efficient. So we see that sometimes it is possible to create the efficient estimator even in a situation when the condition $\left(\mathrm{C}_{4}\right)$ is not valid.
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