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Abstract. The time step truncation error in direct simulation Monte Carlo calcu-

lations is found to be O(�t2) for a variety of simple �ows, both transient and steady

state. The measured errors in the transport coe�cients (viscosity, thermal conduc-

tivity, and self-di�usion) are in good agreement with predictions from Green-Kubo

analysis (N. Hadjiconstantinou, Phys. Fluids, submitted 1999).
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1. Introduction

The direct simulation Monte Carlo (DSMC) algorithm is a stochastic method that solves

the Boltzmann equation by replacing the distribution function with a representative set

of particles. As a computational tool, DSMC has been extremely successful in the study

of rare�ed gas �ows, and more recently, for nanoscale problems. We refer to [1] for a

tutorial on DSMC and to [4] for a complete reference on the method.

In DSMC the state of the system is given by the positions and velocities of the particlesn
ri = (xi; yi; zi) ; vi = (vxi ; v

y
i ; v

z
i )
o
; i = 1; : : : ; N :

First, the particles are moved as if they did not interact, that is, their positions are

updated to

ri + vi�t ;

where �t is the time step. A particle that reaches a boundary of the system has its

position and velocity adjusted according to the imposed boundary condition (e.g., at a

periodic boundary the particle's position is replaced with its periodic re�ection). Second,

after all particles have moved, a given number are randomly selected for collisions. These

two steps, free motion and collisions, are repeated for the desired number of iterations.

Particles are randomly selected as collision partners with the restriction that their

mean separation be a fraction of a mean free path. This restriction is enforced by sorting

the particles into cells and during a time step only permitting collisions among particles

in the same cell. The probability of selecting a given pair is a function of the relative speed

between the particles, as given by kinetic theory. DSMC evaluates individual collisions

stochastically, conserving momentum and energy and selecting the post-collision angles

from their kinetic theory distributions. For example, for hard spheres the center of mass

velocity and relative speed are conserved in the collision,

v
�

i =
vi + vj

2
+ e

kvi � vjk
2

; v
�

j =
vi + vj

2
� e

kvi � vjk
2

;

with the direction e of the relative velocity uniformly distributed in the unit sphere. The

�no time counter� (NTC) method is used to determine the number of collisions that occur

in each cell during a time step.

The algorithm depends on three numerical parameters � the number of simulation

particlesN ; the cell size�x ; and the time step�t :The behaviour of the DSMC algorithm

for N ! 1 was investigated in [12], where convergence to a discretized version of the

Boltzmann equation was established. The problem of cell size dependence was considered

in [2], where it was shown that the truncation error in the transport coe�cients was

O(�x2) with explicit expressions obtained for the viscosity and thermal conductivity.

The purpose of this paper is to study e�ects of the time step on the accuracy of the

computed quantities, and to illustrate second order of the time step error. In Section 2

we recall some theoretical results from the literature. In Section 3 we introduce some

test con�gurations for measuring the time step error. In Section 4 results of numerical

experiments are presented. Finally, some concluding remarks are given.
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2. Previous results

The Boltzmann equation for monoatomic rare�ed gases has the form

@

@t
f(t; r;v) + (v;rr) f(t; r;v) = (2.1)Z
R3

dw

Z
S2

deB(v;w; e)
h
f(t; r;v�) f(t; r;w�)� f(t; r;v) f(t; r;w)

i

with some initial condition f(0; r;v) = f0(r;v) : The collision transformation is de�ned

as

v
� =

v +w

2
+ e

kv�wk
2

; w
� =

v +w

2
� e

kv�wk
2

; e 2 S2 ;

where S2 denotes the unit sphere. The hard spheres collision kernel has the form

B(v;w; e) = const kw � vk :

Here we mention some results concerning the convergence behaviour of various stochas-

tic particle schemes related to the Boltzmann equation (see also [13], [10] and references

therein).

Convergence of the DSMC algorithm with respect to the number of particles was

studied in [12]. The limiting behaviour of the particle system is described by a discretized

version of the Boltzmann equation consisting of an equation related to the free �ow step,

@

@t
f
(1)

k (t; r;v) + (v;rr) f
(1)

k (t; r;v) = 0 ; (2.2)

f
(1)

k (tk; r;v) = f
(2)

k�1(tk; r;v) ; k = 1; 2; : : : ;

f
(1)

0 (0; r;v) = f0(r;v) ;

and an equation related to the collision step

@

@t
f
(2)

k (t; r;v) =

Z
D

dr0
Z
R3

dw

Z
S2

deh(r; r0)B(v;w; e) (2.3)h
f
(2)

k (t; r;v�) f (2)k (t; r0;w�)� f
(2)

k (t; r;v) f (2)k (t; r0;w)
i
;

f
(2)

k (tk; r;v) = f
(1)

k (tk+1; r;v) :

The functions f
(1)

k ; f
(2)

k are de�ned on the time intervals [tk; tk+1] ; where tk = k�t : The
computational domain (position space) is D � R3 : The function h depends on the cell

structure and tends to the Dirac function when the cell size �x tends to zero.

For the Nanbu algorithm and some of its modi�cations the limiting behaviour of

the particle system for large particle numbers was established in [3]. Similar equations

occur with the only di�erence that at the right-hand side of (2.3) the t is replaced by tk :

This is due to the fact that recollisions are excluded.

This apparently harmless change of the equation related to the collision step has an

important consequence for the time step error of the stochastic particle scheme. Due to
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Figure 1: Schematic illustrating the system geometry.

a result from [5], the solutions of the system of equations (2.2), (2.3) approximate the

solution to the Boltzmann equation (2.1) with the order O(�t2) (for vanishing cell size).

Thus, the time step error is expected to be of second order for DSMC, while it is only of

�rst order for Nanbu's scheme (see also [7, Ch.10, p.290]). In the steady state case we are

not aware of any similar theoretical results concerning the time step error.

Recently it has been claimed [11] that the result from [5] is incorrect. We will investi-

gate the problem of time step error numerically, both in the transient and in the steady

state case. Note that convergence of the stationary distribution of the DSMC particle

system (without time splitting) to a molli�ed stationary Boltzmann equation was studied

in [6].

3. Estimates of Truncation Error

This section describes the various simulations that were performed and the di�erent func-

tionals that were measured to estimate the time step truncation error.

The system we consider is rectangular with length L, volume V and cross-section

A = V=L (see Figure 1). The boundary conditions at x = �L=2 are thermal walls with

�xed temperatures T� and y-velocities u
y
�. A particle that strikes a thermal wall has

its velocity replaced with a random value generated from the biased Maxwell-Boltzmann

distribution in the frame of reference of the wall. Particles that strike a wall are marked

as tagged (Ci = 1) with probability C� ; and untagged (Ci = 0) with probability 1�C� :

Dynamically the tagged and untagged particles are identical. The boundaries in the other

directions are taken to be periodic. We will study three problems,

� Couette �ow (u
y
+ 6= u

y
�; T+ = T� ; C+ = C� ),

� heat �ow (uy+ = uy�; T+ 6= T� ; C+ = C� ), and

� tagged particle di�usion (u
y
+ = u

y
�; T+ = T� ; C+ 6= C� ).

The transport of the fundamental conserved quantities (momentum, energy, and mass)

may be measured in these �ows.

The system contains N hard sphere particles of mass m and diameter � : The mean

free path for hard spheres is � = (
p
2��2n)�1, where n is the number density; �0 is the
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reference mean free path at the reference density n0 = N=V . At the reference temperature,

T0, the most probable thermal speed is �v0 =
p

2kT0=m, which we use to de�ne the

reference time t0 = �0=�v0.

We introduce three sets of functionals measured in the simulations. One set is related

to momentum, the others to energy and concentration.

The �rst momentum functional is

F v
1� =

1

A(tf � ti)

X
impacts

h
(mvyi )

0 �mv
y
i

i

where the sum is over all particle impacts with the wall at �L=2 during the time interval

[ti; tf] ; the unprimed and primed denote before and after the particle's impact with the

wall. The functional F v
1� is the time-averaged change in momentum per unit area for

particles striking a wall, which, by the momentum-impulse theorem, gives the drag force

per unit area on the wall. The viscosity of the gas may be de�ned as the ratio of this force

to the velocity gradient so F v
1� is directly related to this transport coe�cient. Formally,

this functional is de�ned as

F v
1� =

1

A(kf � ki)�t

kfX
k=ki

NX
i=1

h
(mvyi )

0 �mvyi

i
H(�L=2 � (xi + vxi �t)) (3.1)

where ki = ti=�t is the �rst iteration for which statistics are measured and kf = tf=�t is
the total number of iteration steps. The Heaviside step function H selects those particles

that strike the thermal wall at x = �L=2 during iteration k.

The second functional is

F v
2 =

1

A(tf � ti)

X
cross

mvyi sign(v
x
i )

where the sum is over all particles that cross the plane x = 0. Formally, this may be

written as

F v
2 =

1

A(kf � ki)�t

kfX
k=ki

NX
i=1

mv
y
i

h
H(�xi)H(xi + vxi �t)�H(xi)H(�xi � vxi �t)

i
: (3.2)

This functional is the parallel momentum �ux per unit time and its ratio with the

velocity gradient gives the viscosity.

Because momentum is conserved in collisions, the functionals F1� and F2 are closely

linked. At the steady state the momentum �ux must be constant across the system so

F v
1+ = F v

1� = F v
2 as �x! 0 ; �t! 0 ; and tf !1 :

The third functional is the y-component of the average �uid velocity extrapolated

to the thermal wall boundaries

F v
3� = lim

x!�L=2
uy(x) : (3.3)

This �uid velocity is measured in cells as

uy(x) =
hvyi i
h1i : (3.4)
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For the steady state calculations, the average cell sum of some quantity Q(vi) is
de�ned as

hQ(vi)i = 1

kf � ki

kfX
k=ki

NX
i=1

Q(vi)H(xi � (x� 1
2
�x))H((x+ 1

2
�x)� xi) (3.5)

with statistical samples taken at the conclusion of each iteration starting with iteration ki
and ending with kf . The Heaviside functions serve to select the particles in a cell centered

between x� 1
2
�x and x+ 1

2
�x. For the transient calculations, the average cell sum is

de�ned as

hQ(vi)i = 1

Ne

NeX
k=1

NX
i=1

Q(vi)H(xi � (x� 1
2
�x))H((x+ 1

2
�x)� xi) (3.6)

where Ne is the number of runs averaged together in the ensemble and statistical samples

are only taken on the last iteration of each run in the ensemble.

We de�ne three energy functionals similar to those de�ned above for momentum.

The �rst is (cf. (3.1))

F e
1� =

1

A(kf � ki)�t

kfX
k=ki

NX
i=1

h
(
1

2
mv2

i )
0 � 1

2
mv2

i

i
H(�L=2 � (xi + vxi �t)) (3.7)

and the second functional is (cf. (3.2))

F e
2 =

1

A(kf � ki)�t

kfX
k=ki

NX
i=1

1

2
mv2

i

h
H(�xi)H(xi + vxi �t)�H(xi)H(�xi � vxi �t)

i
: (3.8)

Finally, the third energy functional is the temperature of the gas extrapolated to the

thermal wall boundaries

F e
3� = lim

x!�L=2
T (x) : (3.9)

The temperature is measured in cells as

T (x) =
m

3k

hjvij2i � hvxi i2 � hvyi i2 � hvzi i2
h1i (3.10)

where the cell sum average is de�ned by equation (3.5) for steady state calculations and

by (3.6) for transient calculations.

As with momentum and energy, the di�usion of tagged particles is measured by

the functionals

F c
1� =

1

A(kf � ki)�t

kfX
k=ki

NX
i=1

h
Ci
0 � Ci

i
H(�L=2 � (xi + vxi �t)) (3.11)

and

F c
2 =

1

A(kf � ki)�t

kfX
k=ki

NX
i=1

Ci

h
H(�xi)H(xi + vxi �t)�H(xi)H(�xi � vxi �t)

i
(3.12)
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which give the �uxes of tagged particles at the walls and in the center of the system,

respectively.

The estimated fractional truncation error for some functional F is de�ned as

E(�t) =
jF (�t)� F (�t0)j

jF (�t0)j (3.13)

where �t0 is the reference time step. Ideally, one would wish to evaluate the exact error,

Ee(�t) =
jF (�t)� F (0)j

jF (0)j :

Assuming the error is monotonic in �t (e.g., F (�t) > F (�t0)) then

E(�t) =
jF (0)j
jF (�t0)j

h
Ee(�t)� Ee(�t0)

i
= Ee(�t)

jF (0)j
jF (�t0)j

h
1� Ee(�t0)

Ee(�t)

i
:

Therefore E(�t) and Ee(�t) show the same convergence behaviour provided that Ee(�t0)
is su�ciently small compared with Ee(�t) : For the results presented here �t0 =

1
8
t0 and

�t = 1
2
t0; : : : ; 16t0 so �t0 � 1

4
�t ; which is su�cient for our purposes.

The time step dependence of the transport coe�cients may be predicted usingGreen-

Kubo analysis (N. G. Hadjiconstantinou, �Analysis of discretization in the direct simu-

lation Monte Carlo�, Phys. Fluids, submitted, 1999). For the viscosity,

� = �K

�
1 +

32

150�

�v20�t
2

�20

�
where �K is the kinetic theory expression for the viscosity as given by Chapman-Enskog

analysis. Similarly, for the thermal conductivity,

� = �K

�
1 +

64

675�

�v20�t
2

�20

�
and self-di�usion coe�cient,

D = DK

�
1 +

4

27�

�v20�t
2

�20

�
:

Note that the results for viscosity and thermal conductivity are similar to those obtained

by Green-Kubo analysis for the cell size dependence [2] with �x replaced by �v0�t. Inter-
estingly, there is no corresponding cell size truncation error for the self-di�usion coe�cient.

For weak gradients, the measured functionals are related to the transport coe�cients

as

Ev
1+(�t) = Ev

1�(�t) = Ev
2 (�t) =

j�(�t)� �(�t0)j
j�(�t0)j =

32

150�

�v20�t
2

�20
(3.14)

Ee
1+(�t) = Ee

1�(�t) = Ee
2(�t) =

j�(�t)� �(�t0)j
j�(�t0)j =

64

675�

�v20�t
2

�20
(3.15)

Ec
1+(�t) = Ec

1�(�t) = Ec
2(�t) =

jD(�t)�D(�t0)j
jD(�t0)j =

4

27�

�v20�t
2

�20
(3.16)

in the limit �t0 ! 0, �x ! 0 and N ! 1. As shown in the next section, the results

from the simulations are in good agreement with these Green-Kubo predictions.
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4. Simulation Results

This section presents the estimated truncation errors discussed in the previous section

as measured in a variety of scenarios. For evaluating collisions and measuring statistical

samples, the particles are sorted into cells of width�x and cross-section A. For the results

presented here, L = 50�0, N = 50000, and �x = �0=5 : Previous studies indicate that

this cell size is su�ciently small [2] and the particle number su�ciently large [9], [8] that

for our purposes the error with respect to �x and N may be neglected. The numerical

values of the physical quantities are scaled such that m = 1, �0 = 1, T0 = 1, and t0 = 1.

The following problems are considered (cf. Figure 1)

(1) Steady state Couette �ow with uy� = �0:2�v0, T� = T0, and C� = 0 ;

(2) Steady state Couette �ow with uy� = ��v0, T� = T0, and C� = 0 ;

(3) Transient Couette �ow with u
y
� = ��v0, T� = T0, and C� = 0 ;

(4) Steady state heat �ow with u
y
� = 0, T� = 1:2T0, T+ = T0, and C� = 0 ;

(5) Steady state heat �ow with u
y
� = 0, T� = 2T0, T+ = T0, and C� = 0 ;

(6) Transient heat �ow with uy� = 0, T� = 3T0, T+ = T0, and C� = 0 ;

(7) Steady state tagged particle di�usion with uy
� = 0, T� = T0, C� = 0, and C+ = 0:1 :

For the steady state scenarios the system is initialized with a density, velocity and

temperature near the steady state. The simulation is run for a time of ti = 25600t0 before
statistical sampling initiates; samples are taken until the �nal time of tf = 102400t0. For
comparison, the viscous relaxation time is

t� =
mn0L

2

2�0
=

8L2

5
p
��0�v0

� 2260t0 ; (4.1)

where �0 is the viscosity at the reference state.

For the transient runs the gas is initialized to be at thermodynamic equilibriumwith

the reference temperature, constant density and average velocity zero. The simulation

runs up to a stopping time of

tS = 16t0 (4.2)

and a statistical sample is taken to measure the �uid velocity uy(x) and the temperature

T (x) (cf. (3.4), (3.10)). An ensemble of 10000 runs is performed and the samples from

the ensemble are combined to compute F v
3� and F e

3� (cf. (3.3), (3.9)).

4.1. Steady state Couette �ow (weak gradient)

The �rst scenario we consider is steady state Couette �ow with a weak velocity gradient

(uy� = �0:2�v0). Because the system is symmetric about x = 0, we de�ne the averages (cf.
(3.13), (3.1), (3.7))

Ev
1 =

Ev
1+ + Ev

1�

2
; Ee

1 =
Ee

1+ + Ee
1�

2
: (4.3)
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Figure 2: Estimated truncation error in the wall drag force, Ev
1 , versus time step for

steady state Couette �ow. The solid line is given by equation (3.14) and the dashed line

by equation (4.4).

Figures 2 and 3 show that the fractional truncation error in the drag force, Ev
1 , and in

the momentum �ux, Ev
2 , (cf. (3.13), (3.2)) go as �t2 except at the largest time steps.

Moreover, the truncation error is in good quantitative agreement with equation (3.14).

The maximum error in the momentum transport is limited by the �ux in the colli-

sionless limit. In this limit the velocity distribution function is the sum of two half-

Maxwellians with mean velocities u
y
� and temperatures T� (see Appendix). For the mo-

mentum �ux, one obtains

~F v
1+ = ~F v

1� = ~F v
2 =

m

2
(n�u

y
��c� � n+u

y
+�c+); (4.4)

where

n� = n0

p
T�p

T+ +
p
T�

; �c� =

r
8kT�
�m

(4.5)

are the number density and mean thermal speed for particles moving away from the wall

located at �L=2. Figures 2 and 3 show that the truncation error deviates from equation

(3.14) as the error saturates to the collisionless limit. Because the velocity gradient is

weak the con�dence intervals for the other measured errors (Ev
3 and Ee

3) are too wide to

establish conclusive results for the time step dependence.
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Figure 3: Estimated truncation error in the parallel momentum �ux, Ev
2 , versus time step

for steady state Couette �ow. The solid line is given by equation (3.14) and the dashed

line by equation (4.4).
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Figure 4: Fluid velocity, uy, versus position for steady state Couette �ow, as measured

in the reference simulation (�t = 1
8
t0) and in the simulation with the largest time step

(�t = 16t0). The left graph shows the entire velocity pro�le; the right graph shows the

pro�le near the wall at x = �L=2 with the solid lines being the curve �ts used to compute

F v
3� :

4.2. Steady state Couette �ow (strong gradient)

Next we consider steady state Couette �ow with a strong velocity gradient (u
y
� = ��v0).

The measured truncation errors Ev
1 and Ev

2 go as �t
2 but the absolute error is about 20%

larger than that predicted by equation (3.14).

Figures 4 and 5 show velocity and temperature pro�les measured in the reference

simulation (�t = �t0 =
1
8
t0) and in the simulation with the largest time step (�t = 16t0).

In Couette �ow the temperature is maximum in the center of the system due to viscous

heating produced by the imposed shear. To evaluate F v
3� and F e

3� (cf. (3.3), (3.9)), these

pro�les were extrapolated to x = �L=2 by taking the data points between x = �L=2 and
�L=4 and �tting them to a quartic polynomial.

Figures 6 and 7 show that the truncation error goes as �t2 except at the largest time

steps. Again, since the system is symmetric about x = 0, we de�ne the averages

Ev
3 =

1

2
(Ev

3+ + Ev
3�) ; Ee

3 =
1

2
(Ee

3+ + Ee
3�) : (4.6)

In the collisionless limit, the velocity and temperature are

~uy =
n�u

y
� + n+u

y
+

n0
(4.7)

and

~T =
n�T� + n+T+

n0
+

m

3k

n+n�

n20
(uy+ � u

y
�)

2 (4.8)

and independent of x. Figures 6 and 7 show that the truncation error saturates to the

collisionless limit for large time steps.
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Figure 5: Temperature, T , versus position for steady state Couette �ow, as measured

in the reference simulation (�t = 1
8
t0) and in the simulation with the largest time step

(�t = 16t0). The left graph shows the entire temperature pro�le; the right graph shows

the pro�le near the wall at x = �L=2 with the solid lines being the curve �ts used to

compute F e
3� :
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Figure 6: Estimated truncation error in the �uid velocity at the walls, Ev
3 , versus time

step for steady state Couette �ow. The solid line has slope �t2 and the dashed line is

obtained from equation (4.7).
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Figure 7: Estimated truncation error in the temperature at the walls, Ee
3, versus time

step for steady state Couette �ow. The solid line has slope �t2 and the dashed line is

obtained from equation (4.8).
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Figure 8: Fluid velocity uy versus position for transient Couette �ow, as measured in

the reference simulation (�t = 1
8
t0) and in the simulation with the largest time step

(�t = 16t0). The left graph shows the entire velocity pro�le; the right graph shows the

pro�le near the wall at x = �L=2 with the solid lines being the curve �ts used to compute

F v
3� :

4.3. Transient Couette �ow

The third case we consider is transient Couette �ow. Figure 8 shows the velocity pro�les

measured in the reference simulation (�t = �t0 = 1
8
t0) and in the simulation with the

largest time step (�t = 16t0). To evaluate F v
3� (cf. (3.3)), these pro�les were extrapolated

to x = �L=2 by taking the data points between x = �L=2 and �L=4 and �tting them to

a quartic polynomial.

Figure 9 shows that the truncation error goes as �t2 except at the largest time steps.

Again, since the system is symmetric about x = 0, we use the de�nition (4.6).

For the collisionless limit, for very long times (tS � t�) the velocity pro�le is given

by equation (4.7). However, for the transient runs presented here we are interested in the

short time behavior (cf. (4.1), (4.2), i.e. tS � t�) for which

~uy(�L=2) = 1

2
u
y
�: (4.9)

In this situation equal numbers of particles are moving towards and away from each wall.

The particles approaching a wall are distributed according to the equilibrium reference

state while those leaving are thermalized with a wall's velocity and temperature. Figure

9 shows that the truncation error saturates to the collisionless limit for large time steps.

14



10
0

10
1

10
−3

10
−2

10
−1

∆ t

E
3v

Collisionless Limit

Figure 9: Estimated truncation error in the �uid velocity at the walls, Ev
3 , versus time step

for transient Couette �ow. The solid line has slope �t2 and the dashed line is obtained

from equation (4.9).
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Figure 10: Estimated truncation error in the heat �ux at the walls, Ee
1, versus time step

for steady state heat �ow. The solid line is given by equation (3.15) and the dashed line

by equation (4.10).

4.4. Steady state heat �ow (weak gradient)

In the next case we examine the walls are stationary but at di�erent temperatures (T� =
1:2T0, T+ = T0) resulting in a heat �ow. The system is not symmetric; though the

temperature gradient is nearly linear there is a density gradient (n / T�1) since at the

steady state the pressure is constant.

The estimated truncation error Ee
1 (cf. (4.3), (3.13), (3.7), (3.8)) versus time step

is shown in Figure 10. Despite the asymmetry, we �nd that the di�erence between

Ee
1+ and Ee

1� is about an order of magnitude smaller than the con�dence interval in

their measurement so we only consider their average, Ee
1. Both Ee

1 and Ee
2 (shown in

Figure 11) go as �t2 and are in good agreement with equation (3.15) except at the

largest time steps where the heat �ux is limited by the collisionless ceiling,

~F e
1+ = ~F e

1� = ~F e
2 =

m�

8
(n��c

3
�
� n+�c

3
+) +

m

4
(n��c�u

y
�

2 � n+�c+u
y
+
2) : (4.10)

Because the temperature gradient is weak the con�dence intervals for error in the temper-

ature at the wall (Ee
3�) are too wide to establish conclusively its time step dependence.
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Figure 11: Estimated truncation error in the heat �ux at the center, Ee
2, versus time step

for steady state heat �ow. The solid line is given by equation (3.15) and the dashed line

by equation (4.10).
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Figure 12: Temperature T versus position for steady state heat �ow, as measured in

the reference simulation (�t = 1
8
t0) and in the simulation with the largest time step

(�t = 16t0). The solid lines in the left �gure are the curve �ts used to compute F e
3�.

4.5. Steady state heat �ow (strong gradient)

This case is similar to the previous one but with a larger temperature di�erence (T� = 2T0,
T+ = T0). The measured truncation errors Ee

1 and Ee
2 go as �t2 but the absolute error is

about 50% larger than that predicted by equation (3.15).

Figure 12 shows the temperature pro�les measured in the reference simulation (�t =
�t0 = 1

8
t0) and in the simulation with the largest time step (�t = 16t0). To evaluate

F e
3�, these temperature pro�les were extrapolated to x = �L=2 by taking the data points

between x = �L=2 and �L=4 and �tting them to a quartic polynomial.

Figure 13 shows that the truncation error goes as �t2 except at the largest time

steps where the error saturates to the collisionless ceiling, as given by equation (4.8).
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dashed lines are obtained from equation (4.8).
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Figure 14: Temperature T versus position for transient heat �ow, as measured in the

reference simulation (�t = 1
8
t0) and in the simulation with the largest time step (�t =

16t0). The left graph shows the entire temperature pro�le; the right graph shows the

pro�le near the wall at x = �L=2 with the solid lines being the curve �ts used to compute

F e
3� :

4.6. Transient heat �ow

The next case we consider is transient heat �ow. Figure 14 shows the temperature

pro�les measured in the reference simulation (�t = �t0 = 1
8
t0) and in the simulation

with the largest time step (�t = 16t0). To evaluate F e
3� (cf. (3.9)), these pro�les were

extrapolated to x = �L=2 by taking the data points between x = �L=2 and �L=4 and

�tting them to a quartic polynomial.

Figure 15 shows that the truncation error goes as �t2 except at the largest time

steps. Again, since the system is symmetric about x = 0, we use the de�nition (4.6). The

collisionless limit, for short times (tS � t�), gives

~T (�L=2) = n�
�
T� + n�+T0

n�� + n�+
+

m

12k

n�+n
�

�

(n�� + n�+)2
(�c� � �c0)

2 (4.11)

where

n�+ =
n0

2
; n�

�
=
n0

2

s
T0

T�
; �c0 =

r
8kT0
�m

: (4.12)

Figure 15 shows that the truncation error saturates to the collisionless limit for large time

steps.
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Figure 15: Estimated truncation error in the temperature at the walls, Ee
3�, versus time

step for transient heat �ow. The solid line has slope �t2 and the dashed line is obtained

from equation (4.11).
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Figure 16: Estimated truncation error in the tagged particle �ux at the walls, Ec
1, versus

time step for steady state tagged particle di�usion. The solid line is given by equation

(3.16) and the dashed line by equation (4.13).

4.7. Steady state tagged particle di�usion

The �nal scenario we consider is the di�usion of tagged particles. Speci�cally, ten percent

of the particles that strike the left wall are tagged (C� = 0:1); all particles striking the

right wall are untagged (C+ = 0). This gradient produces a di�usive �ux of tagged

particles. Figures 16 and 17 show the two estimates for the truncation error in this

�ux, Ec
1 and Ec

2, where E
c
1 = (Ec

1� + Ec
1+)=2 (cf. (3.11), (3.12), (3.13)). The measured

truncation error is in quantitative agreement with equation (3.16) except at the largest

time steps where the �ux saturates to the collisionless limit,

~F c
1+ = ~F c

1� = ~F c
2 =

1

2
(n��c�C� � n+�c+C+) (4.13)
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Figure 17: Estimated truncation error in the tagged particle �ux at the center, Ec
2, versus

time step for steady state tagged particle di�usion. The solid line is given by equation

(3.16) and the dashed line by equation (4.13).
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5. Concluding Remarks

The results from the previous section clearly indicate a time step error of order �t2 ;
when �t ! 0 : This is in agreement with the theoretical results from [5] outlined in

Section 2. Note that consideration of a region near the collisionless limit, where �t is still
too big, may lead to wrong conclusions. Also the Green-Kubo predictions from Section 3

concerning the quantitative behaviour of the error in the transport coe�cients have been

con�rmed.

In the variant proposed in [11], during a single iteration: particles move for a half time

step; collisions are evaluated for a full time step; particles move again for a half time step;

and statistical samples are measured. The accuracy of statistical samples taken between

iteration points may improve because the sampling is time-centered. Otherwise, except

for the �rst and last iteration, the global dynamics is equivalent to standard DSMC.

Our conclusions concerning the time step error apply both to the transient and the

steady state situations. Corresponding analytical results for the steady state case, similar

to those outlined in Section 2, would be of much interest. The problem of time step

error seems to be closely linked to the occurance of recollisions. More detailed studies are

necessary to further clarify this connection.
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Appendix: Collisionless �ow

In this appendix we derive expressions for hydrodynamic quantities (velocity, tempera-

ture, etc.) for a bimodal distribution of half-Maxwellians in the absence of collisions.

Speci�cally, the combined distribution is taken as

nf = n+f+ + n�f� (A.1)

where n = n+ + n� ;

f� =
2�3
�

�3=2
H(�sign(vx)) exp ���2

�
(vx2 + (vy � u

y
�
)2 + vz2)

�
(A.2)

and �� =
p
m=2kT�. Note that n� is the number density of particles moving in the

+x-direction. The analysis here follows that in [4, Ch.7] with some minor generalizations.

The hydrodynamic variables are obtained by integration of moments of the distribution

(A.1). We �rst state some useful general result. Consider arbitrary densities

f0(v) = c f1(v) + (1 � c) f2(v) ; v 2 R3 ; c 2 [0; 1] ;

and denote

mi =

Z
R3

v fi(v) dv ; �2
i =

Z
R3

kv �mik2 fi(v) dv ; i = 0; 1; 2 :

Using the obvious properties

m0 = cm1 + (1 � c)m2 (A.3)

and

�2
i =

Z
R3

kvk2 fi(v) dv � kmik2 ;

one obtains

�2
0 =

Z
R3

kvk2 f0(v) dv � km0k2

= c �2
1 + c km1k2 + (1 � c)�2

2 + (1 � c) km2k2 � km0k2
= c �2

1 + (1 � c)�2
2 + c (1 � c) km1k2 + (1� c) c km2k2 � 2 c (1 � c) (m1;m2)

so that

�2
0 = c �2

1 + (1� c)�2
2 + c (1� c) km1 �m2k2 (A.4)

follows.

From (A.3) one obtains the components of the �uid velocity, by symmetry, ux =
vx = 0 and uz = vz = 0 ; while uy (cf. (4.7)) is just the density weighted average of u

y
+

and u
y
�
. The translational temperature is de�ned as

T =
m

3k

�
vx2 + vy2 + vz2 � vx

2 � vy
2 � vz

2
�
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and, according to (A.4), takes the form (4.8) for the steady state case and (4.11) for the

transient case. Notice that the temperature is increased by the relative velocity of the

two Maxwellian streams since the variance of the distribution increases.

Next we consider the number, momentumand energy �uxes. For simplicitywe evaluate

the one-sided �ux for one stream and compose the total �ux at the last step of the

calculation. The number �ux for the particles moving in the +x direction is (cf. (A.2))

Fn! =

Z
1

0

dvx
Z
1

�1

dvy
Z
1

�1

dvz n�f�v
x =

n�

��
p
�
=
n��c�
2

:

Note that (cf. (4.5)) 1=�� =
p

2kT�=m = �c�
p
�=2 : The net number �ux is thus

Fn = Fn! + Fn =
n��c� � n+�c+

2
: (A.5)

from which we obtain equation (4.13). Similarly, for the y-component of the one-sided

momentum �ux,

Fv! =

Z
1

0

dvx
Z
1

�1

dvy
Z
1

�1

dvz(mvy)n�f�v
x = mu

y
�Fn!

from which we obtain the y-component of the net momentum�ux, equation (4.4). Finally,

the one-sided energy �ux is

Fe! =

Z
1

0

dvx
Z
1

�1

dvy
Z
1

�1

dvz
�
1
2
mv2

�
n�f�v

x

=
m

2

�
1

�2
�

+

�
1

2�2
�

+ u
y
�

2

�
+

1

2�2
�

�
Fn! =

�m

8
n��c

3
�
+
m

4
n��c�u

y
�

2

from which we obtain the net energy �ux, equation (4.10).

Up to this point the number density in each stream has been arbitrary. In the closed

system shown in Figure 1, n� is the number density of particles moving away from the

thermal wall at x = �L=2. At the steady state the number �ux of particles moving left

and right must equal, so (A.5) gives n+�c+ = n��c� : Since n0 = n+ + n�, we obtain (4.5).

Note that the density is higher in the colder stream since the average speed is lower.

On the other hand, for the transient cases the particles approaching the walls are

Maxwellian distributed at the reference density and temperature, n0 and T0. For the wall

at x = �L=2, the density approaching the wall is n�+ = 1
2
n0. Since the total number �ux

at the wall must be zero, (A.5) gives n�
�
= n�+�c0=�c� from which we obtain (4.12).
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