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EDOARDO TRABALDO
Department Microtechnology and Nanoscience
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Göteborg, Sweden 2020

Abstract
This thesis work deals with the investigation of noise properties in cuprate High critical Temperature Super-

conductor (HTS) YBa2Cu3O7−δ (YBCO) nanoscale devices. Here the aim is to get a better understanding of
nanoscale fluctuations in the normal state of HTSs from which superconductivity evolves. The observation of
fluctuations in the electronic properties might offer valuable clues toward the microscopic mechanism leading
to superconductivity in HTSs, which still represent one of the main unsolved problems in solid-state physics.
In this respect, the YBCO nanodevices are implemented as tools to obtain new experimental signatures, which
can deliver new insights about the complex properties of HTS materials. Since cuprate HTS undergo vari-
ous nano-scale ordering transitions upon cooling and variation of hole doping, being able to study transport
properties on the nanoscale is of utmost importance. In this respect, resistance noise properties of YBCO
nanowires are studied as a function of temperature and hole doping. Indications of nematic fluctuations,
that is local time dependent fluctuations of the in-plane conductivity anisotropy, have been observed in a
wide temperature range above the superconducting transition. The observed fluctuations might be related to
so-called charge stripe fluctuations, which represent a possible microscopic mechanism for superconductivity
in these materials.

However, the interest in HTS nanostructures is not purely academic. The technological application of
YBCO weak links in superconducting quantum interference devices (SQUIDs), is a major focus of research in
the field of superconducting sensors such as ultra-sensitive magnetometers. In this thesis, we present a novel
fabrication process of HTS weak links: the nanoscale Grooved Dayem Bridge (GDB). Here, the layout of the
bridge and the weak link inside the bridge are realized during one single lithography process on a YBCO film
grown on a single crystal substrate. This results in high-quality weak links with IcRN products as high as
550 µV and differential resistances much larger than those observed in bare Dayem bridges at T = 77 K.
Moreover, the GDB greatly simplifies the fabrication procedure compared to grain boundary based JJs. We
have used YBCO GDBs as novel nanoscale building blocks in HTS SQUID magnetometers coupled to an
in plane pickup loop, which have been characterized via transport and noise measurements at T = 77 K.
These devices exhibit large voltage modulations (∆V = 27− 50 µV), low values of white magnetic flux noise,
6 µΦ0/

√
Hz, and corresponding magnetic field noise, 63 fT/

√
Hz, at T = 77 K. Therefore, GDB based SQUIDs

combine the nanofabrication advantages and the device reproducibility, which are typical of Dayem bridges,
with the performances, i.e. low magnetic flux and field noise, of state-of-the-art SQUIDs based on grain
boundary JJs. The achieved magnetic field noise paves the way for the realization of a single layer YBCO
magnetometer with magnetic field noise below 20 fT/

√
Hz.

Keywords: HTS, SQUID, noise, YBCO, nanowire.
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CHAPTER 1

Introduction

The phenomenon of superconductivity has been at the forefront of research in the
field of condensed matter physics since its discovery, more than 100 years ago [1].
However, a new spark was ignited in the field when the first High critical Temperature
Superconductor (HTS) was discovered [2]. These materials defy the theory developed
to describe Low critical Temperature Superconductors (LTS), and add a new layer
of complexity to the problem, due to their many inter-playing orders. As of now,
after more than 30 years from the discovery of HTS, we still lack a comprehensive
theory which describes the microscopic mechanism responsible for this phenomenon [3].
Superconductivity aside, there are more open questions regarding HTS: the pseudo-gap
[4] and the strange metal phase [5] are just two examples of unexplained behaviour of
these materials in their normal state. In the last decade, new properties of cuprates,
the most studied class of HTS materials, have been reported, further complicating the
problem. Different experiments have demonstrated unexpected spontaneous charge
ordering in the form of charge density waves in these materials [6, 7].

Given the complexity of the problem, it is clear that we need new platforms and
experiments to study HTSs and gain new insights [3]. In this thesis work we propose
the study of the electrical properties of HTS nanostructures as a possible route to un-
ravel the mystery. Electrical transport studies are a standard characterization tool in
solid state systems. However, we can gather additional information on the microscopic
behavior of cuprates by reducing the dimensions of our system, to approach the char-
acteristic length scale of the various ordering phenomena. Since cuprate HTSs undergo
various nanoscale ordering transitions upon cooling and variation of hole doping, being
able to study transport properties on the nanoscale is of utmost importance. Therefore,
we need to fabricate structures with dimensions in the nanoscale, which retain pristine
material qualities. The work presented in this thesis is based on the characterization
of nanostructures fabricated with YBa2Cu3O7−δ (YBCO). This material is a cuprate
and one of the most studied HTSs. YBCO nanodevices are implemented as tools to
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1. Introduction

obtain new experimental signatures, and deliver new insights about the complex prop-
erties of HTS materials. Our aim is to study the resistance noise properties of these
nanostructures to possibly shine light on the dynamics of charge ordering. Noise mea-
surements are instrumental to study properties of nanoscale fluctuations in the normal
state of HTS which could not be accessed through standard transport measurements.
The observation of fluctuations in the electronic properties might offer valuable clues
toward the microscopic mechanism leading to superconductivity in HTSs.

Nanoscale YBCO devices are also instrumental for the technological development
of HTS applications. The properties of HTSs, i.e. high critical temperature and crit-
ical magnetic field, makes them very attractive for technological applications. In this
thesis we are interested in using YBCO nanoscale weak links, in particular nanowires,
to fabricate SQUIDs and magnetometers. These sensors are important as tools for
research and for commercial sensing technologies. Our aim is to build upon the high
performance (low-noise) nanowire-based SQUIDs at temperatures below 20 K [8, 9] and
overcome their limitations at high temperatures (T = 77 K)[10], where technological
applications are more relevant.

This thesis provides an overview and the background for the work presented in the
appended papers.

2



CHAPTER 2

Background

In the following we will introduce the basics of superconductivity with a chronological
summary of the models developed in the field, up to the discovery of high critical
temperature superconductors (HTSs). Particular attention is given to the key concepts
which will be used in this thesis work. Thereafter, we give an overview of YBa2Cu3O7−δ
(YBCO), which is an HTS and is the base material for our work. We showcase the
properties of YBCO, with emphasis on the open questions about the phase diagram,
i.e. electronic properties as a function of temperature and doping, of this material, and
the physics of HTSs in general.

2.1 Superconductivity

The phenomenon of superconductivity is characterized by two distinct and bewildering
properties: perfect conductivity and perfect diamagnetism. The former is realized when
a material has zero electrical resistance, e.g. a dc current flows without developing any
voltage drop and without any energy loss. Perfect conductivity was first reported in
1904 by Camerling Onnes who observed a drastic drop in the resistance of Mercury,
down to 0 Ω, when cooling the material below a certain temperature [1]. This temper-
ature is called the critical temperature Tc and is defined as the transition temperature
from the normal state to what is later going to be known as the superconducting state
(SC). Tc is an intrinsic property of the material, e.g. for Mercury Tc ' 4.17 K. The
second property of a SC, the perfect diamagnetism or Meissner effect, was discovered
in 1933 and refers to the tendency of a SC to expel from its bulk any externally applied
magnetic field with value below a critical field Bc [11]. The Meissner effect is what
discriminates between a superconductor, which displays a truly macroscopic quantum
behavior, and a "trivial" perfect conductor.

One of the first models, which describes both the properties of a SC was developed in
1935 by the London brothers [12], after whom the model is named. The model describes

3



2. Background

a two-fluid system where the first fluid represents the standard, resistive electrons. This
is responsible for the finite values of conductivity at temperatures T > Tc. The second
fluid, referred to as superfluid, represents the charge carriers which are responsible for
superconductivity. The density of the superfluid, ns, is equal to 0 for T > Tc, i.e. the
normal state. However, for T < Tc, ns > 0. In this regime, the superfluid abides the
two London equations[12]:

∂t~js = nse
∗2

m∗
~E (2.1)

~∇× ~js = −nse
∗2

m∗
~B (2.2)

where ~js is the superfluid current density, m∗ and e∗ are respectively the effective mass
and charge of the superfluid charge carriers, and ~E and ~B are the electric and magnetic
field, respectively.

In Eq. 2.1, a constant value of ~Js results in ~E = 0. Hence, no voltage drop develops
when a dc current flows in a SC. On the other hand, Eq. 2.2 describes the Meissner-
state. This is more easily understood by combining this equation with Ampere’s law,
which gives:

∇2 ~B = 1
λ2
~B (2.3)

which implies the exponential decay of the magnetic field B inside the superconductor
within a characteristic length scale λ. This length is called London penetration depth
and it is defined as λ =

√
m∗

µ0nse∗2 . ~B is expelled from the bulk of the SC by screening
currents which circulate on the surface of the SC and, like ~B, decay in the SC bulk
over the same characteristic length λ.

After the London equations, one of the main contribution towards the understanding
of superconductivity was the model developed by Ginzburg and Landau (GL) in 1950
[13]. The superfluid described by the London equations is assumed to be spatially
constant, e.g. ns is a constant. In the GL model, the superfluid properties (density
and phase) can vary as a function of position ~r. The GL model introduces the order
parameter Ψ(~r), which holds spatial information on the density ns(~r) and phase φ(~r)
of the superconducting fluid. This order parameter can be written as:

Ψ(~r) = |Ψ(~r)|eiφ(~r) (2.4)

where |Ψ(~r)| =
√
ns(~r). However, the properties of ~Ψ can change only on a length scale

larger than ξ, which is called the coherence length. λ and ξ are characteristic lengths,
which depend on the material.

However, the GL theory is a phenomenological model and a successful microscopic
description of the mechanism responsible for superconductivity was not developed un-
til 1967 when Bardeen, Cooper and Schrieffer (BCS) [14] proposed a mechanism for
the pairing of electrons. Generally, two particles with the same charge polarity repel
each other due to Coulomb interaction. However, in certain conditions an attractive
interaction, mediated by phonons, can form between two electrons, creating a so-called
Cooper-pair. Single electrons are fermions, i.e. they have half integer spin value, thus
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2.1. Superconductivity

Material Type Tc [K] λ [nm] ∆ [meV] ξ [nm] Hc; Hc,2 [T]
Al LTS 1.2 16 0.2 1600 0.01
Nb LTS 9 44 1.5 40 3
NbN LTS 16 200 1.5 5 20
YBCO HTS 93 150-300 20-25 1-3 250

Table 2.1: Summary of the main Superconductive parameters for some of the most common LTS materials
compared to YBCO [17, 18]. The value of Hc are reported for the type-I SC (Al), while the upper critical
field, Hc,2, is reported for the type-II SCs (Nb, NbN and YBCO). As introduced in Section 2.2, YBCO has
anisotropic properties, which depend on the crystal direction. In this table, we report the properties of the
ab-plane since we use c-axis oriented YBCO films for fabrication of nanostructures.

they obey Fermi-Dirac statistic, which forbids two electrons in a system from occupy-
ing the same quantum state. On the other hand, Coopers-pairs have integer spin value
(sum of two half-integer spins) and thus are bosons, which can occupy the same quan-
tum state. After formation, Cooper-pairs condense into the same ground state, which
can be described by the wavefunction given in Eq. 2.4. For T < Tc, it is energetically
favourable for electrons to form Cooper-pairs, the binding energy of a pair is called
superconducting energy gap 2∆. This energy is a property of the material and can
be written as[15] ∆ ' 2~ωDe

−1/N(EF)geff ' 1.76kBTc, where ωD is the Debye frequency,
N(EF) is the electron density of states at the Fermi energy EF, kB is the Boltzmann
constant and geff is the effective electron-phonon coupling.

The BCS theory successfully describes the phenomenon of superconductivity at low
temperatures and is used to model low critical temperature superconductors (LTS).
However, in 1986 Bednorz and Müller reported superconductivity in a class of mate-
rials called cuprates [2]. This is the discovery of the first High Critical Temperature
superconductor (HTS). HTS materials exhibit superconducting behavior at tempera-
tures much higher than what observed previously. In fact, while BCS theory predicts
the highest possible critical temperature to be Tc = 32 K, HTS materials have critical
temperatures well above the boiling point of liquid nitrogen (LN2) T = 77 K, e.g. bulk
YBCO, a common cuprate HTS, showed Tc = 93 K [16]. The behavior of HTSs can-
not be explained in terms of the BCS theory and the formulation of a comprehensive
theory, which describes the microscopic origin of high-Tc superconductivity is still the
subject of intensive studies as of today.

In general, the critical temperature is not the only parameter which differentiates
HTSs from LTSs. In contrast to LTSs, which are usually metals, HTSs are materials
with a complex crystal structure and SC properties strongly tied to their charge doping.
Moreover, the value of the parameters λ, ξ and ∆ change drastically between the
two classes of SC. A summary of the parameters for some of the most common LTS
materials are compared to YBCO in Table 2.1. As it is expected from the expression for
∆, HTS materials exhibit a much higher energy gap given the increased Tc. Moreover,
the London penetration is larger as compared to LTS mainly due to the lower carrier
concentration, while the coherence length is decreased.

One can divide SCs in two categories, i.e. type-I or type-II, depending on the ratio
λ/ξ. For λ/ξ > 1/

√
2, the SC is type-I. For these materials, when an applied magnetic

field Ba exceeds the critical field Hc, superconductivity is broken and the material
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2. Background

is driven to the normal state (ns = 0). In contrast, for type-II SC (λ/ξ < 1/
√

2),
when Ba exceeds the lower critical field Hc,1, the material transitions to the so-called
mixed state. In this regime, it is energetically favourable for the SC to let some of
the magnetic field enter its bulk in the form of Abrikosov vortices [19] (also referred
to as fluxons). Here, the order parameter is locally suppressed (~Ψ ' 0) over a length
scale equal to ξ, forming the normal (ns = 0) core of the fluxon. A supercurrent
circulates around the core, decaying into the SC over a distance equal to λ. The
spatial integral of the resulting magnetic field (both externally applied and the one
originating from the circulating currents) over the whole vortex area equals exactly
one flux quantum Φ0 = h/2e. The number and spatial arrangement (or lattice) of the
vortices depend on Ba. However, when the applied field reaches the upper critical field
Hc,2, superconductivity is completely broken and the material is driven to the normal
state. Most devices based on type-II SCs are functioning even when the material enters
the mixed state and since Hc,2 � Hc (Hc,2 ' 100 T for YBCO), these devices have
significantly improved working range in terms of magnetic field compared to their LTS
counterpart.

The lack of a microscopic theory which describes the origin of superconductivity in
HTSs is only one of the mysteries surrounding these materials. Indeed, the behavior
of HTSs in the normal state (T > Tc) shows anomalies which are also the subject
of extensive research. Moreover, the physical properties of some HTSs are strongly
tied to their level of charge doping, adding a layer of complexity to the problem. An
overview of the research conducted on cuprates, the most diffused class of HTSs, will
be presented in the following section. We will focus on the properties of YBCO, the
material which is the base for this thesis work, and is one of the most studied cuprates.

2.2 YBCO

As introduced above, YBCO is a cuprate and one of the most studied HTSs in the field.
The crystal unit cell of YBa2Cu3O7−δ is shown in Fig. 2.1. It has the characteristic
layered structure of cuprate HTSs, with one or more CuO2 planes per unit cell, which is
shared by all cuprate materials. The unit cell of YBCO is composed of three perovskite
cells separated by two CuO2 planes. This quasi-two-dimensional layered structure
results in a strong anisotropy of the superconducting and normal state properties along
the c-axis compared to the ab-plane. In the absence of dopant elements (YBa2Cu3O6
in Fig. 2.1) the cell structure is tetragonal, i.e. the lattice parameters along the a- and
b-direction are the same, a = b, and the material is a Mott insulator [20].

The addition of oxygen atoms results in hole doping of YBCO CuO2 planes, and
formation of CuO chains along the b-axis, as shown for YBa2Cu3O7 in Fig. 2.1. The
CuO chains act as charge reservoirs for the CuO2 planes, which are the main sites for
electric conduction. Here, the hole doping is the result of electron transfer from the
planes to the chains [21]. The formation of the CuO chains due to the additional oxygen
atoms results in the deformation of the YBCO unit cell, which becomes anisotropic and
elongated along the b-axis (orthorhombic crystal structure). This leads to anisotropy
of the superconducting properties (e.g. λ, ξ and ∆) between the a- and b-axis [22, 23,
24, 25, 26], albeit on a much lower scale as compared to the anisotropy between the

6



2.2. YBCO

Figure 2.1: Schematic of a YBCO unit cell with no additional oxygen doping (YBa2Cu3O6) and with all the
doping sites occupied (YBa2Cu3O7). The position of the CuO2 planes and CuO chains are highlighted for the
case of YBa2Cu3O7.

c-axis and the ab-planes. Moreover, due to the anisotropic unit cell, YBCO can be
either twinned or untwinned [22, 27]. The latter, refers to samples of YBCO where
the crystallographic orientation is preserved throughout the material, i.e. there is no
alternation of the a- and b-axis along a CuO2 plane. On the other hand, twinning is
caused by random in-plane exchange of the a- and b-axis. In this case, the SC properties
of YBCO are expected to be isotropic in the ab-plane.

Figure 2.2: Sketch of the order parameter
with dx2−y2 symmetry (d-wave) in YBCO.

The oxygen vacancies in the chains, δ, play
a key role in the electrical and superconductive
properties of YBCO. For example, as shown in
Fig. 2.3, Tc is a function of δ. Here, the hole dop-
ing per planar Cu atom, p, is commonly used to
express the doping level of YBCO. Depending on
p, the material can be defined as overdoped, opti-
mally doped or underdoped, which corresponds to
p > 0.16, p ' 0.16 and p < 0.16, respectively [28].
Optimally doped YBCO shows the highest values
of critical temperature, while Tc decreases in the
underdoped and overdoped regime. For p = 0.16,
the lattice parameters of the YBCO unit cell are
a = 3.82 Å, b = 3.89 Å and c = 11.69 Å [29].

In the superconducting state, the order param-
eter symmetry of YBCO differs from the charac-
teristic s-wave type of LTSs, and has instead a
dx2−y2 symmetry (d-wave), as shown in Fig. 2.2.

As a consequence, the energy gap of YBCO is anisotropic in the k-space as ∆(~k) =
∆0(cos(kxa) − cos(kya)) [30, 31]. The energy gap has lobes along the directions of
the kx and ky axes (which correspond to the a and b YBCO crystal axes). The or-

7



2. Background

Figure 2.3: Phase diagram of YBCO with the most relevant interplaying orders and transition temperatures.

der parameter is suppressed for pure d-wave symmetry along the nodal lines at 45o.
However, experimental evidences demonstrate the presence of a sub-dominant complex
component is which results in non-zero order parameter along the nodal lines and full
superconducting gap [32].

Superconductivity is only one piece of the HTS puzzle: the many interplaying or-
ders which add to the mystery of these materials are found in the normal state and,
as for superconductivity, they are doping dependent. The interplaying phases which
characterize the electric and magnetic properties of cuprates are well represented as
a function temperature and doping by the material phase diagram. As an example,
a schematic of the phase diagram of YBCO is shown in Fig. 2.3. Here, the electrical
properties of the material are shown as a function of hole doping, p, and temperature,
T . Most of the phase diagram features are shared among all cuprates, albeit shifted
to different temperatures and doping levels. The phase diagram of Fig. 2.3 shows a
plethora of phases, which depend on doping and temperature. Many of the open ques-
tions regarding YBCO, and cuprates in general, are tied to the origin of these phases
and their relation to each other, especially to superconductivity. Following the phase
diagram of YBCO, the major phases which characterize the material are:

8



2.2. YBCO

• SC (Superconductor): This region is commonly referred to as the supercon-
ducting dome. Here, Tc indicates the critical temperature and is a function of
hole doping, p. The dome has two plateaus, the first at p = 0.16 (Tc ' 93 K) in
correspondence of the optimal doped region, and the second at p = 0.125. The
latter is referred to as 1/8 doping and its origin is believed to be related to the oc-
currence of (quasi-)static charge density wave order (see below), which competes
with superconductivity [33].

• Strange metal: In correspondence of the optimally doped region, the strange
metal regime is characterized by a linear dependence of the material resistance as
a function of temperature, R ∝ T . This phase is not fully understood and usually
described as a marginal fermi liquid [34]. However, recently it has been proposed
that the linear resistance might be the result of the material being in a new state,
called many body entangled compressible quantum matter [5]. This might hold the
key to understand the phenomenon of high-Tc superconductivity.

• Pseudo-gap: Several experimental techniques have confirmed the existence of a
pseudogap region [35] for T > Tc in the underdoped regime, which persists up
to T ∗, the pseudo gap temperature. However, the origin of the pseudogap, and
its role in connection to superconductivity as competitor [36] or precursor [4], are
still under debate.

• CDW (Charge Density Wave): Recent experiments [6, 37, 38, 39, 40] revealed
the formation of (quasi-)static charge density modulations in the CuO2 planes,
called Charge Density Waves (CDW), which are incommensurate with the lattice
period and ubiquitous to all cuprates. For YBCO, these modulations appear in
the form of stripes in the underdoped regime for TCDW > T . CDW order is still
observable below Tc, although with a suppression of amplitude and reduction of
coherence length upon cooling below Tc. This supports the notion of CDW being a
competing order to superconductivity. Moreover, the maximum intensity of CDW
is found for p = 1/8, corresponding to the suppression of Tc in the superconducting
dome. The typical correlation lengths of CDW order are below 10 nm [6, 37]. The
CDW correlation length can be interpreted as the patch size of a single CDW
domain.

• Fermi liquid: YBCO behaves as a metal, the transition temperature between
metallic and strange metal is Tcoh, in the Fermi liquid region the resistance is
R ∝ T 2.

• AF (Antiferromagnetic): YBCO is a Mott insulator and has antiferromagnetic
properties for low doping p < 0.05;

As described above, HTSs represent one of the most interesting and complex prob-
lem in solid-state physics and, after more than 30 years from the discovery of HTS,
many questions remain open. What is the microscopic origin of high-Tc supercon-
ductivity and what is the role of the normal state phases (e.g CDW, pseudogap and
strange metal) in relation to this phenomenon? To find the answers, one needs to go
beyond standard characterization techniques and approach the problem from a new
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perspective [3]. In this work, we focus on two key aspects for the study of the normal
state properties of YBCO: reduced sample sizes and the dynamic electronic proper-
ties of this material. Our scope is first to fabricate nanostructures, which approach
the characteristic length scales of the charge ordering phenomena. Second, perform
resistance noise measurements to gather information on the electronic fluctuations in
the nanostructures. Noise measurement can be instrumental to unveil new properties
of the cuprates normal state which otherwise could not be accessed through standard
(averaged) dc characterization techniques.

The idea of studying the dynamic electronic properties of YBCO gains importance
in light of the numerous proposed models, which relate the phenomenon of high-Tc su-
perconductivity to the presence of fluctuating charge stripes in HTSs. A key element
in these models is the role of fluctuating charge stripes in establishing a superconduct-
ing order parameter. Here, two main pictures emerge from the various models. The
first, proposes a BCS-like mechanism of pairing (see [41] for an overview), in which the
fluctuating stripes act as the mediating boson ("glue") for the superconducting pairing
of electron-like quasiparticles. The second approach is derived from the strongly cor-
related electron picture [42], where charge stripes are considered as one-dimensional
systems. Within this stripe model, fluctuations of those one-dimensional stripes causes
frustration of the dominant CDW order mechanisms causing the subdominant super-
conducting order to prevail. In this sense superconductivity occurs within the stripes
themselves (see [43] for an overview).

Besides the fundamental aspects of HTSs, these materials are at the same time
also very attractive for technological applications. The larger ∆ would be beneficial
for high power and large scale applications operational at liquid nitrogen temperature
(T = 77 K), moreover, the large upper critical field, Hc,2, makes HTSs ideal candidates
for the fabrication of ultra-high field magnets. The large critical field and the high
Tc also extend significantly the range of working conditions of HTS devices. The high
critical temperature also eliminates the need of liquid helium cooling (which is not only
costly but He is also a limited resource) and opens the possibility for more compact, or
even portable, sensing equipment. Overcoming the issues related to HTS fabrication,
could usher a new era of technological applications for superconductors. In this respect,
we apply the same nanofabrication process on YBCO for 1) the study of fluctuations
in the electronic properties (noise) in YBCO nanostructures, and 2) the development
of a new type of nanoscale YBCO weak link for the realization of a SQUID based
magnetometer operational at T = 77 K.

The complexity conveyed by the phase diagram of HTS is matched by the challenges
which have to be overcome to fabricate high-quality samples, especially for cuprates
and for dimensions in the nanoscale. First, while the most common LTSs are mono-
atomic (e.g. Al and Nb), HTSs are complex materials which generally contain different
heavy metals and other exotic atoms. This limits the number of techniques which can
preserve the material stoichiometry during deposition of the thin films and achieve
high quality samples. Moreover, the deposition of YBCO requires a substrate heated
at high temperatures (over 700 K for pulsed laser deposition), which is not compatible
with standard lithographic processing, such as lift-off. Cuprates are ceramic materials,
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which are prone to defects and are brittle, limiting the quality of the deposited thin
films. Some cuprates are also chemically reactive to water and common solvents used
during fabrication. A crucial aspect of YBCO, especially for p < 0.15, is oxygen out-
diffusion, even at moderate temperatures (T ' 100 C), which consequently alters the
SC properties. Oxygen out-diffusion is very difficult to control at the nanoscale, limiting
the smallest features which can be achieved during nanofabrication. All this factors
make the fabrication of nanostructures very challenging and often not reproducible.
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CHAPTER 3

HTS-based devices

As introduced in Section 2, the fundamental aspects of HTS materials represent a
major research field and, for more than 30 years, researchers have been trying to
explain the microscopic mechanism of superconductivity in these materials. One of the
main boost to both the study of fundamental aspects and application of HTS came
from the improvement of nanofarbrication techniques applied to HTS devices, enabling
control of the dimensions down to the nanoscale.

However, the interest in these devices is not purely academical, the enhanced criti-
cal temperature and upper critical field makes HTS devices promising for technological
applications. In this chapter we will introduce two of the basic application of supercon-
ductors, the Josephson effect and the superconducting quantum interference device.

3.1 Nanoscale devices

The recently discovered CDW order, together with the other phases of YBCO, prompted
the investigation of HTSs at the nanoscale. In fact, the characteristic size (coherence
length) of a charge density wave patch in cuprates is in the nanoscale. The maximum
coherence length of 10 nm is reached for p = 1/8 and T = Tc [6, 37]. Very recent
work has reported the presence of dynamic charge fluctuations [44] for a wide range of
p and T (much larger than what expected for CDW). The common characteristic for
all these phenomena is the small coherence length (on the nanometer scale): the most
interesting and unexplored physics is predominant at the nanoscale. By fabricating
mesoscopic structures, we can explore the electrical properties of YBCO on the same
length scale of these nanoscale ordering phenomena.

For this purpose, it is necessary to fabricate samples which can retain bulk proper-
ties for reduced lateral dimensions, down to tens of nanometer. If the sample under
study is damaged by the fabrication, the defects would dominate the electrical prop-
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erties, precluding the study of intrinsic properties of the material. As introduced in
Section 2.2, nanofabrication is particularly challenging for cuprates, however, its im-
provement is of paramount importance also for the technological applications of HTSs.
As shown in the following sections, small sizes, comparable to the coherence length,
are necessary also for the fabrication of high performance Josephson Junctions (JJs)
and weak links, which are the key elements of superconducting electronics and senors.

The aim of this work is to improve upon the standard fabrication procedure (see
Appendix A) to obtain pristine nanostructures. These are used as the platform to
further advance our understanding of the resistance noise in the normal state of HTS
and to improve the performance of YBCO-based magnetic flux sensors. In the following
sections we will introduce the concept of JJs and superconducting weak links, and the
working principle of SQUIDs.

3.2 Josephson effect

One of the fundamental application of SCs is the Josephson Junction (JJ). The Joseph-
son junction was first proposed by Brian Josephson in 1962 and it is based on the
Josephson effect[45]: the transfer of Coopers-pairs through a barrier which separates
two superconductors. When a SC is in contact with a normal conductor (N), the
condensate wave function Ψ extends from the SC into the normal conductor, decaying
exponentially. When two SCs are separated by a small barrier, their wave functions can
overlap inside N, allowing the transfer of Cooper-pairs and giving rise to the Josephson
effect. JJs have been instrumental to study the properties of SC materials and are the
key elements for most superconducting applications (e.g. SQUID [46, 47] and voltage
standard [48, 49]). There are two fundamental equations governing the dynamics of a
JJ, these are:

I = Icsin(φ) (3.1)

V = ~
2e
δφ

δt
(3.2)

The first is the DC Josephson equation or the Current Phase Relation (CPR) of the
JJ, i.e. the relation between the supercurrent I flowing through the JJ and the phase
difference of the two electrode wave-functions across the barrier φ. A supercurrent can
flow without voltage drop when φ has constant value, as long as I is lower than the
critical current Ic. The second equation is the AC Josephson equation, which describes
the time evolution of the phase difference φ and its relation to the voltage drop across
the junction V .

A JJ can be achieved with different types of barriers. When an insulator is sand-
wiched between two SCs the JJ is called SIS (Superconductor-Insulator-Superconductor),
if a metal is used instead of the insulating barrier, the JJ is referred to as SNS
(Superconductor-Normal conductor-Superconductor). The Josephson effect can also
be realized in structures called weak links. Among the different type of weak links the
most common is the SS′S. Here, the S′ is a superconductor with different superconduct-
ing properties compared to S. This can be achieved by using a superconducting link
which has a lower critical temperature or reduced geometrical dimensions (constriction-
type of weak link) as compared to the electrodes.
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3.2. Josephson effect

Figure 3.1: (a) Circuit schematic for the RSJ model. (b) Current Voltage characteristic of a JJ in the RSJ
model, Ib is normalized by Ic. The dashed, red line shows the normal resistance, RN. (c) Differential resistance
calculated from the IVC shown in panel (b). The value of ∂V/∂I is normalized by the normal resistance RN

3.2.1 RSJ model

The model introduced above describes the properties of a JJ in terms of phase φ,
however for most applications it is more relevant to understand the Current-Voltage
Characteristic (IVC) of a JJ, e.g. the relation which ties directly current to voltage. A
JJ is typically characterized by connecting it to a bias current source Ib and measuring
the corresponding voltage drop V . For Ib < Ic, the voltage drop according to the
Josephson equations (Eq. 3.1 and 3.2) is V = 0. To derive the voltage drop for
currents above Ic one can use the Resistively Shunted Junction (RSJ) model. Here,
the expression for V (Ib > Ic) is obtained by solving the circuit shown in Fig. 3.1.
Here, the JJ is connected in parallel to a resistor RN which represents the normal state
resistance of the junction. For simplicity the normal state resistance is assumed to be
ohmic, i.e. independent of voltage. The total current flowing through the circuit of
Fig. 3.1(a) can be expressed as:

Ib = Icsin(φ) + V

RN
= Icsin(φ) + ~

2eRN

dφ

dt
(3.3)

where Eq. 3.2 was used to express the voltage drop over RN. By integrating Eq. 3.3
over time, one obtains the expression for the average voltage:

< V >= RN

√
I2

b − I2
c (3.4)

for Ib < Ic, the JJ is in the superconductive state and < V >= 0. The current
voltage characteristic (IVC), and differential resistance, ∂V/∂I, of a RSJ are shown
in Fig. 3.1(a) and (b), respectively. When Ib is increased above the critical current,
the voltage increases rapidly and the differential resistance ∂V/∂I is much higher than
the normal state resistance RN. When Ib is further increased, the JJ behaves more
similarly to a linear resistor with resistance approaching RN.

The RSJ model is a special case of the Resistively and Capacitively Shunted Junction
(RCSJ) where the capacitance of the Junction has been neglected. The RCSJ model
is more suitable to describe a SIS junctions. The IVC of a RCSJ is characterized by
hysteresis between positive and negative current bias sweeps, which is detrimental in
some technological applications, especially for SQUIDs.
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Figure 3.2: (a) Schematic of a DC SQUID where a superconducting loop is interrupted by two JJs. (b) IVC
modulation for integer and half integer values of applied magnetic flux. Inset: SQUID voltage signal as a
function magnetic flux.

3.3 Superconducting quantum interference devices
One of the most prominent application of SCs is the Superconducting QUantum In-
terference Device (SQUID). The working principle of a SQUID is based on the quan-
tization of the magnetic flux through a superconducting loop. A dc SQUID is, in its
simplest form, composed of a SC loop interrupted by two JJs, as shown in Fig. 3.2(a).
The same result can be achieved with weak links (e.g. nanowires) instead of JJs. When
the SQUID is biased with a dc current, ISQ, we can write:

ISQ = Ic,1sin(φ1) + Ic,2sin(φ2) (3.5)

where φ1,2 are the phase differences across the two weak links. These phases have to
fulfill the fluxoid quantization through the SC loop:

2πn = φ1 − φ2 + 2π Φ
Φ0

(3.6)

where Φ0 = h/2e is the superconductive flux quantum and Φ = Φe + LSQIs is the
effective magnetic flux through the SC loop. Φ is the sum of the external applied flux
Φe and the flux generated by the total loop inductance LSQ and screening current Is.
One can substitute the expression for φ1 from Eq. 3.6 into Eq. 3.5, and, by assuming
symmetric junctions (i.e. Ic,1 = Ic,2) and negligible SQUID inductance LSQ ' 0, the
current of the SQUID can be written as:

ISQ = 2Ic,1|cos(π
Φe

Φ0
)|sin(φ) = Ic(Φe)sin(φ) (3.7)

Thus, a SQUID behaves as a single JJ with critical current IC which is a function of the
magnetic flux through the SQUID loop. Ic has a maximum Imax

c for multiple integer
values of Φ0, while it modulates down to 0 for half-integer multiples of the flux quanta.
Thus the critical current modulation depth is ∆Ic = Imax

c .

For simplicity, Eq. 3.7 has been obtained without considering the inductance of the
SQUID loop and weak links. If LSQ > 0, this has the effect of screening the applied flux
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3.3. Superconducting quantum interference devices

Figure 3.3: (a) Normalized critical current modulation as a function of applied magnetic flux for different
values of βL. (b) Magnetic flux noise of a nanowire-based YBCO SQUID, measured with ac bias reversal at
T = 77 K. The broken, red line corresponds to the 1/f knee.

and decreasing the effective ∆Ic. There is no analytical expression of ISQ(Φe) when
LSQ > 0 and the critical current modulation of the SQUID can be obtained through
numerical calculations as shown in [50, 51]. The effect of LSQ can be quantified by the
screening parameter βL = LSQI

SQ
c /Φ0. Larger values of βL imply smaller modulation

depth ∆Ic as is shown in Fig. 3.3(a). From numerical simulations one can approximate
the relative critical current modulation depth as ∆Ic/Ic ' 1/(βL + 1) [52, 53, 51].

When a dc SQUID is used as flux sensor, it is current biased just above Ic while the
voltage drop over the device V is measured. As shown in Fig. 3.2(b), the critical current
modulation, due to magnetic flux, results in a sinusoidal voltage signal. The SQUID
sensitivity is given by its voltage response to an applied magnetic flux and the working
point of the device is the point of maximum sensitivity VΦ = max(δV/δΦ), called
transfer function. Given the sinusoidal-like voltage response, VΦ can be approximated
as Vφ ' π∆Vmax/Φ0, where ∆Vmax is the voltage modulation depth at the working
point (see Fig. 3.2 (b)). The voltage modulation depth at the working point can also
be approximated as ∆Vmax = ∆IcδR, where δR is the value of differential resistance
δV/δI at the working point. Thus, the sensitivity of the SQUID at the working point
can be approximated as Vφ ' π∆IcδR/Φ0. Thus, in order to optimize the sensitivity
of SQUIDs as flux sensors, one needs to increase the differential resistance δR and the
critical current modulation depth ∆Ic.

3.3.1 Noise performances

As for any other sensor, the performance of a SQUID can be quantified in terms of its
noise property. Different technological applications usually require different levels of
maximum noise. The measured voltage noise spectrum of a SQUID usually consists
of two main contributions: flicker, or 1/f, noise and white noise. The former is pre-
dominant at low frequencies and originates from either critical current fluctuations or
thermally activated motion of vortices. The effect of Ic fluctuations can be reduced sig-
nificantly via an ac bias reversal scheme [54, 55]. However, this scheme does not reduce
the 1/f noise from vortex motion, and to mitigate such effect, special precautions have
to be taken, such as active field cancellation [56, 57], flux dams [58] and narrowing of
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the structures [59, 60]. In optimized systems, the vortex motion contributions to the
1/f noise can be lower than the critical current fluctuations. This results in 1/f knee
usually below 10 Hz at T = 77 K, where the 1/f knee is the frequencies above which
the flicker noise amplitude becomes lower than the white noise, as shown in Fig. 3.3(b).

The white magnetic flux noise S1/2
Φ is usually the limiting factor for SQUID sensitiv-

ity, dominating the spectra at frequency above the 1/f knee. The minimal intrinsic flux
noise of a SQUID can be achieved for βL ' 1 [61]. S1/2

Φ is the result of Johnson-Nyquist
noise in the JJs, or weak links, plus the input voltage noise of the preamplifier SV,amp.
The white magnetic flux noise power spectral density, S1/2

Φ = S
1/2
V /VΦ, can be written

as [62]:

S
1/2
Φ ' 1

VΦ

√√√√12kBT

RN

(
δR2 + (LSQVΦ)2

4

)
+ SV,amp (3.8)

where δR is the dynamic resistance of the SQUID, defined in the previous section, and
RN is the normal resistance of the single junction. If we take typical values obtained on
our SQUIDs (shown in Chapter 5), then we find that (LSQVΦ)2 � δR2. Thus, Eq. 3.8
can be approximated as:

S
1/2
Φ ' Φ0

√
12kBT

π2∆I2
cRN

+ SV,amp

π2∆I2
c δR

2 (3.9)

hence, to decrease the magnetic flux noise of the SQUID, one needs to maximize the
values of ∆Ic, RN and δR. The last two parameters are tightly connected to each
other since a larger junction resistance leads to a larger differential resistance. Since
the voltage modulation depth is ∆V ' δR∆Ic, its value gives a good first indication
on the performance of a SQUID.

3.4 HTS-based JJs and weak links
LTS-based JJs can be readily fabricated through standard micro- and nanofabrica-
tion techniques, e.g. shadow evaporation and lift-off. However, cuprate materials are
too complex for physical evaporation and are deposited, by other methods, at tem-
peratures, which are too high for a lift-off process, precluding most of the fabrication
techniques used for LTS. Moreover, for a cuprate JJ, the use of metals or other ma-
terials as barrier is very difficult due to the small coherence length ξ of the cuprates.
In fact, one needs to get atomically clean interfaces since the superconducting order
parameter can drop within a few nm (coherence length). Therefore, if the SC-N in-
terface is dirty (damaged layer of e.g. YBCO in contact with N) the order parameter
can be suppressed at the interface before reaching the normal conductor. The best
SC-N interfaces implemented in YBCO- Au-Nb junctions have been achieved by the
Twente group, which has led to pioneering experiments on phase sensitive studies of
the superconductive order parameter in YBCO [22, 63].

Nevertheless, the technological advantages of HTS pushed the field to go beyond
standard techniques and to produce alternative solutions for the fabrication of HTS-
based JJs and weak links. In the following, we summarize some of the most prominent
types of JJs and weak links which have been successfully implemented for YBCO:
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Figure 3.4: Schematic of grain boundary junctions. (Adapted from [64])

• Grain Boundary: A grain boundary (GB) is a highly disordered region, which
forms at the interface between grains with different crystallographic orientation.
This interface has strongly suppressed superconducting properties and can be used
as the weak link or barrier in the fabrication of YBCO JJs [64]. There are different
methods to obtain GB junctions: 1) bicrystal[65]: YBCO is epitaxially grown on
a substrate, which is obtained by bonding together two crystals of the same ma-
terial with different relative crystallographic orientation (bicrystal). During the
thin film deposition, the YBCO grows with different crystallographic orientations
on the two sides of the bicrystal (see Fig. 3.4, left panel). A GB is formed along
the interface between the two YBCO films grown with different relative crystal-
lographic orientations. The angle between the two orientation can be changed to
tune the properties of the GB. 2) step-edge[66]: the substrate is etched to create a
sloped step. For appropriate values of angle between substrate surface and step,
YBCO can grow with a different crystallographic orientation on the surface of the
step. A GB forms at the upper and lower edges of the step (see Fig. 3.4, top right
panel). 3) biepitaxial[67]: An epitaxially grown seed layer is patterned on top
of the substrate. This layer is chosen to change the epitaxial growth orientation
of YBCO over it and a GB is formed at the interface between the YBCO grown
directly on the substrate and on the seed layer (see Fig. 3.4, bottom right panel).

GB-based JJs are the state-of-the-art technology for the fabrication of high quality
YBCO JJs [68, 69]. However, this technique has some drawbacks: the number
of fabrication steps and cost of production for step-edge are higher compared to
other fabrication methods. The fixed position of the GB in bicrystals limits the
flexibility in design of the final device. The presence of inhomogeneity along the
GB line which are hard to control, might result in low reproducibility of GB-JJs
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[70].

• Ion irradiated: YBCO is locally damaged by exposing the material to an highly
energetic ion beam to create a region of suppressed superconductivity. The SC
properties of YBCO can be tuned by changing the irradiation dose, thus changing
the induced disorder and driving the material from SC to insulator [71, 72]. To
limit the the area of damage, YBCO can be protected with a mask which has
openings to let the ions through locally [73, 74, 75]. However, the best result
have been obtained with the Focused Ion Beam (FIB) technique [72, 76, 70, 77].
Here, the flow of ions is focused into an extremely narrow beam which can be
controlled to write over the sample. This does not require the use of a mask and,
since the beam can be focused to a diameter of 0.5 nm (for He ions), extremely
narrow areas can be exposed. This technique has the advantage of being more
tunable than the GB technology. Moreover, SIS and SNS JJs can be achieved by
tuning the FIB dose [72, 70]. One can use the FIB to create a weak link along a
pre-patterned wire [72, 70], introducing an extra fabrication step. Alternatively,
the entire sample can be defined via FIB [77]. However, while this technique is
very flexible, the time required to expose large areas is very long due to the small
beam spot. Moreover, the best results reported in literature have been achieved
at temperatures below 77 K, limiting technological applications.

• Dayem nanobridges (nanowires): YBCO weak links can be fabricated in the
form of nanobridges, named Dayem bridges [78], by laterally narrowing down a
section of a thin film, as shown in Fig. 3.5 (see also Appendix A). The resulting
bridge has the same thickness as the thin film. Thanks to improvement of the
nanofabrication, nanobridges with cross-section of 50×50 nm2 and pristine (bulk-
like) SC properties have been achieved [79]. YBCO nanobridges have shown high
values of critical current density, jc. While this technology might be ideal for HTS
single photon detector applications [80], SQUIDs based on nanobridges showed
lower performance, i.e. higher flux noise values, especially at T = 77 K, com-
pared to GB-based devices. However, the fabrication procedure for nanobridges
require less steps than for step-edge and ion-irradiated JJs, and the wire can be de-
fined anywhere on the sample, in contrast to bicrystal-GB JJs. Moreover, Dayem
nanobridges have shown high reproducibility, with spread of the measured critical
current density around 10% at T = 4.2 K [79].

These are the main types of JJs and weak links which have been achieved with
YBCO, however, in some cases two or more of these techniques can be combined. For
example, FIB has been used to reduce the lateral size of GB junctions, resulting in
ultra-low noise SQUIDs at T = 4.2 K [81, 82]. The work presented in this thesis will
focus on the study of nanowires, their applications and the improvement of nanowire-
based SQUID performance.
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Figure 3.5: Sketch of a YBCO Dayem bridge, on a STO substrate.
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CHAPTER 4

Nanowire-based SQUIDs

Nanowires can be used to study the physics of HTS materials, as well as to realize
HTS-based devices, and, in both cases, the quality of the weak links has to be pre-
served during fabrication. The challenge in realizing a high quality YBCO nanowire
stems from the chemical instability of the material, i.e. the out-diffusion of oxygen,
combined with a high sensitivity of YBCO to disorder. The first sub-micron YBCO
wires showing SC behavior, i.e. Ic > 0, at T > 77 K were reported in the first half
of the 1990s [83, 84, 85, 86]. However, these nanowires showed suppressed SC prop-
erties compared to bare films, suggesting the YBCO quality was degraded during the
fabrication. The lower quality of these nanowires was reflected in the performance of
the first YBCO nanowire-based SQUIDs [87, 88], which showed low values of SQUID
voltage modulation amplitude, ∆Vmax, (< 10µV) and high flux noise (> 50 µΦ0/

√
Hz)

at T ' 77 K.

In later years, the quality of YBCO nanowires has increased drastically thanks to
the improvement of the fabrication process. Indeed, in the first half of 2010s the opti-
mization of a process to fabricate Au capped nanowires developed in our group allowed
to reach cross sections down to 50× 50 nm2 [89, 79, 90] with pristine superconducting
properties. The nanofabrication process for YBCO used in this thesis, see Appendix A,
is based on the process presented in [89, 79], although without the implementation of
a Au capping layer [91]. The first Au capped nanowires demonstrated critical current
values close to the theoretical depairing limit, an indication of the pristine quality of
the nanowires [79, 90]. The high quality of the YBCO nanowires paved the way for
technological applications such as single photon detectors [80] and nanoSQUIDs [8, 92,
93]. Here, nanoSQUID refers to a SQUID with nanoscale weak links and loop sizes in
the sub-µm scale, aimed at reducing LSQ. The fabrication process presented in Ap-
pendix A allows to easily integrate the nanowires in a sub-µm scale loops to obtain
a nanoSQUID[8, 93]. Such devices demonstrated white magnetic flux noise as low as
1 µΦ0/

√
Hz at T = 8 K [8].

23



4. Nanowire-based SQUIDs

Nanowire-based nanoSQUIDs represent an ideal platform for studying magnetic
nanoparticles in a wide range of temperature and at moderate/high magnetic fields
[94]. The performance of nanowire based nanoSQUIDs is further improved when no
Au capping layer is implemented and reducing the YBCO film thickness (from 50 nm,
down to 10 nm). In fact, nanowires without the Au capping layer showed differential
resistance values, δR, almost 10 times higher than their capped counterparts. Reducing
the thickness from 50 nm to 10 nm, results in an additional factor 8 increase of δR and
further reduction of S1/2

Φ . The white magnetic flux noise measured on a nanoSQUID
implementing nanowires with 10 nm×75 nm cross-section and without Au capping
layer, was as low as 450 nΦ/

√
Hz above 100 kHz at T = 18 K [93]. This noise level is

more than a factor 2 lower compared to previous results obtained on Au capped 50 nm
thick YBCO nanoSQUIDs [8].

The performance of nanoSQUIDs with ultra-thin nanowires show the potential of
this devices for technological applications, although it also highlights the intrinsic lim-
itations of nanowires. In fact, considering the values of δR and Eq. 3.9, one would
expect almost a factor 10 reduction of the nanoSQUID intrinsic noise contribution
to the flux noise, plus a further reduction of the amplifier input noise contribution.
However, the reported white magnetic flux noise is not as low as it would be expected
by only considering the increase of δR. The reason is that, when reducing the YBCO
thickness, the performance is limited by the increased kinetic inductance. A higher par-
asitic inductance of the nanowires contributes to a significant increase of the SQUID
inductance, LSQ, and the performance of the nanoSQUIDs will be limited by the re-
sulting small values of ∆Ic. The inductance of a nanowire has a geometric (related
to the magnetic field generated by the current) and a kinetic contribution (related to
the inertia of the charge carriers). However, the former is negligible compared to the
latter in narrow nanowires wt < λ2 [95], where w and t are the width and thickness of
the nanowire, respectively (see Fig. 4.1). The kinetic inductance per unit length of a
nanowire, Lkin, is given by[96]:

Lkin = µ0λ

w
coth

(
t

λ

)
(4.1)

where w and t is the width and thickness of the nanowire, respectively, and µ0 is the
vacuum permeability. The kinetic inductance of a thin (wt < λ2) nanowire with length
l can then be approximated as

Lkin = µ0λ
2l

wt
(4.2)

Therefore, for smaller cross sections, the parasitic inductance of nanowires might have
a non-negligible contribution to LSQ.

In general, the performance of nanowire based SQUIDs can be limited by three
main factors: low δR, large Ic and large LSQ. The latter could be reduced with
smaller SQUID loops, however this would be detrimental for SQUID magnetometer
applications which require large magnetic areas and therefore a sizable SQUID loop
inductance, as will be shown in details in section 5.4. If one assumes that δR ∝ l/(wt)
and Ic ∝ wt, it is clear that the wire dimensions which optimizes δR, e.g. small wt and
large l, result in increased Lkin. Therefore, there is a trade-off when optimizing nanowire
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4.1. Nanowires

Figure 4.1: Schematic of a superconducting nanowire where the main dimensions are defined. (adapted from
[95])

based SQUIDs which sets a limit to the performance, which can be achieved. Optimally
doped YBCO nanowires generally have a large critical current density, jc ' 3 MA/cm2,
at 77 K [79, 8]. This, together with the parasitic kinetic inductance, sets a lower bound
for the screening factor, 2IcLkin/Φ0 = 4jcLµ0λ

2/Φ0 on the order of 1-3 at 77 K for a
typical bridge length l = 150 nm.[8] This limit has been calculated based solely on the
parasitic inductance of nanowires, and given the additional contribution of the SQUID
loop, the value of the total SQUID screening parameter, βL, is further increased.

Low magnetic flux [8] and field [9] noise in nanowire based YBCO SQUIDs have
been achieved at low temperatures (T < 18 K). However, nanowire based SQUIDs
and magnetometers showed noise levels at least one order of magnitude higher than
GB-based devices at T = 77 K [10]. To go beyond the limitations of nanowires,
we developed a novel type of weak link, the grooved dayem bridge (GDB). As the
name suggest, a GDB is an alternative take on the standard Dayem bridge (nanowire),
where a groove is etched into the nanostructure to locally suppress superconductivity.
As will be shown in detail in chapter 5, these novel weak links overcome the low
differential resistance and large parasitic inductance of bare nanowire, resulting in
SQUID sensitivities at par with state-of-the-art GB-based devices.

4.1 Nanowires

As introduced in Section 3.4, an effect similar to the Josephson effect can be observed
also when two SCs are coupled through another SC instead of a barrier. In the case of
weak links, e.g. nanowires, a section of SC with suppressed superconductive properties
or reduced dimensions substitute the barrier. The Josephson effect in the case of short
one-dimensional structures was predicted soon after the discovery of JJs [97]. How-
ever, the critical current and the current phase relation of nanowires may change when
departing from the short one-dimensional limit. Indeed, depending on the nanowire di-
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4. Nanowire-based SQUIDs

Figure 4.2: (a) Normalized current phase relation of a long one-dimensional weak link for increasing values
of the ratio l/ξ. Here I0 = w ∗ t ∗ jAL

0 . The inset shows the positive branch of the CPR of a nanowire in the
depairing limit (l = 30ξ). Here, the arrow at φd refers to a phase slip event. (adapted from [98]) (b) Criteria
for the origin of the CPR of nanowires with different geometries. (adapted from [99])

mensions, different regimes can be identified. In the following, we will give an overview
of the properties of nanowires with different dimensions, i.e. width, w, length, l, and
thickness, t, as shown in Fig. 4.1:

• Short one-dimensional wires: When two bulk SCs are separated by a short
(l � ξ) one-dimensional (w, t � ξ) SC, the critical current density can be ex-
pressed as [97]:

jAL
s = Φ0

2πµ0λ2ξ
sinφ (4.3)

In this regime the CPR is strictly sinusoidal, as for standard JJs, see Eq. 3.1.
In this limit, the critical current density of the weak link is given by eq. 4.3 as
jAL

0 = Φ0/2πµ0λ
2ξ. Since ξ is a function of temperature and its value diverges for

T close to Tc, most weak links enter the short one-dimensional limit when T is close
to the critical temperature, thus showing a sinusoidal CPR. Since the coherence
length, ξ, of HTS is extremely small (ξa,b ' 2 nm), short one-dimensional HTS
weak links can be achieved only for T ' Tc. When the width of short nanowires
(l < 3.49ξ) is increased, the weak link is still expected to show standard Josephson
effect (single valued CPR). As for the one-dimensional case, this regime has been
exhaustively studied for LTS [100], but cannot be accessed with HTS due to the
small ξ.

• Long one-dimensional wires: If the length of a wire is increased, the CPR
departs from purely sinusoidal behavior and becomes increasingly more a slanted
sinusoidal for increasing ratio l/ξ, eventually becoming multivalued for l > 3.49ξ
[98]. In Fig. 4.2(a) we show the evolution of the weak link CPR for increas-
ing values of l/ξ, while the different regimes of a nanowire weak link are shown
schematically in Fig. 4.2(b). For l ≤ 3.49ξ, the weak link behaves according to
the classic Josephson effect and the CPR is single valued, although the critical
current decreases for longer wires. When l > 3.49ξ, the CPR becomes multival-
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4.1. Nanowires

ued and the weak link starts transitioning to a regime where the critical current is
limited by the one dimensional depairing effect. Here, the value of critical current
keeps decreasing for longer wires and, for l > 10ξ, it saturates to the depairing
critical current Id = 2I0/3

√
3, where I0 = wtjAL

0 is the critical current of short
one-dimensional wires. In the one dimensional depairing regime, if the phase dif-
ference, φ, is increased above its critical value (see below), the order parameter
can be temporarily and locally suppressed in a small portion of the wire. This
area becomes the center for the nucleation of phase slips: when |Ψ| = 0, the phase
difference is unrestricted and it can slip, i.e. have a sudden change of value [15].
Since the phase needs to be single valued, φ can only slip by 2π, or a multiple
integer of it. A phase slip results in a finite voltage drop.

In the limit l > 3.49ξ, the stable branch of the CPR, shown in inset of Fig. 4.2(a),
which was derived by Likharev and Yakobson [98], can be expressed as:

jLY
s = Φ0

2πµ0ξλ2

ξ
l
φ−

(
ξ

l
φ

)3
 (4.4)

To find the maximum phase gradient before a phase slip occurs, φd, one needs to
maximize this equation with respect to the phase gradient, obtaining φd = l/

√
3ξ.

Substituting φ with φd in Eq. 4.4, one obtains the expression for the depairing
critical current density:

jd = Φ0

3
√

3πµ0λ2ξ
(4.5)

For standard JJs, the CPR is purely sinusoidal and it is fully described in the
interval −π < φ < π. The corresponding interval for long nanowires (l � ξ)
is −φd < φ < φd, which is significantly larger than that for the sinusoidal case.
For φ � φd, the cubic term in Eq. 4.4 can be neglected and the phase increases
linearly with the current as

I = wt

µ0λ2l

Φ0

2πφ = Φ0

2πLkin
φ (4.6)

Here, we obtained the same expression for Lkin = µ0λ
2l/wt as from eq. 4.2. There-

fore, in this limit the weak link behaves as a linear inductance.

• Long wires with increasing width: For long nanowires (l > 3.49ξ), if w is
increased above 4.44ξ, the phenomenon which determines Ic transitions from the
one-dimensional depairing effect to the entry of Abrikosov vortices into the wire
[99, 101], see Fig. 4.2(b). Here, a fluxon may enter the nanowire by overcoming the
so-called Bean-Livingston barrier [102], i.e. the finite edge barrier, which normally
prevents vortices from entering the bridge. Increasing the supercurrent flowing in
the nanowire, Is, gradually reduces the edge barrier. When Is approaches the
critical current, the barrier is completely suppressed at the edges of the wire over
a distance ξ. This allows the nucleation of Abrikosov vortices; their motion, due
to the Lorentz force, results in a finite voltage drop. In this regime, the critical
current can be calculated by considering the phase difference, φv, at which the
vortices start to nucleate. In the limit t < λ and w < λP = λ2/t, which is usually
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4. Nanowire-based SQUIDs

true for YBCO nanowires (λ ≥ 200 nm), Bulaevskii et al. [103] showed that this
phase difference corresponds to φv = l/2.718ξ ' 0.64φd. Therefore, the critical
current density due to Abrikosov vortex motion is jv ' 0.826jd.

Since t < λ and w < λP = λ2/t, the current density can be considered homo-
geneous over the weak link. Thus, the nanowire can still be approximated as
one-dimensional [103, 104] and the CPR has the same multivalued form given by
Eq. 4.4.
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CHAPTER 5

Properties and performances of
GDB-based devices

Grooved Dayem nanobridges (GDB) represent a new concept for the fabrication of high
quality YBCO weak links [105, 106, 107]. Thanks to enhanced electrical properties,
GDB overcomes most of the limitations of bare nanowires presented in the previous
chapter, i.e. low δR, large Ic and large parasitic (kinetic) inductance Lkin. In this chap-
ter, we will first present the fabrication procedure to obtain GDBs in comparison to the
standard nanowire fabrication. Thereafter, the electrical properties of this novel weak
link are studied as a function of geometry to find the optimal configuration. From the
temperature dependence of the electrical properties of GDB based SQUIDs (Ic, ∆V ,
δR) we conclude that at low temperatures the GDBs behave like short Dayem bridges
whereas at temperatures above T ' 60 K the weak links behave like SNS junctions.
GDB are furthermore employed in SQUID-based magnetometers, resulting in improved
noise properties as compared to nanowire-based devices and magnetic field noise val-
ues comparable to the state-of-the-art are obtained. Finally, future considerations to
further improve GDBs are presented, with some preliminary but promising result.

5.1 Fabrication

A Grooved Dayem nanobridge consists of a standard nanowire with a small groove
etched along its width in the middle of the bridge. The YBCO films are grown by
pulsed laser deposition (PLD) on (001) SrTiO3 (STO) substrates, and have thickness
tYBCO = 50 nm. The fabrication procedure to obtain a GDB follows directly from
the one used for nanowires, which is reported in Appendix A. The main difference is
the design of the etching mask, which makes use of the particular etching dynamic
inside a nanogap to reduce the etching rate and results in a groove in the nanowire.
Nevertheless, the same fabrication steps used for nanowires are also used for GDB,
thus maintaining the fabrication advantages compared to other weak links and JJs
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5. Properties and performances of GDB-based devices

Figure 5.1: (a) SEM image of the etching mask for GDB with relevant dimension parameters. (b) Schematic
process of the Ar+ ion etching inside the mask gap. (c) SEM image of a GDB after fabrication. The shallow
etching of the groove can be seen in the middle of the nanobridge.

technologies presented in section 3.4.

Starting with the fabrication procedure reported in Appendix A, which is based on
the work done in Ref. [89, 79, 92], the key difference with the GDB fabrication process
is a small gap in the Carbon mask which is designed perpendicular to the nanobridge
direction. An example is shown in Fig. 5.1(a), where the relevant mask parameters
are also indicated. The gap is designed with width W corresponding to the width of
the nanobridge and the gap length L, which can be varied. However, the ratio of L
and carbon mask thickness tC ' 100 nm (see Fig. 5.1(b) and Appendix A) is crucial
to determine the outcome of the Ar+ ion milling process. In fact, the effective etching
rate of the material inside the gap can be varied, with respect to the rest of the sample,
depending on the value of tC/L [108].

In a physical etching process, the target material is hit with highly energetic parti-
cles, in our case these are Ar+ ions. These accelerated particles ablate material from
the target, which can then be completely removed, i.e. fly off, or re-deposit on the
surface. In standard processes, the rate of re-deposition is much lower than the rate of
removal and it does not influence strongly the etching rate. However, the re-deposition
rate increases if some of the ablated clusters cannot be removed, e.g. due to phys-
ical constrictions. Indeed, when etching inside a narrow gap, the re-deposition rate
increases drastically when the thickness of the mask is comparable or larger than twice
the gap length L [108] (i.e. tC/L & 2). A schematic of the etching process inside a
nanogap is shown in Fig. 5.1(b). The re-deposition of material leads to a reduction of
the effective etching rate inside the mask gap compared to other areas of the samples.
Given a fixed value of mask thickness tC, which in our case is tC = 100 nm, the effective
etching rate will depend on the gap length L: if tC/L < 2, the re-deposition is reduced
and the etching rate is increased; vice versa, for tC/L > 2, less material is removed from
the nanogap and the etching rate is strongly reduced. The etching mask is designed so
that the ratio tC/L ' 2 is valid only inside the mask gap, elsewhere the mask features
are comparable to or larger than tC. Hence, the etching rate is reduced only inside the
gap, while the rest of the YBCO film is etched at a higher rate. This allows to etch the
sample and the groove feature during the same Ar+ ion milling step: the time required
to etch through the YBCO film results in only partial etching inside the nanogap. This
allows to keep the same fabrication steps used for nanowires, without complicating the
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5.2. Electrical properties of single GDB

process.

The final result is a nanobridge with a groove etched in the center. A Scanning
electron microscope (SEM) image of a GDB is shown in Fig. 5.1(c). Here, the YBCO
film is completely etched to obtain the designed nanobridge and electrodes, while a
shallow groove can be seen in the center of the structure. The GDB in Fig. 5.1(c)
is obtained with the etching mask shown in panel (a) of the same figure, which has
dimensionsW = 200 nm and L = 50 nm. After fabrication, the thickness of the pristine
YBCO (not considering the amorphous re-deposited material) inside the groove is tGDB,
see Fig. 5.1. (b), which is a function of the effective etching rate inside the gap, and
thus of the gap length L (the Carbon thickness is kept constant at tC = 100 nm).
The groove acts as the weak link reducing locally the superconducting properties of
the nanowire. This type of weak link is akin to a variable thickness bridge [109, 100],
where a central section of the structure has reduced geometrical dimensions. Moreover,
in a GDB the superconducting properties of the groove could be locally reduced due
to damage to the material during Ar+ ion milling. The properties of the GDBs can be
expected to depend strongly on the groove thickness tGDB and thus on the gap length
L. It is then crucial to tune the etching mask design (W and L) to optimize the depth
of the groove and hence the electrical properties of the GDB.

5.2 Electrical properties of single GDB

Following the fabrication introduced above, in this chapter we investigate the electrical
properties of GDBs as a function of etching mask geometry. We aim at optimizing the
electrical properties of GDBs with working temperature T = 77 K for HTS applications
which work at LN2 temperature. Both width W and length L of the nanogap can be
expected to play an important role for the electrical properties of a GDB. Since SQUIDs
are the main target application for this weak link, the objective is to find the optimal
geometric parameters, which would overcome the limitations of bare nanowires. First
considering the kinetic inductance, Lk from Eq. 4.1, which is inversely proportional
to the width of the weak link W , wider structures would result in a reduction of the
parasitic kinetic inductance Lk. For bare nanowires, increasingW leads to an increased
Ic, which is detrimental for maintaining βL ' 1 [61]. However, for a GDB, Ic can be
expected to be directly proportional to tGDB and, therefore, inversely proportional to
the gap length L, so wider structures with low Ic can be obtained by increasing L.
Finally, the differential resistance δV/δI should be maximized to increase the SQUID
voltage response to an applied magnetic flux. To find the optimal geometric parame-
ters, GDBs with different values of length L and width W have been fabricated and
characterized at T = 77 K.

When designing the etching mask, one needs to consider the minimal feature sizes
which can be achieved with electron beam lithography (EBL). In fact, it is challenging
to expose nanogaps with length L 6 20 nm. With such a small gap, the exposed mask
is not reproducible and might result in shorts, or connections, between the nanogap
banks. This sets a lower limit for the nanogap length Lmin ' 30 nm in order to obtain
reproducible GDBs. Fortunately, this is not too restrictive since, as will be shown
below, to achieve a proper reduction of Ic the gap length has to be L > 40 nm. On
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5. Properties and performances of GDB-based devices

the other hand, the EBL sets a limit also for the maximum achievable W . In fact, the
mask exposure becomes increasingly more challenging for wider nanogaps (increased
W ). Indeed, GDB fabricated with W > 250 nm, do not show consistently a reduction
of Ic as compared to bare nanobridges having the same width and thickness, even for
longer gaps L = 60 − 70 nm. During the EBL, higher values of W can reduce the
fidelity of the exposed mask, resulting in connections between the two sides of the gap
or inhomogeneous gap length across the gap. Therefore, whileW should be maximized
to reduce Lk, we have an upper limit for the achievable width Wmax ' 200 nm.

While the EBL sets the limits Wmax and Lmin, also the effects of the Ar+ ion milling
reduce the useful range of W and L. When the width is reduced to W = 100 nm, the
GDBs fabricated with L = 30 − 50 nm show rather large deviation of the electrical
properties among nominally identical devices. Here, some of the best devices show
low Ic (< 100 µA) and high differential resistance (δV/δI > 15 Ω) at T = 77 K. Un-
fortunately, the non-reproducible electrical properties make GDBs with W 6 100 nm
not suitable for technological applications. Moreover, for W = 100 nm, if L is further
increased (L > 60 nm), no Ic can be measured at T = 77 K, i.e. the SC properties
are completely suppressed. This indicates that the damage to the structures during
the Ar+ ion milling plays a role in the final properties of the GDB. This becomes more
prominent when the nanogap width approaches 100 nm, setting the lower limit for the
GDB width at Wmin = 100 nm.

Figure 5.2: Average Ic as a function of gap
length L. The GDBs have W = 200 nm,
the total amount of measured devices fab-
ricated on 9 different chips are 28, 56, and
16 for L = 40, 50, and 60 nm, respectively.
The dashed line represents a power law de-
pendence and is intended as a guide for the
eye. (adapted from [105])

Therefore, the optimal range for the nanogap
width is W = 150 − 200 nm, as will be shown
below. This leads to the best results in terms of
electrical properties and reproducible values of Ic.
However, the nanogap length L still needs to be
optimized for this optimal range ofW . GDBs fab-
ricated with W = 150 − 200 nm and L > 60 nm
generally do not exhibit any superconducting be-
havior and are resistive at T = 77 K. On the other
hand, if L is reduced below 40 nm, the groove is
too shallow (tGDB ' tYBCO, where tYBCO is the
thickness of the YBCO thin-film) and the weak
links show values of Ic close to bare nanobridges.
Thus, the best GDBs can be achieved for L =
40− 60 nm.

We carried out an extensive study with GDBs
fabricated with W = 200 nm and L ranging from
40 nm to 60 nm. The average values of Ic mea-
sured at T = 77 K extracted as a function of
nanogap length are shown in Fig. 5.2. Here, the
value of Ic decreases rapidly when L is increased.
This is expected since a longer gap results in
higher etching rate inside the groove, hence lower value of tGDB. The standard de-
viations of the measured Ic are rather small, indicating that the fabrication procedure
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5.2. Electrical properties of single GDB

Fig. 5.3 IVC & δV/δI L [nm] W [nm] Ic [µA] RN [Ω] IcRN [µV]
(b) & (d) 40 200 110 5 550
(a) & (c) 50 200 10 20 200

Table 5.1: Summary of the electrical properties extracted from the data presented in Fig. 5.3 for GDBs with
W = 200 nm and L = 40 − 50 nm at T = 77 K. These GDBs were fabricated with tYBCO = 50 nm and
tC = 100 nm.

is well reproducible. The measured Ic are within ∼ 15 % of the average value, which
is only slightly worse than the best results obtained on Au capped YBCO nanowires.
From this measurements, we can exclude L = 60 nm and select the values of 40 nm
and 50 nm as the optimal nanogap length for W = 200 nm at T = 77 K.

The Current-Voltage Characteristics (IVCs) at T = 77 K for two GDB with W =
200 nm and L = 50 nm and 40 nm are shown in Fig. 5.3(a) and (b), respectively. The
behavior of these two weak links is representative for most of the measured GDB IVCs.
From these data we can extract the values Ic = 110 µA for L = 40 nm and Ic = 10 µA
for L = 50 nm. Those are respectively a factor 5 and 50 lower than a bare nanowire
with similar width (assuming critical current density Jc = 5×106 A/cm2 for nanowires
withW = 200 nm at T = 77 K [110]). An interesting feature of the IVCs is their shape:
it differs from the power law increase of voltage with applied bias current Ib, which
which we typically observe in our bare nanobridges at T = 77 K and Ib > Ic. The
IVCs of GDB show a trend which resembles the one expected for Resistively Shunted
Junctions (RSJ) (see Fig. 3.1(b)), similarly to JJs defined with FIB [72], and indicative
of a SNS-type weak link. This behavior can be seen also in the differential resistance
δV/δI as a function of bias current, shown in Fig. 5.3(c) and (d) for L = 40 nm and
50 nm, respectively. These curves can be compared to the δV/δI versus Ib of a RSJ
(see Fig. 3.1(c)). Indeed, the differential resistance of GDBs show narrow peaks for
Ib slightly above Ic. However, in contrast with RSJ, the differential resistance does
not converge to a constant value of RN for high Ib. Instead, δV/δI keeps increasing
almost linearly with increasing Ib, which could be an indication of a flux-flow regime
or possibly heating effects.

To compare the electrical properties of weak links, we can use the characteristic
voltage, which is defined as IcRN. This is a figure of merit for a JJ and higher values
of IcRN are generally associated with better device performances. However, the IVCs
of the GDBs do not converge to a constant resistance value at high bias current, hence
RN cannot be extracted. As an approximation for the value of RN in GDB, we select
therefore the value of δV/δI in the voltage range V = 100 − 200 µV. A summary of
the electrical properties for the GDBs from Fig. 5.3 is reported in Table 5.1.

The GDBs presented here have characteristic voltages in the range IcRN = 200 −
550 µV. These values are almost an order of magnitude higher than for He ion ir-
radiated JJs and bare nanowires at T = 77 K [72, 10]. The highest IcRN values in
YBCO junctions have been achieved for GB-based JJs [68, 69] with values in the range
800 − 1200 µV. While the best characteristic voltages of our GDBs have values close
to this range, GB-based JJs are usually SIS-type junctions, which are characterized
by higher IcRN values as compared to their SNS counterparts. Nevertheless, as it will
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Figure 5.3: (a)-(b) Current voltage characteristics (IVCs) measured at T = 77 K for two GDBs with W =
200 nm and L = 50 nm and L = 40 nm, respectively. (c)-(d) δV/δI calculated from the IVCs presented in
panel (a) and (b) respectively.

34



5.3. GDB-based SQUIDs

-300 3000
Voltage [µV]

-30

30

0

B
ia

s 
cu

rr
en

t 
[µ

A
]

(c) (d)

-0.5 0.50

5
-5

10

-10

I 
 [

µ
A

]
c

nΦ
(n+1/2)Φ

(b)

S
Q

U
ID

 v
ol

ta
ge

 [
µ

V
]

100

-100

50

-50

0

0Φ/Φ
0.5-0.5 0

0Φ/Φ

Figure 5.4: (a) Hairpin loop etching mask. (b) SEM image in false color of a GDB-based SQUID (device
SQ1). (c) IVCs of SQ1 for two different values of applied magnetic field. Inset shows the critical current
modulation as a function of normalized magnetic flux. (d) SQUID voltage modulations of SQ1 as a function
of normalized magnetic flux measured for increasing values of Ib with 1.8 µA steps. (adapted from [105])

be shown later in this chapter, the properties of GDBs result in SQUIDs with perfor-
mances comparable to state-of-the-art GB-based devices, even though they have lower
characteristic voltages.

From the above discussion, we conclude that for GDBs withW = 200 nm the optimal
value of L at 77 K is 50 nm, since it yields lower Ic and higher δV/δI as compared to
the L = 40 nm devices. While the GDB with L = 40 nm has higher value of IcRN, it
is more important for SQUID application to reduce Ic (lower screening parameter βL)
and increase δV/δI. Hence, the electrical properties of GDBs with W = 200 nm and
L = 50 nm are the most suitable to boost the performance of SQUIDs. These GDBs
have critical current values roughly 40 times lower and differential resistance values
approximately 50 times larger than those of bare nanobridges with similar dimensions
[105].

One of the objective of this work is to improve nanowire-based SQUIDs beyond the
limitations, which affect this type of weak links [10]. Previously reported nanowire-
based SQUIDs showed promising results, but had noise performances not competitive
with state-of-the-art at T = 77 K. Here we have shown that GDBs have electrical
properties, which overcome the limitations of nanowires, making them very interesting
for applications. In the next section we will present the results obtained for GDB-based
SQUIDs. Our work focused on optimization of SQUIDs aimed at magnetometer ap-
plications (i.e. increased SQUID magnetic area). At the same time, the development
of low noise HTS SQUIDs is of paramount importance for future, alternative applica-
tions of HTS such as high-frequency HTS superconducting quantum interference filters
(SQIFs) [111], HTS rapid single flux quantum (RSFQ) circuits [112], and large-scale
junctions arrays for high-performance computing and high-frequency sensors [113, 114].
GDB-based nanoSQUIDs could also be instrumental in the development of ultra-low
noise magnetic flux sensors for fundamental studies of magnetism at the nanoscale and
the detection of a single electron spin [81, 115, 116].
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5.3 GDB-based SQUIDs

SQUIDs implementing YBCO GDBs as weak links with different hairpin loop sizes,
have been fabricated on STO substrates. The linewidth and slit width of the hairpin
loops (see Fig. 5.4(a)) are 2 and 0.5 µm, respectively, while the slit length lslit is varied
to change the SQUID loop inductance LSQ. An SEM image of a GDB-based SQUID
(device SQ1) with W = 200 nm and L = 50 nm is shown in Fig. 5.4(b). A summary
of the geometry and electrical properties for the SQUIDs presented here is reported
in table 5.2. Two IVCs at T = 77 K for SQ1 are shown in Fig. 5.4(c). Here we
show the IVCs obtained for integer (nΦ0) and half integer ((n + 1/2)Φ0) values of
applied magnetic flux quanta. The modulation of the SQUID critical current Ic as a
function of magnetic flux is presented in the inset of Fig. 5.4(c). Device SQ1 shows
electrical properties similar to the one reported for single GDBs: the IVCs resemble
those of a RSJ with critical current value, Ic, strongly suppressed in comparison to
bare nanowires. The voltage modulations of SQ1 as a function of applied magnetic
flux are shown in Fig. 5.4(c). Here, each curve corresponds to a fixed value of bias
current, which is increased with 1.8 µA steps.

Since for GDBs the Ic and parasitic kinetic inductance are lower than bare nanowires,
larger SQUID loops can be implemented, while maintaining large values of ∆V and low
magnetic flux noise S1/2

Φ . As we will discuss in the next section, larger SQUID loops are
instrumental to improve the performances of SQUID-based magnetometers. Our GDB-
based SQUIDs exhibit large values of voltage modulation, with ∆Vmax = 27 − 50 µV
(lslit = 20 − 8 µm, LSQ = 160 − 20 pH). Comparing these values to nanowire based
SQUIDs with similar hairpin loop dimensions, which have voltage modulation depth
in the range 1-5 µV for lslit = 2 − 32 µm [10], corroborates the improved weak link
properties of GDBs.

The voltage modulation depth ∆V of SQ1 measured as a function of Ib is shown
in Fig. 5.5(a), green line. From this, we can extract the maximum voltage modulation
depth ∆Vmax = 27 µV, at Ib ' 17 µA. This can be used to approximate the transfer
function of the SQUID, which is defined as VΦ = max(δV/δΦ) ' π∆Vmax/Φ0; for SQ1
we obtain VΦ = 115 µV/Φ0. Moreover, we define δR as the differential resistance
obtained at the working point of the SQUID, i.e. in correspondence of the maximum
voltage modulation

The magnetic flux noise of the SQUID S
1/2
Φ is measured in a magnetic shielded room

(MSR) to minimize the environmental noise contribution. The device is connected to a
commercial Magnicon SEL-1 dc SQUID electronics. This setup allows to measure the
SQUID in a Flux locked loop (FLL) configuration [117]. Moreover, the contribution of
the low frequency critical current noise of the SQUIDs to the total measured voltage
noise is minimized by using an ac bias reversal scheme at a frequency of 40 kHz.
The voltage noise of the SQUID is first measured and the flux noise is obtained as
S

1/2
Φ = S

1/2
V /VΦ. The magnetic flux noise for SQ1 is shown in Fig. 5.5(b). The bias

current value at which ∆V is maximized corresponds to the crossing point of the δV/δI
vs Ib curves taken at Φ = nΦ0 and Φ = (n+1/2)Φ0 (see red and blue lines in Fig 5.4(a)).
The value of δV/δI at the crossing point defines our δR.
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Figure 5.5: (a)left axis: ∆V as a function of bias current, right axis: δV/δI as a function of bias current, the
two curves are calculated from the IVCs measured at Φ = nΦ0 (red line) and (n+ 1/2)Φ0, see Fig. 5.4(b). (b)
Magnetic flux noise measured on SQ1 at T = 77 K.

The 1/f knee is at 10 Hz while the white magnetic flux noise is as low as S1/2
Φ =

6 µΦ0/
√

Hz. This value is close to the expected magnetic noise calculated with Eq. 3.8
and is comparable to the state-of-the-art sensitivity obtained with grain boundary-
based YBCO SQUIDs 2.2 − 10 µΦ0/

√
Hz [118, 119, 120, 121, 122, 123]. The noise

obtained for SQ1 is almost an order of magnitude lower than the one obtained on
bare nanowire-based SQUIDs [10]. This shows the potential of GDBs for SQUID
applications and makes them a valid alternative to GB-based JJs in terms of noise
performance, while offering a more scalable fabrication procedure.

5.3.1 Temperature dependence of electronic properties

Our aim is to optimize the performances of the SQUIDs at T = 77 K, nevertheless
their operation can be extended to any temperature, from ultra-low up to the critical
temperature of the weak links. We characterized a GDB-based SQUID as a function of
temperature and determined the evolution of the SQUID voltage modulations, critical
current and differential resistance in the temperature range 8 K< T < 84 K. The
data presented here have been obtained on device SQT, which was fabricated with
W = 150 nm and L = 40 nm, and had Ic = 92 µA at T = 77 K. SQUID SQT has a
hairpin loop with linewidth of 2 µm, slit width 0.5 µm, and slit length lslit = 8 µm.

In Fig. 5.6(a) we show the voltage modulation depth extracted at the working point
∆Vmax of SQUID SQT as a function of T . This shows some interesting features which
are tied to the physics governing the GDB transport. Starting from low T , the value
of ∆Vmax decreases rapidly and reaches a plateau for T > 25 K. From here, ∆Vmax is
decreasing slowly up to T ' 60 K, where we observe an increase in voltage modula-
tion depth, reaching a local maximum at T = 65 K. If T is further increased, ∆Vmax
decreases rapidly once again and reaches 0 at T > 84 K, which is the critical tem-
perature of the weak links (the critical temperature of the YBCO film is Tc = 89 K).
This non-monotonic trend is the result of the combined behavior of δR and ∆Ic, which
are shown in Fig. 5.6(b). Here, one can see that while the critical current modula-
tion depth ∆Ic(T ) decreases with increasing temperature, the differential resistance
δR is non-monotonic. The latter decreases with T in the interval 8 K< T < 30 K
while it starts to increase linearly for T > 55 K. The product ∆IcδR, cross symbols in
Fig. 5.5(a), follows closely the measured value of ∆Vmax (open discs).
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critical current versus temperature, Ic (open symbols), compared to the Bardeen fit, Ifit

c (solid line). Inset
show the deviation, σfit, of the measured critical current from the fit as σfit = (Ifit

c − Ic)/Ifit
c . (adapted from

[107])

The behavior of δR at higher T is characteristic of SNS-type junctions [72], where
RN (here replaced by δR) increases with increasing temperature. A similar behavior
of ∆Vmax was reported for unintentionally damaged nanowires [88], especially when
the weak links lateral dimension was reduced below 200 nm. In [88], the damage from
the fabrication procedure resulted in different values of Tc along the wire. SQUIDs
based on such weak links demonstrated a ∆Vmax(T ) very similar to the data shown
in Fig. 5.6(a). These results were attributed to a transition from SS′S to SNS-type
junction.

To test if the transport properties of our GDBs as a function of temperature are
influenced by a transition from a SS’S- to a SNS-like weak link behavior, we performed
a fit of the measured critical current vs temperature (see Fig. 5.6(c)) using the Bardeen
expression for the depairing current of superconducting nanowires. The Bardeen ex-
pression reads [79, 124]

Ic ∝
(

1−
(
T

Tc

)2)3/2

(5.1)

where Tc is the critical temperature of the YBCO film (in our case Tc = 89 K). It has
been shown that Eq. 5.1 can be used to successfully reproduce the critical current of
pristine YBCO nanowire, from low temperature up to Tc [79]. From Fig. 5.5(c), one can
see that Eq. 5.1 fits well the Ic measured for SQT at low T . This suggests that in this
temperature range the GDBs behave as short Dayem bridges with a length close to the
gap length L and thickness equal to tGDB. This thickness can be estimated by dividing
the critical current of the GDB at low T by the typical critical current density of thin
Dayem nanobridges at T = 4.2 K. Hence, given that jc(4.2 K) ' 2× 107 A/cm2[110],
we obtain tGDB ' 15 nm as the thickness of the superconducting groove, see inset of
Fig. 5.5(b).

However, for T > 60 K the measured Ic(T ) departs from the fit, showing lower
values than those predicted by the Bardeen expression. This could be the result of
weakening of the superconductivity in the groove for T > 60 K due to thermal fluc-
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tuations. In fact, it has been previously observed that a marked broadening of the
superconductive transition occurs in the resistance versus T measurements of thin
YBCO films[110](thinner than 30 nm). Such a broadening could be attributed to
a Kosterlitz-Thouless vortex-antivortex pair dissociation transition close to the Tc of
the film [125, 126]. Alternatively, the thermal activation of vortices overcoming the
Bean-Livingston edge barrier could be responsible for the broadening of the resistive
transition and therefore the suppressed superconductivity in the groove [92].

These results suggest that the GDBs undergo a change of transport regime when the
temperature is changed, with transition at T ' 60 K. The Ic(T ) indicates that at low
temperature the GDBs behave like short nanowires and the weak link is of SS′S-type.
On the other hand, when T is increased above 60 K, superconductivity in the groove
is suppressed compared to the film, making the GDB more similar to a SNS-type weak
link. This is reflected in the linear increase of δR with T , which is expected for a
SNS-like weak link.

Finally, we investigate the SQUID hair pin loop inductance of device SQT as a
function of temperature. A current injection scheme [127] (see Fig. 5.8(a)) is used to
modulate the SQUID critical current. The injection current, Imod, modulates the phase
difference between the two GDBs. From the modulation period ∆Imod we extract the
inductance of the hair pin loop as Lc = Φ0/∆Imod, which is shown as a function of
temperature in Fig. 5.7. The inductance of the SQUID loop is composed of geometric
Lgeo

c and kinetic inductance Lkin
c . Using the empirical expression for a slit inductance

per unit length[47] 0.4 pH/µm we obtain Lgeo
c = 3.2 pH. The kinetic inductance per

unit length can be approximated by µ0λ
2(T )/wt with µ0 the vacuum permeability,

and w = 2 µm the line width of the hair pin loop, respectively. The temperature
dependence of the London penetration depth can be approximated by the empirical
expression λ(T ) = λ0[1 − (T/Tc)n]−1/2, where λ0 is the zero temperature penetration
depth and the exponent n is typically ' 2 for YBCO. The total inductance of the
hairpin loop Lc reads

Lc = Lgeo
c + Lkin

c = Lgeo
c + 2lslitµ0

λ2(T )
wt

, (5.2)

Fitting this expression to the measured data we obtain λ0 = 140 nm, and n = 2.1, see
Fig. 5.7. These values are consistent with the expected values for bulk YBCO [17, 9].
The fit shows that even for structures larger than the GDBs (e.g. hairpin pickup loop,
linewidth=2 µm), the main contribution to the SQUID loop inductance comes from
the kinetic term. This is most prominent at high T where, due to Lkin

c ∝ λ2(T ), the
kinetic term increases dramatically. The change of inductance with temperature must
be taken into consideration when designing a SQUID-based magnetometer since, as it
will be shown in the next section, this strongly influences the magnetic field sensitivity
of such a device (change of coupling with the pick-up loop). To reduce the change of
inductance with T , one could implement SQUIDs with a wider hairpin loop line width
in combination with a longer slit length, lslit, to minimize the kinetic contribution to
the total loop inductance.
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Figure 5.7: SQUID inductance versus temperature, calculated from the modulation current period Imod. The
data are fit with Eq.5.2.

5.4 Magnetometers
Standard SQUIDs, as they have been discussed so far, are extremely sensitive magnetic
flux sensors, but, due to their small dimensions (i.e. small effective area Aeff), have lim-
ited magnetic field sensitivity. The effective area of a SQUID is given by Aeff = Φ/Ba,
where Φ is the magnetic flux through the SQUID loop and Ba is an externally applied
filed. For nanoSQUIDs, a small loop is beneficial to reduce the device inductance LSQ
[8, 128, 81]. However, while small LSQ leads to optimal values of magnetic flux white
noise S1/2

Φ , most technological applications have requirements tied instead to the white
magnetic field noise S1/2

B = S
1/2
Φ /Aeff . In fact, SQUID-based magnetometers are used

today in several biomedical applications [129, 130, 131, 132, 119, 10] and geophysical
surveys [133, 134]. Here, in order to meet the technological requirement for S1/2

B , it is
necessary to increase Aeff while maintaining low values of S1/2

Φ . Different solutions can
be adopted to increase the effective area Aeff of the device. In this work we present
SQUID-based magnetometers fabricated with two of these solutions: in-plane galvani-
cally coupled pick-up loop and flux-transformer flip-chip. These two are the most easily
integrated with the fabrication process used for nanowires and GDBs.

5.4.1 In-plane pick-up loop

Magnetometers with an in-plane pick-up loop galvanically coupled to the SQUID loop
have been fabricated and characterized at 77 K. A schematic circuit for the galvanic
coupling is shown in Fig. 5.8(a). Here, the main advantage is the possibility of inte-
grating the pick-up loop into the SQUID design and avoiding additional fabrication
steps. An SEM image of a series of SQUIDs with hairpin loop is shown in Fig. 5.8(b),
the slit length lslit can be varied to change the hairpin loop inductance LC. Several
SQUID (up to 48) have been coupled to the same pick-up loop, as shown in Fig. 5.8(b),
these devices can be characterized separately and the one with best performances is
chosen for magnetometer application. A sketch of an in-plane pick-up loop is shown
in Fig. 5.8(c). In this configuration, the applied magnetic field threading the pick-up
loop leads to a screening current IS = Ba/Lloop. Due to the galvanic coupling, this
current flows around the hairpin loop. Here, IS results in a phase difference between
the weak links, which reads ∆φ ∝ ISLC2π/Φ0, where LC is the coupling inductance
between pick-up loop and SQUID (i.e. the hair-pin loop inductance). The phase differ-
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Figure 5.8: (a) Schematic circuit of the galvanic coupling with in-plane pick-up loop. Apl and AnS are the
effective ares of pick-up loop and SQUID, respectively, and Lloop and LC are the inductances of pick-up loop
and hairpin loop, respectively. (b) Series of SQUID loops connected to pick-up loop. (c) Schematic of the
pick-up loop fabricated on a 10× 10 mm2 STO substrate.

ence induced by IS results in modulation of the SQUID critical current. The galvanic
coupling of a pick-up loop to the SQUID hairpin loop results in a total effective area
of the SQUID equal to[9]:

Aeff = AnS + Apl
LC

Lloop
(5.3)

where AnS and Apl are the effective areas of the bare nanoSQUID and the pick-up loop,
respectively, and Lloop is the inductance of the pick-up loop. The latter is dominated by
the geometric component, due to the large linewidth of the loop (typically 1− 2 mm).
From Eq. 5.3, it is clear that in order to increase Aeff , one needs to increase the
coupling between pick-up loop and SQUID by increasing LC. However, this has the
adverse effect of increasing the total inductance of the SQUID LSQ which results in
increased βL. To obtain the lowest value of S1/2

B , the optimal value of LC needs to be
found to optimize both flux noise and effective area or rather the ratio between the
two quantities, S1/2

Φ /Aeff .

Moreover, the maximum dimensions of the pick-up loop are limited by the choice of
substrate dimensions. In our PLD system, which is used to grow the YBCO films in
the nanofabrication laboratory at Chalmers university, the substrate dimensions cannot
exceed 10× 10 mm2 without detrimental effects to the film quality. In this work, two
different substrate sizes have been used to fabricate the magnetometers, resulting in
two different pick-up loop dimensions. First, on a 5 × 5 mm2 STO substrates, we
achieved a pick-up loop with lateral dimensions of 3.5 × 3.5 mm2 and linewidth of
0.5 mm. Second, 10× 10 mm2 substrates allowed us to increase the pick-up loop outer
dimension to 8.7 mm×9 mm with linewidth of 2 mm (shown in Fig. 5.8(c)).

To characterize a magnetometer, the flux noise S1/2
Φ of the device is first measured

and the field noise is obtained according to S
1/2
B = S

1/2
Φ /Aeff . The effective area is

determined separately by measuring the responsivity dV el/dBa of the magnetometer
operated in FLL mode using a calibrated coil. Here V el is the output voltage of the
SQUID electronics in FLL mode. Together with the SQUID transfer function operated
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L W pick-up loop lslit ∆V Ic LC Aeff S
1/2
Φ S

1/2
B

[nm] [nm] [mm2] [µm] [µV] [µA] [pH] [mm2] [ µΦ0√
Hz ] [ fT√

Hz ]
SQT 40 150 - 8 50 92 18 - - -
SQ1 50 200 3.5× 3.5 20 27 15 160 0.122 6 100
SQ2 50 200 8.7× 9.0 16 39 15 48 0.15 6 85
SQ3 50 200 8.7× 9.0 30 16.5 30 102.6 0.39 10.6 63
SQ4 50 200 8.7× 9.0 30 18.7 16 103 0.39 11 59

Table 5.2: Summary of the geometry and electrical properties of the different GDB-based SQUIDs at T =
77 K.
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in FLL mode, V FLL
φ , one obtains the effective area Aeff = (dV/dBa)/V FLL

φ , see [118]
for details. The measurements are performed in the same setup (MSR and SQUID
electronics) used to measure the flux noise data presented in the previous section. A
summary of the geometrical and electrical properties of different devices is reported in
Table 5.2. Device SQ1 is the best magnetometer which we obtained with a 5× 5 mm2

substrate. SQ1 shows a particularly high value of voltage modulation depth (30 µV)
considering the high value of coupling inductance LC = 160 pH. This ∆Vmax is an order
of magnitude higher than what was previously obtained with nanowire-based SQUIDs
with similar values of LC [10]. The high voltage modulation depth results in white flux
noise as low as 6 µΦ0/

√
Hz, with the 1/f knee close to 10 Hz. Moreover, the large value

of LC leads to good coupling between pick-up loop and SQUID, resulting in an effective
area Aeff = 0.122 mm2. This, combined with the flux noise, gives a white magnetic
field noise S1/2

B = 100 fT/
√

Hz, as shown in Fig. 5.9(a). This is a very promising result
considering it has been obtained for a magnetometers with a pick-up loop smaller than
standard in-plane magnetometers (> 8× 8 mm2) [135, 136, 68, 10, 119, 121].

To increase the effective area further we realized SQUID magnetometers on two
10 mm×10 mm STO substrates. Each chip contained one large pick up loop galvan-
ically connected to a set of GDB-based SQUIDs with varying values of lslit. SQ3 and
SQ4 were fabricated on the same substrate sharing the same pick up loop whereas SQ2
was realized on a second substrate with nominally the same pick up loop dimensions
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as the one for SQ3 and SQ4. Among the three, the best result in terms of flux noise
has been achieved for SQ2 (lslit = 16 µm), with SΦ = 6 µΦ0/

√
Hz. However, the

coupling inductance was lower than expected with Lc = 48 pH given a hairpin loop
with lslit = 16 µm, compared to LC = 160 pH obtained with SQ1, where lslit = 20 µm.
Therefore, the Aeff of SQ2, with a 10× 10 mm2 substrate, is only slightly larger than
device SQ1 on a 5 × 5 mm2 substrate, showing the importance of high values of LC.
Such a difference in inductance, given hairpin loops with similar dimensions, can be
explained by differences in the YBCO films. Since the PLD process depends on the
size of the substrate (see Appendix A) this can result in different film properties. For
example, a small difference in film thickness and Tc could be expected between films
deposited on 5× 5 mm2 and 10× 10 mm2 substrates. However, even a small change of
these parameters would lead to substantial changes in the value of the SQUID loop ki-
netic inductance. This is most likely the cause of the discrepancy between LC measured
for devices fabricated on 5× 5 mm2 and 10× 10 mm2 substrates.

Nevertheless, when lslit is increased, the performance of the magnetometers improves.
In fact, on SQ3 and SQ4 the coupling was improved, with effective areas as large
as Aeff = 0.4 mm2. On the other hand, the flux noise increased to 11 µΦ0/

√
Hz,

due to lower values of ∆V , as expected for increased LSQ. The measured magnetic
field noise for SQ3 is shown in Fig. 5.9(b), here we can see that the 1/f knee is at
2 Hz and the white magnetic field noise is S1/2

B = 63 fT/
√

Hz at T = 77 K. This
is almost a factor 2 improvement compared to device SQ1 and represents the lowest
magnetic field noise achieved with nanowire-based SQUID magnetometers. Our result
also compares well with the noise values obtained in the state-of-the-art SQUID-based
magnetometers, fabricated with GB-based JJs coupled to an in-plane pick-up loop,
which reached S1/2

B = 20− 50 fT/
√

Hz [135, 136, 119, 121, 118, 123].

The results obtained on the 5 × 5 substrate show the potential of our GDB-based
SQUIDs for magnetometer applications. In fact, if the performances of SQ1 (i.e. low
level of flux noise SΦ = 6 µΦ0/

√
Hz), in combination with its large coupling inductance

value (LC = 160 pH), is obtained on a 10 × 10 mm2 substrate, the resulting effective
area would approach Aeff ' 0.6 mm2 resulting in a white magnetic field noise as low as
S

1/2
B = 20 fT/

√
Hz. Here, the main technological limitation is the fabrication process,

in particular the PLD, which needs to be optimized for 10× 10 mm2 substrates. Since
the quality of the YBCO film deposited by PLD degrades when using larger substrates,
lower quality GDB are obtained with less reproducible properties, i.e. the spread of the
measured critical current density is around 22% (compared to 15% obtained for GDB
on 5 × 5 substrates). The larger spread would additionally lead to asymmetric weak
links in the SQUIDs, resulting in a further reduction of the critical current modulation
depth ∆Ic, decreasing ∆Vmax. Optimizing the process to obtain results at par, or
better, with the 5× 5 mm2 substrates would place GDB-based magnetometers at the
state-of-the-art in terms of magnetic noise performance. This is especially appealing
for technological applications given the fabrication procedure for GDBs, which is more
easily scalable, cost effective and reproducible.
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Figure 5.10: (a) Electric circuit schematic of the two-level coupling used for the flip-chip flux-transformer
magnetometers. (b) Schematic of the washer pick-up loop design (red) coupled to the SQUID hairpin loop
(blue). The washer has outer dimensions of 400 µm ×400 µm and inner loop diameter of 60 µm.

5.4.2 Flip-chip Flux-transformer
To further increase the Aeff of SQUID magnetometers, a flip-chip device coupled to
an external multiturn superconducting flux-transformer (FT) has been fabricated. In
general, for such devices the SQUID loop is inductively coupled to an external FT. In
our case, the latter consists of a big pick-up loop galvanically coupled to a multi-turn
flux focusing loop [10, 121]. Generally, when the SQUID is coupled to an external
flux-transformer, a washer type SQUID loop is coupled to the FT [137, 128]. Washer
type SQUID loops have the advantage of reduced LSQ despite the large dimensions
(outer width in the 100 µm range). However, this approach results in low coupling
between the SQUID and FT due to the YBCO film thickness being smaller than the
London penetration depth (tYBCO = 50 nm) [138]. To partially solve this problem, a
two-level coupling scheme is used [10]. Here, the SQUID is first galvanically coupled
to an in-plane pick-up loop, as shown in the previous section. The pick-up loop is
then inductively coupled to the FT, acting as an intermediary coupling between FT
and SQUID loop. A sketch of this coupling scheme is shown in Fig. 5.10(a). The
best performance (e.g. best coupling) is achieved when the dimension of the pick-up
loop matches the inner most dimension of the flux-focusing coil, which in our case is
60 µm. Here, Lpk,FT and Lin are the inductance of flux-transformer pick-up loop and
focusing coil, respectively, while α (<1) is the coupling parameter between focusing
coil and SQUID pick-up loop. For tYBCO = 50 nm, the typical value for the coupling
parameter is α ' 0.4 for a flip-chip to pick-up loop separation ranging from 300 nm
to 10 µm [138]. α decreases rapidly when the separation increases above 10 µm. The
final effective area of a SQUID magnetometer based on flip-chip technology employing
this coupling scheme can be approximated as[10]:

Aeff '
α

2
LC√
LloopLin

Aeff,FT (5.4)

where Aeff,FT is the effective area of the flux-transformer. The SQUID is fabricated
with the same hairpin loop design as for the devices presented in the previous section
(see Fig. 5.8(a)). The data presented here have been measured on device SQFT, which
has lslit = 12 µm, GDBs with W = 200 nm and L = 40 nm, resulting in Ic = 175 µA
and IcδR = 350 µV at T = 77 K.

To improve the coupling between FT and SQUID pick-up loop, the latter uses a
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Figure 5.11: Magnetic field (left-axis) and flux (right-axis) noise measured on SQFT, the white magnetic
field and flux noise are 60 fT/

√
Hz and 10 µΦ0/

√
Hz, respectively. (adapted from [106])

washer design, which is shown in Fig. 5.10(b). This design increases the coupling pa-
rameter, α, while keeping a low value of inductance Lloop, hence improving the coupling
between washer and SQUID loop as well (lower Lloop increases the ratio LC/

√
Lloop in

Eq. 5.3). The inner diameter of the washer is 60 µm to match the innermost circle
of the flux-transformer focusing coil. The multilayer YBCO FT was fabricated by M.
Chukharkin at Chalmers on a SrTiO3 (001) substrate and is composed of a square
pick-up loop (outer dimensions are 9 × 9 mm2 with linewidth of 1 mm) galvanically
coupled to a multi-turn flux focusing coil. The latter has 12 turns with linewidth of
7.5 µm and 4 µm pitch. The details for the FT fabrication are reported in [139].

SQUID SQFT has been measured in the same setup used for the previously dis-
cussed SQUID experiments in section 5.3 (MSR plus Magnicon SEL-1 SQUID electron-
ics). The effective area obtained from responsivity measurements is Aeff = 0.41 mm2.
This value is consistent with previously reported data obtained on similar devices
[10]. The measured flux noise is shown in Fig. 5.11, here the white flux noise is
S

1/2
Φ = 10 µΦ0/

√
Hz above 10 Hz. This value is comparable with the SQUIDs re-

ported in Table 5.2. However, SQFT has a much smaller squid loop (small lslit and LC)
which should have given a lower flux noise. The measured S1/2

Φ might be higher due to
low quality of the GDBs (low ∆Ic and δR), most likely related to fabrication issues.

The small SQUID loop is detrimental for Aeff since it results in low LC. Neverthe-
less, the effective area of SQFT is Aeff = 0.41 mm2, yielding a white magnetic field
noise S1/2

B = 60 fT/
√

Hz, see Fig. 5.11. These values are comparable with the best
results we obtained on SQUIDs with in-plane pick-up loop (see SQ3 and SQ4 from Ta-
ble 5.2). Considering the low quality of the GDBs and small lslit, the noise performance
of SQFT shows the potential improvement of magnetic field noise achievable with flip-
chip devices. Indeed, the lowest level of magnetic field noise for SQUID-based mag-
netometers S1/2

B = 4 fT/
√

Hz has been achieved with an external flux-transformer[68]
(albeit with dimensions of 16 × 16 mm2). While still far away from the state-of-the-
art, the results obtained with SQFT represents a net improvement compared to previ-
ously reported levels of sensitivity for flip-chip magnetometers based on bare nanowires

45



5. Properties and performances of GDB-based devices

(S1/2
B = 240 fT/

√
Hz [10]). If the two-level coupling scheme could be substituted by a

direct inductive coupling of the flux-transformer to a washer type SQUID loop, then
a possible effective area Aeff ' 2.2 mm2 could be achieved [138]. Such a large value
of effective area, together with flux noise S1/2

Φ = 6 µΦ0/
√

Hz, would result in white
magnetic flux noise S1/2

B ' 6 fT/
√

Hz. This would represent one of the lowest lev-
els of field noise reported for a YBCO SQUID-based magnetometer, comparable with
results obtained for LTS-based SQUID magnetometers (1 − 5 fT/

√
Hz[140]), making

GDB-based devices one of the best choices for technological applications.

However, the increased sensitivity of FT based magnetometers comes at the cost
of a more complicated and expensive fabrication. In fact, an in-plane pick-up loop
magnetometer is fabricated in a single process, while for flip-chip devices the addi-
tional fabrication of the FT, which is in itself a challenging process [139], is required.
Moreover, the 1/f knee frequency in this type of devices is typically higher than for the
in-plane magnetometers, in our case just below 100 Hz, an order of magnitude higher
than for SQ3. Thus, the specific requirements of the target technological application
(measurement sensitivity and frequency range) should be taken into consideration when
selecting which kind of magnetometers to use. For example, HTS-based MEG would
outperform their LTS counterpart already with magnetic field noise6 50 fT/

√
Hz [141].

Here, the performance of GDB-based magnetometers with in-plane pick-up loops would
suffice, while the low cost of fabrication would be beneficial for large-scale production.

5.5 Future considerations

In this chapter we have shown that GDBs can be instrumental for the fabrication
of high-performance YBCO-based devices, in particular SQUIDs. While the results
obtained here are promising, the novelty of GDBs implies that a considerable amount
of improvement can still be achieved by further optimizing these weak links. In the
following we present some of the possible ways, which can lead to an improvement of
GDBs performance.

As presented in section 5.2, the EBL sets an upper limit for the GDBs width,
Wmax ' 200 nm, which at the moment limits the optimization of GDBs through further
variations of the nanogap dimensions. However, it should be possible, by optimizing
the various process steps, such as EBL, oxygen plasma and ion milling, to achieve
GDB with Wmax > 200 nm and reproducible values of Ic. This could improve the
performance of GDB-based SQUIDs by further reducing the Lkin of the weak links.

Alternatively, one of the configurations already used to boost the performance of
YBCO-based devices is the junctions array [113, 111]. Here, several (from tens up to
thousands) junctions, or weak links, are connected in series to increase considerably
the characteristic voltage of the final device, or in some case in parallel for absolute
magnetic field detection, e.g. in superconducting quantum interference filters SQIF
[111]. In fact, considering a series of Nwl weak links, assuming homogeneous SC prop-
erties (critical current, Ic, and normal resistance, RN, for the single weak link), the
characteristic voltage of this series is equal to NwlIcRN. Hence, the performance of the
series scales linearly with Nwl. Arrays of Josephson Junctions have shown the potential
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for metrological applications [48, 49], quantum electronics [142] and sensors [111, 113,
143].

However, for HTS applications, it is challenging to fabricate arrays of GB-based
JJs, especially if they need to be integrated in a SQUID. GDBs would represent the
ideal platform to implement arrays of weak links. In the easiest case, a nanobridge
containing two grooves in series could be easily integrated in the SQUID design. This
would possibly result in a factor 2 increase of the SQUID δR and, thus, twofold in-
crease of ∆Vmax. Moreover, this kind of solution could be easily scaled to multiple
gaps (Nwl>2) GDBs, without any complication of the fabrication process. Devices im-
plementing multiple-gap GDBs will be fabricated and characterized in the future and
could represent a marked improvement for this technology.

Finally, a very promising route for the optimization of GDBs is electromigration
at T ' 4.2 K and high bias voltages (V > 0.6 V). If optimized, this would be an
interesting route to obtain GDBs with higher differential resistance and lower critical
current. Electromigration has been previously reported for different YBCO-based JJ
and weak links [144, 145, 146]. For GDBs, we found that by applying high values of
bias current at T = 4.2 K, the electrical properties of the weak links can be tuned due
to electromigration effects. The final results depend strongly on the voltage drop V
over the weak link. In fact, two regimes can be identified, similarly to [145], depending
on the value of V : the first is healing, for V = 0.5 − 0.7 V; the second is degradation,
for V > 0.7 V. These voltage regimes are consistent among different samples and have
the following effect:

• Healing (V = 0.5−0.6 V): In this regime, the Ic of the weak link can be increased
by a few 10%. Most probably, oxygen is moved from the electrodes to the GDB
where it compensates for the possible oxygen loss during the fabrication process.

• Degradation (V > 0.7 V): In this regime, the Ic of a GDB can be strongly
reduced (from Ic > 100 µA down to only 5 µA) while the shape of the IVC
becomes more RSJ-like. Moreover, while Ic decreases, the value of RN (and thus
δR) increases and can reach values RN > 1 kΩ. While in the degradation regime,
Ic can be completely suppressed, driving the weak link to the resistive behavior.

Some preliminary results of electromigration performed on a GDB are reported in
Fig. 5.12. In panel (a), one can see the comparison between IVCs measured on the
same GDB right after fabrication (blue), after healing (red) and after degradation
(orange). The original critical current is Ic = 100 µA, after the healing it increased to
Ic = 130 µA, the shape of the IVCs are also different, however they are not yet close to
be described by the RSJ model. When Ib is further increased and the voltage drop over
the GDB exceeds 0.7 V, the Ic start decreasing rapidly and is lowered to roughly 5 µA.
The IVC for the GDB after degradation resembles closely the IVC of a RSJ, see inset
of Fig. 5.12(a). While the Ic decreases, the normal resistance is strongly increased and
can reach values as high as RN = 1.2k Ω. The differential resistance calculated from
the IVC after degradation is shown in Fig. 5.12(b). Here the shape of δV/δI resembles
the differential resistance expected for a RSJ (see Fig. 3.1(c)). Such a high value of
RN results in a very high characteristic voltage, given the low value of critical current.
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Figure 5.12: (a) Comparison of the IVCs measured at T = 4.2 K on the same junctions as fabricated (blue
line) and after two steps of electromigration (healing in red, degradation in orange). Inset shows a zoom-in
for the IVC of the junction after degradation, which is very close to a RSJ. (b) Differential resistance δV/δI
obtained from the IVC for the junction after degradation.

Indeed, after degradation, the GDB presented in Fig. 5.12 has IcRN ' 6 mV.

This GDB does not show SC behavior at T = 77 K after the degradation. Never-
theless, the electromigration process could be optimized to work at LN2 temperature.
This has been tested but at T = 77 K the electromigration is more difficult to con-
trol. This can be related to lower heat dissipation resulting in overheating of the GDB
and extreme degradation of the material. If the electromigration can be optimized,
the performance of devices with such weak links would be very interesting for tech-
nological applications. The data presented in this chapter are very promising for the
future of GDBs and, with a little optimization, these weak links could represent a new
state-of-the-art for HTS devices. Furthermore, if electromigration would be applied to
SQUIDs, the process could be used to improve the weak links parameters (Ic and δR)
and at the same time possibly achieve more symmetric SQUIDs for improved critical
current modulation depth ∆Ic, resulting in improved ∆Vmax.
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CHAPTER 6

Noise in nanowires

The phase diagram of YBCO, introduced in Chapter 2, exemplifies the complexity,
which researchers face when studying the physic of cuprate HTSs. The yet unknown
microscopic mechanism ruling the physical properties of high-Tc superconductors is
inevitably tied to the understanding of the interplaying orders exhibited by these ma-
terials in the normal state at different doping levels and temperatures. Recent studies
using x-ray scattering techniques have revealed the occurrence of a Charge Density
Wave (CDW) order [6, 37, 38], a two dimensional charge modulation which has been
found to be ubiquitous in all cuprates. Furthermore, different orders of electronic
nematicity have been observed through transport [7, 147] and torque-magnetometry
[148] measurements throughout the entire phase diagram. More recently, resonant x-
ray scattering studies also revealed dynamic charge fluctuations [44] in a large portion
of the phase diagram, at temperatures much higher than the previously reported static
CDW order.

It is clear that additional experimental investigations are required to shine light on
how all those different orders are related to each other and how they are related to the
phenomenon of high critical temperature superconductivity. Due to the complexity of
the problem, any new finding can represent an important piece of information for the
final solution. For this reason, the study of the noise properties of YBCO nanowires
could be instrumental to access information on the dynamics of charge fluctuations
and nematicity in the normal state of the material [149, 150]. Here, nanowires are
instrumental to approach sample sizes comparable to the phenomena under study and
to be sensitive to such small effects [151, 152]. Moreover, the pristine quality of the
material must be ensured to minimize the contribution of defects and damaged material
to the electric properties. The nanofabrication procedure presented in Appendix A has
been used to obtain reproducible and high-quality nanostructures with features down
to 50 nm[79, 89, 105, 153]. Measurements performed on pristine nanowires can reveal
intrinsic properties of YBCO, which otherwise might not be accessible in macroscopic
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6. Noise in nanowires

devices. Moreover, a better understanding of the origin of noise in YBCO nanowire is
also instrumental to improve the performances of YBCO nanodevices for technological
applications.

In the following, we show the noise characterization of nanowires fabricated following
Appendix A. This is the first extensive study of the resistance fluctuations of YBCO
nanostructures where both temperature and doping level are varied to span a large
portion of the phase diagram.

6.1 1/f noise model

A first characterization of the voltage noise due to resistance fluctuations in optimally
doped YBCO nanostructures is performed at a fixed temperature, T ' 100 K, in
the normal state (T > Tc). Here, one can expect the samples to show 1/f noise, i.e.
the resistance noise power spectral density scales inversely with frequency. This is an
ubiquitous form of noise which has been found in almost all electronic systems (semi-
conductors, metals, superconductors, etc.), but its underlying microscopic mechanism
is not completely understood as of now [154]. The origin of 1/f noise noise has been un-
derstood in some, separate cases, however, no universal mechanism has been proposed
for such a ubiquitous form of noise. A better understanding of 1/f noise in YBCO
would be instrumental to possibly reduce its negative effect in technological applica-
tions. Moreover, this study could provide the ground for understanding if fluctuating
charge order and/or locally fluctuating nematicity (breaking of rotational symmetry),
as described in the next section, do contribute to the electronic noise.

The simplest picture underlying 1/f noise was introduced by Hooge [155], who found
an empirical relation between the amplitude of the measured voltage 1/f noise, the dc
voltage drop, and the total number of free charge carriers in the specimen. One of
most important result of this picture, is the introduction of the Hooge’s parameter γ
[155] which is commonly used to compare the measured noise power spectral density
(PSD) or the "noisiness" between different materials. γ is a material dependent, unitless
parameter, which describes the strength of the underlying noise sources. The value of
γ can be extracted by fitting the 1/f noise with the Hooge’s empirical relation for
the voltage PSD SV(f) = γV 2/(f · n · Vol), where V is the applied dc voltage, n is
the charge carrier density, f the frequency, and Vol the structure volume (nVol gives
the total number of charge carriers). This relation can be understood by assuming
that the total resistance noise arises from a large ensemble of independent microscopic
resistance fluctuators having a broad distribution of activation energies [154] (see also
discussion of the Dutta-Horn model below). From this relation, one can see that the
relative noise level is inversely proportional to the sample volume SV/V

2 ∝ 1/Vol.
This is an additional advantage when studying nanoscale structures: by decreasing
the sample volume, Vol, the relative noise fluctuations are enhanced, facilitating the
detection of noise [156].

The 1/f noise of YBCO has been previously studied in a variety of samples (from
bulk crystals to microbridges) with values of γ ranging from 10−3 to 107 [157, 158].
These results show the challenge of measuring the intrinsic noise for a material which
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has a complex crystal structure and composite nature on long ranges (> 1 µm), making
it prone to nucleation of defects. The latter are sources of high magnitude noise which
can dominate the PSD in the case of ’dirty’ samples. Indeed, larger samples are usually
characterized by grains and extended imperfections, which might be the source of the
large noise values observed in macroscopic samples [157, 159].

The relation of noise to inhomogeneity is clear when previous studies are compared.
Measurements performed on YBCO crystals have shown γ values ranging from 103

[160] to 107 [157]. For YBCO films, γ is lower when compared to single crystals and in
the range from 101 to 10−2 [161, 162]. If the samples lateral sizes are further reduced
to reach µm-scale, then γ can be as low as 10−3 [158, 163]. This trend indicates
that smaller samples are generally more homogeneous and have less defects which can
account for the different results reported in literature. Moreover, the noise magnitude
measured in our nanowires, as will be shown in the following, shows a lower value of γ
[156], in the order of 10−4. The noise levels reported in literature have also seen a net
improvement over the years, which reflects the improvements achieved in the growth
of higher quality YBCO crystals and films. To study the electric properties intrinsic
of the material, it is thus necessary to deposit thin-films with the highest homogeneity
and fine tune the lithography process so to preserve the pristine quality of the material
down to the nanoscale [89, 79, 156, 153].

6.2 Noise at T = 100 K

We performed voltage noise measurements on slightly overdoped YBCO nanostructures
(Tc ' 86 K) with varying lateral dimensions (ranging from 65 nm to 1 µm) fabricated
on MgO substrates. We measured the voltage noise at T = 100 K as a function of
bias current and compared our low frequency noise data to the predictions of Hooge’s
empirical model. Our measurement scheme is shown in Fig. 6.1(a). Here, a nanowire
with resistance R is biased with a dc current Ib. The measured voltage fluctuations δV
are related to the nanowire resistance fluctuations δR through δV = δRIb [164]. The
voltage power spectral density is calculated as SV = (δV )2 = SRI

2
b, where SR = (δR)2.

Considering the nanowire to be ohmic, this can be written as SV = V 2SR/R
2, where

V is the DC voltage drop over the sample, therefore the power spectral density scales
as SV ∝ V 2. The PSD is obtained by computing the discrete Fourier transform (DFT)
of the measured time trace using the fast Fourier transform algorithm (FFT) [165]:
SV = FFT(V (t))∗ · FFT(V (t)), where V (t) is the measured voltage time trace and
FFT(V (t))∗ is the complex conjugate of the DFT.

In Fig. 6.1(b) we show the measured voltage noise power spectral densities at T =
100 K of a 50 nm thick, 100 nm wide and 300 nm long YBCO (slightly overdoped)
nanowire, fabricated on a MgO substrate, for various applied bias current values. At
low frequencies the noise spectra are dominated by 1/f noise, which increases with the
applied bias current. The measured noise spectrum at zero bias current (blue line in
Fig. 6.1(b)) is representative of the voltage amplifier input noise. At higher f , the
measurements are limited by the white input voltage noise of the Low Noise Amplifier
(LNA), which is Samp

V = 2.1 × 10−17 V2/Hz. The contribution of the latter can be
minimized by implementing a cross-correlation setup using two amplifiers connected
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6. Noise in nanowires

Figure 6.1: (a) SEM image of a 100 nm wide nanowire connected to a schematic of the noise measurement
setup. (b) Voltage noise power spectral density measured on a 100 nm wide and 300 nm long (slightly
overdoped) YBCO nanowire at T = 100 K for various bias current values. (adapted from [156])

Figure 6.2: (a) Voltage PSD at f = 10 Hz as a function of bias current Ib for different sample sizes. (b)
Normalized PSD at f = 10 Hz as a function of bias current Ib for different sample sizes. Inset shows the
dependence of S2

V/V
2 at 10 Hz on sample volume. (adapted from [156])

to the same device. Calculating the cross-correlation spectrum from the two amplifier
outputs (V1(t) and V2(t)) the contributions of the uncorrelated amplifier input noise
sources to the total measured noise are averaged out [166]. The cross-correlated PSD is
calculated as FFT(V1(t))∗ ·FFT(V2(t)), a schematic of the measurement setup is shown
in Fig.6.1(a).

To properly confirm Hooge’s empirical relation and extract γ for our YBCO nanowires,
samples with different volumes are fabricated on MgO substrates following the process
presented in Appendix A. The nanowires have width Wnw = 65 − 1000 nm, thickness
t = 50 nm and length Lnw = 3Wnw. These samples are cooled to T ' 100 K and
measured using the same scheme as in Fig.6.1(a). The values of the measured PSDs
extracted at f = 10 Hz as a function of bias current for various sample volumes are
shown in Fig.6.2(a). The corresponding normalized PSDs, SV/V

2, at f = 10 Hz are
shown in Fig.6.2(b). The measured noise for all samples show a quadratic dependence
on bias current, SV ∝ I2

b, as expected for an ohmic resistor, which is also reflected
by the values of the normalized PSDs, SV/V

2, approaching constant values at high
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6.3. Dutta-Horn model

bias currents. The deviation from the expected behavior of SV and SV/V
2 at low

values of bias current is due to contribution of the LNA input noise, which is instead
negligible at higher bias. From the results presented in Fig. 6.2(b), we extract the
value of S2

V/V
2 × Vol. = const. ' 2 × 10−33 m3/Hz. By assuming the carrier den-

sity n = 5.75× 1027 1/m3[158, 161], one can use Hooge’s empirical relation to extract
γ = 3.4 × 10−4. This is the lowest value of γ reported in literature for YBCO and is
lower than the values of γ reported for metals at T = 300 K [154]. This is an addi-
tional proof of the high-quality of the nanowires obtained with the fabrication process
reported in Appendix A. Moreover, as shown in inset of Fig.6.2(b), the normalized
PSD shows a linear dependence on 1/Vol, as predicted by the Hooge’s relation. This
is the first instance where this relation has been shown to hold for YBCO. In fact, a
strong departure from the 1/Vol dependence of the measured 1/f noise was reported in
the case of devices with dimensions larger than 1 µm [163]. This has been attributed
to the defects spacing in the material which is in the order of few µm.

Regarding the underlying origin of 1/f noise, previous studies have suggested that
the resistance noise in YBCO might originate from the dynamics of doping oxygen
which is located in the CuO chains [158]. Due to the strong tie between oxygen
content and electrical properties of YBCO, the fluctuation of the former would result
in temporal fluctuations of the local charge carrier density and local fluctuations of
the conductivity. This implies that the 1/f noise originates from a large ensemble of
noise sources or fluctuators. In this case, we can introduce the Dutta-Horn model,
which describes the 1/f noise as the collective result of a large ensemble of Two Level
Fluctuators (TLFs)[167].

6.3 Dutta-Horn model

In this model, the characteristic 1/f dependence of the noise is a consequence of the
broad activation energy distribution of the TLFs in the ensemble. Starting from a
single TLF, this can be well described by a particle in a double well potential as shown
in inset of Fig. 6.4(a). The particle moves between two metastable states, which are
separated by an energy barrier ∆E. In the case of a resistance fluctuator, the left and
right state of the double well potential would correspond to two different resistance
values. The noise spectral density of this system is given by a Lorentzian function of
the form

Sx(f) = (δx)2 4τ
1 + (2πf)2τ 2 (6.1)

δx is the amplitude of the fluctuations and τ is the average lifetime of the particle in
the two states. For given lifetimes in the two states, τ1,2, the average lifetime is given
by τ = 1/(τ−1

1 + τ−1
2 ) [168]. In the case of a thermally activated fluctuator, τ is a

function of T and can be written as

τ(T ) = τ0exp(Ea/(kBT )) (6.2)

here τ−1
0 is the particle attempt frequency, Ea the activation energy and kB the Boltz-

man constant. An example of a Lorentzian spectrum is shown in the inset of Fig. 6.3.
Here the characteristic corner frequency of the Lorentzian is given by fc = 1/(2πτ).
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Figure 6.3: Lorentzians with uniformly distributed activation energies (grey color scale). As per the Dutta-
Horn model, the sum of these Lorentzians results in 1/f noise (blue line). Inset show an example of Lorentzian
with τ = 1 ms, here we highlight the corner frequency, fc = 1/2πτ ' 159 Hz.

Considering a large ensemble of single TLFs one can introduce the distribution func-
tion D(E). This represents the density (per unit energy) of TLFs as a function of
activation energy. To obtain the total noise which arises from the ensemble, one needs
to integrate the PSD of the TLFs over the entire energy range. Using the distribution
function and the expression for τ(T ) from eq. 6.2, one gets

Stot(f) =
∫ ∞

0
D(E) 4τ0e

E/(KBT )

1 + ω2τ 2
0 e

2E/(KBT )dE (6.3)

where ω = 2πf . In the Dutta-Horn model a wide distribution of activation energies is
assumed. This corresponds to D(E) having a width � kBT , so that the distribution
can be considered almost constant over small energy intervals. With this assumption,
the integral of eq. 6.3 reduces to the general expression for 1/f noise

Stot(f) = kBTD(Eω) 1
f

(6.4)

where Eω = −kBT ln(ωτ0). So one obtains that the noise power spectral density is
proportional to 1/f. This is shown in Fig. 6.3 where we plot a series of Lorentzians
with decreasing value of τ . The 1/f line in Fig. 6.3 is the sum of the Lorentzians.
Here we can see that even few fluctuators with a uniform distribution of acxtivation
energies, Ea, leads to a PSD given by eq. 6.4. On the other hand, the PSD of eq. 6.4
is also proportional to the density of TLFs as a function of energy. Thus, measuring
Stot(f) as a function T can reveal information on the energy distribution of the TLFs,
D(E).
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Figure 6.4: (a) Density of activation energies as a function of Eω. The equivalent temperature, T , is shown
on the top axis. The noise is measured on a 400 nm wide, slightly overdoped (Tc = 86 K) nanowire, NW400.
Inset shows a schematic model for a particle in a double well potential with activation energy Ea separating
the two meta-stable wells. (b) Normalized PSD extracted at 10 Hz in the interval Tc < T < 300 K for two
slightly overdoped nanowires: NW100 with width of 100 nm (red diamonds) and NW400 with width of 400 nm
(blue circles). The noise values for NW400 are multiplied by a factor 16 to account for the different volumes
of the nanowires.

6.4 Noise for Tc < T < 450 K

To better understand the origin of 1/f noise in YBCO and extractD(E), we measure
the noise in a 400 nm wide, slightly overdoped (Tc = 86 K) YBCO nanowire (sample
NW400, MgO substrate) with a constant Ib = 1100 µA applied in the temperature
range from Tc up to 450 K. From the measured values of Stot(f) at 10 Hz we compute
D(E) using eq. 6.4. In Fig. 6.4(a) we show the resulting distribution of activation
energies, D, as a function of Eω for NW400. Here we used a typical value for the
inverse attempt frequency τ0 = 1.2×10−13 s [158]. Since Eω ∝ ln(τ0), the chosen value
for τ0 does not influence strongly Eω. The extracted D(E) shown in Fig. 6.4(a) displays
a maximum at energy close to 0.9 eV, which corresponds to the activation energy for
oxygen hopping in YBCO[158]. This corroborates the notion that the main mechanism
for 1/f noise in our YBCO nanostructures is related to oxygen motion, causing local
fluctuations of the electronic properties.

So far, we only considered the noise at high T and the connection between 1/f noise
and oxygen motion, however, additional peaks can be observed in D(E) for T < 250 K
(Eω < 0.6 eV) shown in Fig. 6.4(a). These peaks can be visualized better when instead
of D(E), we plot the values of SV/V

2(T ) extracted at f = 10 Hz, S10Hz
V /V 2(T ),

as shown in Fig. 6.4(b). Here, we show data obtained for two slightly overdoped
nanowires: NW100 (100 nm wide, MgO substrate) and NW400 in the temperature
range 300 K> T > Tc, where a number of minor peaks can be observed. Since the
normalized PSD, SV/V

2, of NW400 is lower than that of NW100 due to the larger
device volume, we re-scaled SV/V

2 of NW400 by a factor 16, i.e. the ratio of the
volumes of the two nanowires.
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Figure 6.5: PSDs measured on NW100 at four different temperatures (corresponding to the data presented
in Fig. 6.4(b)).

To understand the origin of these peaks in S10Hz
V (T ), one can look at the evolution

in temperature of the measured voltage noise spectra. In Fig. 6.5 we show the voltage
noise spectra measured on NW100 at 4 different temperatures between 100 K and
200 K using a fixed bias current Ib = 300 µA. The noise spectra at T = 100 K and
140 K show the typical 1/f dependence. However, at T = 160 K a Lorentzian spectrum
superimposed to the 1/f background is visible. When the temperature increases to
200 K one can observe that the position of the corner frequency of the Lorentzian,
fc, moves to higher frequencies. This indicates that the Lorentzian noise spectrum
originates from a thermally activated TLF. Since the average lifetime of the TLF, τ ,
decreases with temperature, the amplitude of the Lorentzian noise spectrum decreases
with temperature as well, see eq. 6.1. The combination of increasing corner frequency
and decreasing amplitude of the Lorentzian noise spectrum with temperature results
in a peak when plotting SV(T ) at f = 10 Hz. The temperature around which a peak is
centered corresponds to the value of T for which fc = 1/2πτ ' 10 Hz. From the above
discussion it follows that the temperature around which a peak occurs depends on the
frequency, f , at which we choose to extract the values of SfV(T ).

6.5 TLFs analysis

A single TLF is usually characterized by Random Telegraph Noise (RTN) in the time
trace of e.g. the voltage drop across the nanowire. Here, the voltage is expected
to switch between two well defined states. The mean life-time of the system in the
two switching states, τ , determines the corner frequency of the Lorentzian spectrum,
according to Eq. 6.1. In Fig. 6.6(a) we show a single voltage time trace corresponding
to the noise spectrum measured at T = 200 K for NW100, shown in Fig. 6.5. Here, the
corner frequency is roughly 700 Hz, and one would expect RTN with lifetime in the
order of 250 µs. However no RTN signal, i.e. discrete switching between two states,
can be discerned in the time trace.
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Figure 6.6: (a) Time trace corresponding to the PSD at T = 200 K shown in Fig. 6.5. (b) Simulated time
trace of a system with 1/f noise and a single TLF. (c) Simulated time trace of a system with 1/f noise and 5
single TLFs with same Ea. (d),(e) and (f) are the PSDs obtained from the time traces shown in panel (a),(b)
and (c), respectively.

To better understand the time traces in combination with the respective noise spec-
tra measured on our nanowires, we performed numerical noise simulations. The simu-
lations can produce time traces (voltage fluctuations versus time) of a system with 1/f
noise plus an arbitrary number of independent TLFs. By tuning the parameters of the
simulations, one can obtain time traces, which correspond to PSDs equal to or closely
resembling the measured ones.

First, a system with 1/f noise and a single TLF is simulated, the resulting time
trace is shown in Fig. 6.6(b), while the corresponding PSD is shown in Fig. 6.6(e).
The latter approximates well the PSD measured at T = 200 K shown in Fig. 6.6(d) for
comparison. However, the simulated time trace clearly shows switching behavior which
is not present in the measured time trace. This suggests that the measured Lorentzian
is not the result of a single TLF, but arises from an ensemble of microscopic TLFs
having similar properties. To help support this, a system with 1/f plus 5 independent
TLFs is simulated. The fluctuators are chosen to have all the same activation energies
and attempt frequencies, i.e. the same τ . The resulting voltage fluctuations are shown
in Fig. 6.6(c) and the corresponding PSD is shown in Fig. 6.6(f). One can see that
the spectrum obtained from this simulation resembles the measured one as well. The
time trace for this simulation follows the general trend of the fluctuations caused by
only the TLFs (red line), however, one cannot identify clear switching events in the
total time trace (black line). Therefore, the PSD of a system with a large ensemble of
microscopic TLFs having similar average lifetimes τ is again a Lorentzian, as for the
single TLF case, however, without displaying a characteristic RTN signal in the time
trace switching between two distinct values.

This scenario can be obtained as a special case of the Dutta-Horn model: if the
distribution D(E) is not broad but instead very narrow in energy it can be approx-
imated by a delta function δ(Ea) centered at the activation energy of the TLFs Ea.
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Figure 6.7: (a) Comparison of a spectrum measured spectrum (blue line) and the same spectrum multiplied
by the frequency f (red line). (b) Arrhenius plot of SR/R

2 × f measured on NW100.

Hence, the integral of eq. 6.3 is reduced to the general expression for a single thermally
activated TLF. To obtain the same PSD, the voltage fluctuation amplitude of each
TLF, δV , has to decrease with increasing number of TLFs, N (δV ∝ 1/

√
N). Since

δV decreases with increasing number of fluctuators, one eventually cannot distinguish
single switching events in the time trace. From the analysis above we can conclude
that in our YBCO nanowires the Lorentzian spectrum observed in noise measurements
is not the result of a single TLF; it is rather the result of an ensemble of TLFs (5 or
more) with very similar properties among each other.

To extract the activation energies Ea and attempt frequencies 1/τ0 of the TLFs,
we can analyze the evolution of the TLF corner frequency of the measured Lorentzian
spectra as a function of 1/T (Arrhenius plot). Since the aim of this study is to un-
derstand the properties of the TLFs, the contribution of the 1/f noise is "minimized"
by plotting SR/R

2 × f . In Fig. 6.7(a) is shown a comparison of a measured noise
spectrum and the same spectrum multiplied by f . In fact, by the multiplication with
f the 1/f contribution becomes roughly constant whereas the Lorentzian turns into
a peak centered at the corner frequency. The Arrhenius plot for NW100 is shown in
Fig. 6.7(b), here the amplitude of the spectra is represented in color scale as a func-
tion of frequency, f , and inverse temperature, 1/T . Here, it is easy to observe the
temperature dependence of the different TLFs. Some of the TLFs have low amplitude,
barely above the 1/f noise level, and cannot not be distinguished in a single spectrum
or from S10Hz

V (T ). However, low amplitude features are more easily identified in a full
Arrhenius plot, as shown in Fig. 6.7(b).

To extract the TLF parameters, we fit the corner frequency in the Arrhenius plot
using Eq. 6.2 with fit parameters τ0 and Ea. For the Arrhenius plot of Fig. 6.7(b) we can
identify four main TLFs with activation energies E1

a = 358 meV, E2
a = 254 meV, E3

a =
196 meV and E4

a = 158 meV. The characteristic attempting frequencies, f0 = 1/τ0,
of the different TLFs are all approximately 6 THz, with f 1

0 = 5 THz, f 2
0 = 6.9 THz,

f 3
0 = 8.8 THz and f 4

0 = 3.8 THz. An activation energy of 0.4 eV, which is close
to E1

a , has been previously observed in noise measurements on YBCO nanobridges,
performed by Caplan et al, [152]. However, in this work they did not report the
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TC E1
a f1

0 E2
a f2

0 E3
a f3

0 E4
a f4

0
[K] [meV] [THz] [meV] [THz] [meV] [THz] [meV] [THz]
24 396 22 - - 215 10 81 0.013
50 410 6.9 302 7.5 196 11.9 136 3.1
57 410 10 280 5.6 211 7.5 127 3.1
58 412 3.1 273 3.8 - - 137 1.9
60 429 10 310 3.1 211 7.5 145 3.1
65 379 2.5 249 8.2 180 6.9 144 2.5
67 398 1.9 260 2.5 212 7.5 147 3.8
71 395 8.8 284 3.8 186 0.4 147 5
79 438 2.3 295 2.8 195 0.2 141 0.1
81 401 6.3 316 1.9 257 1.9 169 5.6
89 360 8.2 291 3.1 212 2.5 - -
86 358 5 254 6.9 196 8.8 158 3.8

Table 6.1: Summary of the TLFs parameters obtained by fitting the measured Lorentzians corner frequency vs
1/T to eq. 6.2 (Arrhenius fit) of samples with different oxygen content (different Tc). The data corresponding
to NW100 are reported in the last row, i.e Tc = 86 K.

presence of additional thermally activated noise sources with lower activation energies,
such as those observed in our nanowires (E2,3,4

a ). The above described analysis of the
observed Lorentzians has been performed on several nanowires, with lateral dimensions
ranging from 100 nm up to 800 nm. This revealed that the observed TLFs in samples
of different size all have very similar activation energies.

It has been shown that for epitaxially grown films, as in our case with PLD, different
lattice mismatch between substrate and thin-film results in different strain induced in
the film [27]. Since the strain affects the transport and superconducting properties of
cuprates, we want to study if the TLFs also are affected by a change of substrate. So far
we presented results obtained with YBCO deposited on MgO substrates. Therefore, we
also measured the resistance noise of nanowires fabricated on STO substrates, which
induces in a different strain in the YBCO film [27]. Also for these samples, we find
TLFs, in the form of Lorentzians superimposed to the 1/f noise. The activation energies
and attempt frequencies we extract by fitting the TLFs are very close to the ones
extracted for samples fabricated on MgO.

In the following we study also the effect of varying oxygen doping on the TLFs.
Samples with different doping levels are fabricated on STO substrates and the noise is
measured as a function of T , as for the case of the slightly overdoped nanowires dis-
cussed above. To obtain nanowires with different doping, we follow the same fabrication
procedure presented in Appendix A. Here, the post-annealing pressure during PLD is
changed to obtain the desired Oxygen content in the deposited film [153]. Moreover, to
preserve the quality of the structures, a liquid nitrogen cooled stage is used during Ar
ion milling to reduce the out-diffusion of oxygen due to heating. This allows to obtain
nanowires with controllable level of doping and film-like properties down to 200 nm
lateral size. A summary of Ea and f0 obtained from Arrhenius fits of the observed
TLFs is reported in Table 6.1.

Also in this case, when the doping is varied, i.e. different Tc values, we obtain
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Figure 6.8: (a) Activation energies, Ea, as a function of hole doping. (b) (a) Attempt frequencies, f0, as a
function of hole doping.

activation energies which are very similar to the slightly overdoped case. A similar
behavior has been reported in the work by Caplan et al., where a single activation
energy close to 0.4 eV was observed in several YBCO nanowires spanning a wide range
of doping. In our case, we can group TLFs with similar activation energies, thus
obtaining four main TLFs which can be observed on most samples. In Fig. 6.8 we
shown all the activation energies extracted from samples with doping levels spanning
most of the phase diagram. On the other hand, we notice a much broader distribution
in characteristic attempt frequency f0. Indeed, while most TLFs can be fitted with
values of f0 ' 6 THz, some samples, have different values of f0, especially around the
1/8 doping, where the TLFs display on average lower values of attempt frequencies, f0,
with a wider spread. This behavior might be related to the occurrence of static CDW
order in YBCO around the 1/8 doping range, which might possibly have an influence
of the dynamic electronic properties observed in noise measurements. However, further
measurements are needed to confirm this behavior.

In summary, from our measurements we see that the resistance noise in YBCO
nanostructures has some interesting, or rather unexplored, behavior at low tempera-
tures, T < 250 K. We cannot exclude that the TLFs are present also at higher T ,
however, at these temperatures the 1/f noise increases rapidly and dominates the spec-
trum, so that no TLF can be detected in the noise spectra. We have fabricated and
measured the resistance noise of nanowires in a wide range of different parameters,
such as size, substrate material and doping, and we detect TLFs in all cases, obtaining
rather consistent values of activation energies. The TLFs are most likely the result of
an intrinsic property of YBCO, however, at present we do not know their origin.

The question to be answered is: could the observed TLFs be related to the dynamics
of charge ordering or are they a ’boring’ feature of D(E). The latter could be accounted
for as a special case of the Dutta-Horn model, where the ensemble of independent
fluctuators have a broad distribution D(E), but with local increased density around
the activation energies of the TLFs. Our results exclude, however, noise arising from
defects in the nanostructures due to the ubiquity and reproducibility of the TLFs
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activation energies. Since one of the fundamental feature of charge ordering is the
breaking of rotational symmetry we propose in the next chapter a new measurement
scheme aimed at understanding if such breaking of rotational symmetry can be detected
in noise measurements.
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CHAPTER 7

Noise and anticorrelation

In this chapter we want to further investigate if the two level fluctuators, identified
in resistance noise measurements performed on YBCO nanowires, can be related to
fluctuations of some sort of local charge ordering. In the following, we first describe an
experimental setup implementing cross-correlation noise measurements designed for the
detection of fluctuating nematic order, which breaks rotational symmetry. The setup
is inspired by a theoretical study of the local electronic order in the form of nematic
patches in HTSs, which maps to the random field Ising model [149], e.g. a random
resistor network, as shown in Fig. 7.1. Here the nematic order results in an in-plane
anisotropy of the resistivity, i.e the resistivity has to be represented as a tensor [7]. We
then introduce noise simulations to investigate what sort of signatures one can expect
in cross correlated noise spectra. Here, we will assume that the total resistance noise
is generated by nematic fluctuators and generic "isotropic" 1/f noise sources. In the
final part of this chapter we present cross-correlation noise measurements performed
on various YBCO nanowires having different lateral dimensions, and doping values.

7.1 Model

An SEM figure of a typical device designed for the detection of nematic fluctuations,
plus a schematic of the etching mask, is shown in Fig. 7.2. In the following, this
structure will be referred to as an X-bar. The main wire through which a bias current
is flowing is patterned at angles Θ = 0o or 45o with respect to the crystallographic
axis (a − b). Since the YBCO films are twinned, each π/2 rotation of the axes is
identical to the original. Along the wire, four voltage probes are patterned: V ±x and
V ±y . These are used for the measurement of two voltage signals: Vx = V +

x − V −x and
Vy = V +

y −V −y . Since the width,Wxbar and length, Lxbar, of the X-bar are equal,Wxbar =
Lxbar (see Fig. 7.2 right panel), the "directions" of the voltage signals Vx and Vy are
perpendicular to each other. As for the nanowires presented in the previous chapter, we
apply a constant bias current, Ib, measure the voltage fluctuations, δVx,y, and compute
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Figure 7.1: Mapping of nematic patches to a random resistor network. (a) The nematic patches align to the
crystallographic a- or b-axis. The nematic order is schematically represented as ’irregular’ stripes aligned to
either a or b. (b) Corresponding random resistor network. Each nematic patch results in local anisotropy of the
resistivity: low resistivity state, ρl, along the stripes (solid lines) and high resistivity, ρh, state perpendicular to
the stripes (dashed lines). A fluctuation of a single nematic patch implies the rotation of the patch orientation
by π/2 and, therefore, exchange of the high and low resistivity state in the resistor network (b). (adapted
from [149])

the PSD of the two voltage signals separately, i.e. SV,x =FFT(δVx) · FFT(δVx)∗ and
SV,y =FFT(δVy) · FFT(δVy)∗. Moreover, this configuration allows us also to compute
the cross-correlation PSD of the two signals as SV,cross =FFT(δVx) · FFT(δVy)∗, i.e.
the product of the FFT of δVx and the complex conjugate of the FFT of δVy. The
cross-correlated spectrum is complex valued and, as we will show below, signatures of
nematic fluctuations will be observable in both the amplitude and phase of SV,cross. In
fact, if the TLFs have a nematic nature and break rotational symmetry, the result of the
cross-correlation depends on the wire orientation Θ, as will be discussed below. This is
a consequence of the anisotropy in the resistivity tensor induced by a nematic patch,
i.e. if the charge is arranged in stripes, the resistivity is assumed to be lower along
the direction of the charge stripes, while it is higher in the perpendicular direction, as
shown in Fig. 7.1. Hence, depending on the direction of the current flow with respect
to the nematic orientation, one can expect a different voltage drop.

In the following, we consider the effect of a single nematic patch and assume that
it is aligned either along ea or eb, as shown in Fig. 7.1(a) for an ensemble of nematic
patches. The patch can switch stochastically between the two orientations, i.e. rotates
by an angle π/2. Since we can pattern the X-bar at different angles Θ, the bias current
will have different incident angle with respect to the nematic patch. In Fig. 7.3 are
shown two possible scenarios depending on the orientation of Ib with respect to a
nematic patch orientation.

In general, the value of the electric field vector, E, can be calculated from the
resistivity tensor ρ and current density vector, j, as E = ρj [7]. We start by writing
the in-plane resistivity tensor in the crystallographic ea([100]), eb([010]) basis, for a

fixed orientation of a nematic patch (which aligns to ea or eb) as: ρ =
(
ρh 0
0 ρl

)
, where
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Figure 7.2: Left and centre panels: SEM pictures of two X-bars patterned with different values of Θ. In both
cases, the bias current flows along the wire at angle Θ with respect to the crystallographic a- or b-axis while
the voltage is measured simultaneously along V ±

x and V ±
y . The wire rotation is indicated by Θ and the angle

corresponding to the measurement coordinate is given by φ. Right panel: Schematic of the etching mask for
the X-bar design. Wxbar and Lxbar are the width and length of the X-bar, respectively.

Figure 7.3: Schematic showing the effect of a nematic patch rotation on the measured voltage. (a) For the
current flowing along the crystallographic [110] direction, i.e. Θ = 45o and φ = 0o, the voltage signals along Vx
and Vy are anti-correlated. (b) For the current flowing along the a- or b-direction, i.e. Θ = 0o and φ = 45o, the
voltage signals along Vx and Vy are correlated (in phase). The case for anti-correlation(a) and correlation(b)
show the difference when the measurement system is rotated at an angle of φ = 45o (a) or φ = 0o (b) with
respect to the crystallographic axes of the material. (a) and (b) correspond to the left and central panel (SEM
images) of Fig.7.2, respectively.
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ρh and ρl are the high and low resistivity values, respectively. When the patch changes

orientation by 90o, ρh and ρl are interchanged, resulting in the tensor ρ =
(
ρl 0
0 ρh

)
. To

simplify the expression, we can write ρh = ρ̄+∆ρ and ρl = ρ̄−∆ρ, where ρ̄ = (ρh+ρl)/2
and ∆ρ = (ρh − ρl)/2.

One can introduce a different coordinate system ex and ey, which corresponds to
the measuring coordinate system. Here, ex is aligned along the direction between the
V −x and V +

x voltage probes and ey is aligned along the direction between the V −y and
V +

y voltage probes (see Fig. 7.2). The new coordinate system is obtained from the
ea, eb coordinate system (defined by crystal axes along a and b) through an in-plane
rotation by an angle φ, such that ex = Ĉφea and ey = Ĉφeb. The angle between the ea,
eb and ex, ey coordinate systems, and therefore between Ib and Vx,y, are fixed by the
geometry of the X-bar: for a bias current with direction along a or b, i.e. Θ = 0o, we
have φ = 45o, while for bias current diagonal to a and b, i.e. Θ = 45o, we have φ = 0o.
The values for Θ and respective φ for the two cases are shown in Fig. 7.2.

For an arbitrary rotation of the coordinate system by an angle φ, the resistance
tensor can be rewritten in the ex, ey basis as:

ĈφρĈ
−1
φ =

(
cosφ −sinφ
sinφ cosφ

)(
ρh 0
0 ρl

)(
cosφ sinφ
−sinφ cosφ

)

=
(
ρ̄+ ∆cos(2φ) ∆ρsin(2φ)

∆ρsin(2φ) ρ̄−∆ρcos(2φ)

) (7.1)

In our measurement scheme, the bias current always flows at an angle of 45o with

respect to the axis ex and ey, this corresponds to Ib = I0√
2

(
1
1

)
, or current density j =

I0√
2Wxbart

(
1
1

)
, where I0 is the amplitude of the bias current and t is the film thickness.

The resulting voltages along ex and ey are Vx = I0(ρ̄+ ∆ρcos(2φ) + ∆ρsin(2φ))/t and
Vy = I0(ρ̄−∆ρcos(2φ)+∆ρsin(2φ))/t. Here we used the fact that Vx,y = Ex,y

√
2Wxbar,

since Wxbar = Lxbar.

The fluctuation of the single nematic patch implies the exchange of ρh and ρl. To
understand the voltage fluctuations caused by the patch rotation one can introduce
δVx and δVy as the voltage difference (fluctuation) between the two states of the patch
along ex and ey, respectively, i.e. δVx = I0(−2∆ρcos(2φ) − 2∆ρsin(2φ))/t and δVy =
I0(2∆ρcos(2φ) − 2∆ρsin(2φ))/t. Here we made use of the fact that ∆ρ changes sign
when the nematic patch rotates by 90o. In Fig. 7.3, δVx and δVy are shown as arrows
in the time traces Vx and Vy, respectively, caused by rotations of a nematic patch.

Let’s consider first the case were the wire is oriented along the the a or b axis
with the two voltage probe pairs rotated by 45o from the in-plane crystallographic
axes, i.e. φ = 45o, (see Fig. 7.2(right panel)). From the above considerations it
follows that Vx = Vy = I0(ρ̄ + ∆ρ)/t. In this situation, if the nematic patch rotates
and ∆ρ changes sign, the change in the voltage is equal along the two measurement
coordinates: δVx = δVy = −I0∆ρ/t. This correspond to the "correlated" case shown in
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Fig. 7.3(b). On the other hand, when the voltage probe pairs are aligned with the in-
plane crystallographic axes (φ = 0o), i.e. the wire and bias current are oriented along
the diagonal of a and b, then δVx = −δVy = −2I0∆ρ/t or δVx = δVye

iπ. This means
that if a nematic patch flips its orientation the voltage changes along the two voltage
probe pairs, however, δVx and δVy have opposite signs. This can also be understood
when considering the total voltage vector, V , which is not aligned with Ib when the
current direction is not aligned with the principal axes of the nematicity or resistance
tensor. Hence, V has different projections on ex and ey (Vx 6= Vy). This is the "anti-
correlated" case shown in Fig. 7.3(a).

From Fig. 7.3, we can see that the stochastic dynamic of a nematic patch would
result in a RTN signal in the voltage time traces Vx(t) and Vy(t). In the following
we assume that the underlying process of the stochastic nematic patch orientation
switching can be mapped onto a double well potential model with thermally activated
behavior, see inset of Fig. 6.4(a), where the two local minima would correspond to the
two different patch orientations. Assuming that the dimensions of the nematic patch
are below 10 nm, as is the case of CDW order[6], an X-bar withWxbar = Lxbar = 100 nm
would contain an ensemble of at least 100 fluctuators. As shown in section 6.5, if this
ensemble of TLFs have a narrow distribution of activation energies, Ea, and attempt
frequencies, 1/τ0, the result noise spectrum of such a voltage time trace would have a
Lorentzian shape.

Within this model framework, we would expect the noise measured on X-bars to
have the following features. The PSDs of the time traces Vx and Vy computed sepa-
rately, SV,x and SV,y, wouldn’t differ from the results described in the previous chapter,
i.e. Lorentzians superimposed to the 1/f noise with corner frequencies proportional to
the inverse average life times of the two nematic patch orientations. The advantage
of an X-bar is the possibility of calculating the cross-correlation of the voltage signals,
SV,cross. Generally, the cross-correlation of two spectra can be used to compare the
likeness of the two noise signals. Moreover, the phase of the cross-correlated spectrum
holds information on the phase difference between the noise signals. While the PSD
of δVx and δVy are expected to be almost identical, their cross-correlation reveals im-
portant information on the nature of the TLFs. In particular, for correlated signals,
one would expect a phase in the cross-correlated spectrum close to zero, while, in the
anti-correlated case, we can expect phase values close to ±π.

7.2 Simulations

In the following, we will study the effect of nematic fluctuations on the expected cross-
correlated noise taking into account also the "omnipresent" 1/f background noise. Here,
we can use the same program employed in the previous chapter to simulate a system
with 1/f noise plus an arbitrary number, N , of TLFs. Here, we can generate two voltage
signals, δV 1/f and δV TLF

x,y , which correspond to the voltage fluctuations due to 1/f noise
and TLFs, respectively. We can use these signals to simulate the voltage fluctuations
of a system along two perpendicular axes, δVx and δVy, as:

δVx,y = δV 1/f + δV TLF
x,y (7.2)
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Figure 7.4: (a),(b),(c) Comparison of the PSD (absolute values) obtained from simulations in the case of anti-
correlated (blue line) and correlated (red line) TLFs. The simulations are done with increasing magnitude of
the TLFs (Lorentzian) with respect to the 1/f noise. For comparison, in the insets of panel (a),(b) and (c) we
show the separate spectra of the TLFs (violet line) and 1/f noise (green line) used in the simulations. (d),(e),(f)
Phase of the cross-correlated spectra shown in panel (a),(b) and (c), respectively, assuming anti-correlated
TLFs.

Since the 1/f noise is assumed to be isotropic, δV 1/f is the same along x and y. To
simulate a correlated system (φ = 45o) we set δV TLF

x = δV TLF
y , while to simulate

anti-correlation (φ = 0o), we set δV TLF
x = −δV TLF

y .

For the simulations, we choose a the total number of TLFs N = 5, although the re-
sults can be extended to any arbitrary number N . Different simulations are performed
using the same amplitude for δV 1/f , i.e the same level of 1/f noise, while the amplitude
for δV TLF

x,y is varied. The results for three different systems are shown in Fig. 7.4. In
panel (a), (b) and (c) we show the PSDs obtained for systems where the TLFs cause
anti-correlated noise (blue lines) and compare them to the PDSs where the TLFs re-
sult in correlated noise (red lines). In the insets of these panels, we show the noise
(Lorentzian and 1/f) obtained separately from δV 1/f and δV TLF

x,y to compare their mag-
nitudes. In the first simulation, Fig. 7.4(a), the magnitude of the Lorentzian is higher
than that of the 1/f noise in the frequency interval from 100 Hz to 1 kHz. In the case
where the TLFs result in correlated noise the total PSD (red line in Fig. 7.4(a),(b),(c))
is just the sum of the two individual PSDs (insets in Fig. 7.4(a),(b),(c)). In fact the
PSD obtained for the correlated noise case is the same as the PSD of the individual
time traces δVx and δVy. However, for the case where the TLFs cause anti-correlated
noise, the total PSD differs quite drastically from the previous case. In fact, the PSD
has a local maximum at the corner frequency of the Lorentzian. Moreover two local
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minima occur in the total PSD around 100 Hz and 1 kHz where the individual PSDs
(Lorentzian and 1/f) are crossing each other. Here the two individual contributions
have the same amplitude causing the suppression of the total PSD. In panel (b), the
Lorentzian PSD is never above the 1/f noise, albeit having the same value close to the
corner frequency. Also in this case we observe a suppression of the total PSD. In panel
(c), the amplitude of the Lorentzian is well below the level of the 1/f noise. However,
one can still see a suppression of the anti-correlated PSD close to the corner frequency
of the Lorentzian. These simulations show that there are specific signatures in the PSD
of cross-correlated signals if the latter are anti-correlated. Thus, if the TLFs break the
rotational symmetry, resulting in anti-correlated noise, we can expected a change in
the PSD as compared to the PSD calculated from the single voltage signals separately.

The phase of the cross-correlated noise spectrum also holds informations which can
help to understand the nature of the TLFs. The phase extracted from the cross-
correlated noise spectra assuming anti-correlated TLFs from Fig. 7.4(a),(b) and (c),
are shown in Fig. 7.4(d),(e) and (f), respectively. In those panels, one can see that
when the 1/f noise dominates the spectrum, the phase assumes values close to 0, as ex-
pected for correlated and isotropic noise. In the frequency range where the Lorentzian
dominates over the 1/f noise, the phase departs from 0 and assumes values close to ±π.
The spread of the phase values, i.e. the width of the phase distribution, either around 0
or ±π, depends on the number of averages used in the simulations. A higher number of
averages, results in narrower distribution of the phase, however, we observed that the
distribution width of the phase values decreases logarithmically with the number of av-
erages. In our simulation, we use 20 averages, which is also used for the measurements,
which are discussed below. This number of averages is enough to show rather clearly if
anti-correlated noise is present or not. The signature of anti-correlation (phase values
equal ±π) can be seen more clearly in panel (d) where the amplitude of the Lorentzian
is above the 1/f noise in the frequency interval from 100 Hz to 1 kHz. In panel (e),
where the the TLFs noise magnitude is equal to the 1/f noise value close to the corner
frequency of the Lorentzian, the phase diverges towards ±π only for a narrow frequency
interval. In the last case (i.e. panel (f)), the Lorentzian is never above the 1/f noise and
the phase does not reach ±π. However, we can still see the effect of an anti-correlated
signals by the broad distribution around zero phase for frequencies close to the corner
frequency of the Lorentzian.

From the simulations, we can conclude that if the TLFs are the result of nematic
fluctuations, and therefore break the rotational symmetry, we should expect signatures
in the cross-correlation spectrum (both amplitude signal and phase signal). The phase
of the cross-correlated noise spectrum should assume values close to ±π. Moreover,
the noise spectra for the signals δVx and δVy taken separately, SV,x and SV,y, have the
same shapes as for the PSD in the correlated case, i.e. a Lorentzian superimposed
to the 1/f noise. However, the shape of the cross-correlated PSD, SV,cross, should
differ from SV,x and SV,y, if the two noise signals contain both correlated and anti-
correlated contributions. Therefore, under the assumption that the fluctuating nematic
patches align only along the crystallographic axes, we should only observe signatures
of anti-correlated noise in the case were the wire (bias current) is aligned along the
crystallographic [110] direction, i.e. Θ = 45o.
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7.3 Results

The resistance noise versus temperature of several X-bars has been measured with the
scheme introduced above, i.e measuring simultaneously δVx and δVy. The X-bars have
been patterned with either angle Θ = 45o or Θ = 0o, with different dimensions (Wxbar
and Lxbar), and with varying doping levels. For all samples, when computing SV,x
and SV,y, the noise is consistent with the results obtained on the nanowires, i.e. we
observe TLFs with similar values of Ea and τ0 discussed in chapter 6. On the other
hand, when computing SV,cross, we find that in some cases the cross-correlated spectra
show the signatures of anti-correlated noise (local minima in the PSD and ±π phase)
predicted by the model and simulations presented above. However, we often observe
that in the same device only a subset of the observed Lorentzians show signatures
of anti-correlated noise, whereas the other Lorentzians display fully correlated noise.
Furthermore, we find these anti-correlation signatures for both angles Θ = 45o and
Θ = 0o, which indicates that the nematic patches might not align only to the crystal
axes, as we assumed. In the following, we present some exemplary measurements
obtained for underdoped and for slightly overdoped samples.

Starting with the results obtained for underdoped X-bars, we see that the cross-
correlated noise may differ a lot between different samples. However, some of the
measured X-bars show distinct anti-correlation features in both phase and amplitude
of the cross-correlated spectra. As an example, the noise measured on an X-bar, which
has Wxbar = Lxbar = 200 nm, Θ = 45o, and Tc ' 24 K, is shown in Fig. 7.5. In
panel (a), we show the absolute value of the phase of the cross-correlated noise in an
Arrhenius plot. Here, the color scale indicates the value of the phase as a function
of f and 1/T . The phase has values close to 0 (blue color, correlated) in almost the
full temperature and frequency range, while it shows values close to ±π (yellow and
red color, anti-correlated) in a narrow line in correspondence of a Lorentzian observed
in the PSD of the single voltage channel. In Fig. 7.5(b), upper panel, we show a
comparison between SV,cross (blue line) and SV,x (red line) measured at T = 140 K.
In the lower panel of Fig. 7.5(b) we show the phase spectrum of the cross-correlated
noise at T = 140 K. In these plots (upper and lower panel of Fig. 7.5(b)), we can see
rather clearly the signatures of anti-correlated noise, as shown in the simulations: 1)
SV,cross has a minimum at the corner frequency of the Lorentzian, fc, in contrast to SV,x,
which has a Lorentzian superimposed to the 1/f noise, and 2) the phase assumes values
close to ±π for frequencies close to the corner frequency, fc, and it is 0 where the 1/f
noise dominates the spectrum. However, in Fig. 7.5(a) we see anti-correlation only for
one TLF. Other Lorentzians are present in the noise spectra, similarly to Fig. 6.7(b),
but do not show anti-correlation. Moreover, such clear signatures of anti-correlation
are not always observable among different samples having the same size and critical
temperature Tc.

According to the model, we would expect anti-correlation only for X-bar patterned at
angle Θ = 45o, but we find the same signatures also for X-bars patterned at angle Θ =
0o. This suggests that the nematicity is not strictly aligned with the crystallographic
axes. If the nematicity could indeed align freely in the ab-plane of YBCO, it would
explain why the signatures of anti-correlation are not reproducible among different
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Figure 7.5: (a) Arrhenius plot of the phase of cross-correlated noise spectrum measured on a 200 nm wide
X-bar with Tc = 24 K. (b) upper panel: comparison between the absolute value of SV,cross (blue line) and
SV,x (red line) obtained at T ' 140 K. Lower panel, phase spectrum of the cross-correlated noise measure at
T ' 140 K.

samples and can be detected for both Θ = 0o and Θ = 45o. However, the assumption
of nematic stripes aligned to the crystal axes was based on the observation made
for (quasi-)static CDW. The models for fluctuating stripes, see section 2.2, do not
necessarily require these dynamic nematic align along specific directions.

In the underdoped case shown above, signatures of anti-correlation have been ob-
served in samples with Wxbar and Lxbar as large as 400 nm. On the other hand,
for optimally- and slightly over-doped X-bars, the presence of the signatures of anti-
correlated noise depends on the dimensions of the X-bar. When Wxbar and Lxbar are
≥ 200 nm, the cross-correlated PSD and phase of the X-bar did not show any signa-
tures of anti-correlation, and all observed Lorentzians seem to be the result of correlated
noise sources. However, when Wxbar and Lxbar are reduced to 100 nm, the phase of the
cross-correlated noise changes drastically. The noise measured on a slightly overdoped
YBCO X-bar (Tc = 86 K), with Θ = 0o and Wxbar = Lxbar = 100 nm, is shown in
Fig. 7.6. In panel (a) we use an Arrhenius plot to show the absolute value of the phase of
the cross-correlated noise spectra. Here, the phase values are randomly spread between
±π for f > 1 kHz (see also Fig. 7.5(b), lower panel), as expected for the uncorrelated
white input noise of the two voltage amplifiers, i.e. the white noise of the amplifiers,
which dominates the spectra at high frequencies. At lower f , we can see that the
phase assumes values close to 0 in most of the f and T range. Similar to the noise data
shown in Fig. 7.5, we can identify regions were the phase of the cross-correlated spectra
approaches ±π (see white dashed lines in Fig. 3.5 (a)). In Fig. 7.6(b), upper panel,
we show the comparison between SV,cross (blue line) and SV,x (red line) measured at
T ' 105 K, while in the lower panel we show the phase spectrum of the cross-correlated
noise at the same temperature. As for the underdoped case (Fig. 7.5(a)), we can see
the signatures of anti-correlated noise.

In summary, some of the Lorentzians observed in the resistance noise spectra of
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Figure 7.6: (a) Arrhenius plot of the phase of the cross-correlated noise spectrum measured on a 100 nm
wide, slightly overdoped YBCO X-bar. The white, dashed lines indicate regions where phase approaches ±π.
(b) upper panel: comparison between the absolute value of SV,cross (blue line) and SV,x (red line) obtained at
T ' 105 K. Lower panel, phase spectrum of the cross-correlated noise measure at T ' 105 K.

YBCO nanowires show strong indications that the underlying noise mechanism is re-
lated to the fluctuations of nematic patches. However, a preferential alignment of
the nematic patches along the crystallographic a- and b-axis, similar to the one of
CDW order observed in x-ray scattering experiments, could not be confirmed. Fur-
ther experimental investigations, implementing orienting fields such as strain, electric
and magnetic fields, will be required to further understand the microscopic nature of
the ubiquitous two level fluctuators observed in YBCO nanostructures over a wide
temperature and doping range.
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CHAPTER 8

Conclusions

While the field of HTS is now more than 30 years old, the scientific interest of these
materials is still at the forefront of research in condensed matter physics. The open
questions regarding cuprates are challenging researchers to piece together the different
phases and orders characteristic of these materials.

In this thesis work we have investigated the noise properties of cuprate HTS YBCO
nanoscale devices. Here, the aim was twofold: 1) To get a better understanding of
nanoscale fluctuations in the normal state of HTS, from which superconductivity might
evolve. 2) To develop a new kind of YBCO weak link for the realization of a sensitive
magnetometer going beyond the state-of-the-art. In these respects, we implemented
YBCO nanodevices as tools to obtain new experimental signatures, which can deliver
new insights about the complex properties of HTS materials, and as building blocks,
i.e. weak links, for the realization of low noise HTS magnetometers.

In the first part of the thesis, we introduced a new type of superconducting weak
link, the nanoscale YBCO grooved Dayem bridge. By tuning the width,W , and length,
L, of the grooved nanogap, we find that the best performance, in terms of critical
current and differential resistance, are obtained for L = 50 nm and W = 200 nm, with
Ic = 10 µA and δV/δI = 20 Ω. The limiting factors of nanobridges, such as high
critical current density, jc, high parasitic kinetic inductance, Lkin, and low differential
resistance, δR, are solved in GDBs, resulting in enhanced SQUID performance, i.e.
low magnetic flux white noise S1/2

Φ = 6 µΦ0/
√

Hz. The GDBs were also integrated
in SQUIDs coupled to an in-plane pickup loop. Magnetic field noise values as low as
63 fT/

√
Hz at T = 77 K were obtained. This noise performance is comparable to

state-of-the-art HTS magnetometers based on conventional grain boundary junctions.

The promising results obtained with GDB-based SQUIDs, make these device inter-
esting for future applications. Moreover, the novelty of these weak links leave a wide
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margin for future improvements. In this respect, we will focus in the future on the fab-
rication of a series of GDB-based magnetometer for application in a 7-channel magneto-
encephalography system. Meanwhile, the GDB will be further improved following the
consideration given in section 5.5, i.e. multiple gaps GDB and electromigration for the
fine tuning of the device properties.

In the second part of the thesis, we studied resistance noise properties of YBCO
nanowires as a function of temperature and hole doping. We first characterized the 1/f
noise, which is related to oxygen hopping in the material. However, our measurements
revealed also the presence of distinct Lorentzians superimposed to the 1/f background
noise. From the analysis of the voltage time traces we conclude that the Lorentzians
are the result of an ensemble of two level fluctuators having similar activation energies
Ea and characteristic attempt frequencies 1/τ0. Moreover, we have fabricated and
measured the resistance noise of nanowires in a wide range of different parameters, such
as size, substrate material and doping, and we detect these TLFs in all cases, obtaining
rather similar values of activation energies among all devices. Finally we propose a
novel measurement scheme to probe if the observed Lorentzians in the noise spectra are
related to electronic nematic fluctuations. Indeed, we observed indications of nematic
fluctuations, that is local time dependent fluctuations of the in-plane conductivity
anisotropy, in a wide temperature range above the superconducting transition. The
observed fluctuations could be related to so-called charge stripe fluctuations, which
represent a possible microscopic mechanism for superconductivity in these materials.
However, further experimental investigations will be required to further understand
the microscopic nature of those two level fluctuators. Such studies will involve the
implementation of orienting fields for the nematic order such as strain, electric and
magnetic fields.
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APPENDIX A

Nanowire fabrication

In the following are reported the fabrication steps and parameters which are used to
obtain YBCO nanowires. A schematic of the process is reported in Fig. A.1. First, a
thin film of YBCO is epitaxially grown by Pulsed Laser Deposition (PLD) on differ-
ent choices of substrate, Fig. A.1(a). The latter is chosen according to the epitaxial
requirements of YBCO and in this work both substrates of MgO (110) or STO (001)
have been used. The PLD process involve ablation of a bulk target of YBCO by high
energy laser pulses, this process maintains the stochiometry of the ablated material.
The laser ablation generates a plasma plume and the substrate is positioned to be in
the top part of this plume. The YBCO is deposited in a O2 environment at fixed
pressure pdep.

The advantages of PLD lie in the high tunability of the deposition parameters and
the flexibility of the process. In fact, all conditions can be varied to optimize the
deposition of YBCO on different substrates, for different thicknesses and doping levels.
However, the plasma plume size limits the maximum substrate lateral dimensions for
which we can achieved uniform YBCO thin-films. In particular, the PLD system in the
nanofabrication laboratory here at Chalmers university, which we use to deposit our
YBCO thin-films, has lateral dimension of the plasma plume of 6-7 mm. This limits
the maximum substrate dimensions for thin-films with uniform, pristine quality to
10×10 mm2. A summary of the PLD parameters used to obtain optimally to slightly-

Substrate Tdep [oC] pdep [mbar] height [mm] Elaser [mJ] ppost [mbar] tYBCO [nm]
MgO (110) 740 1.2 54 55 1.2 50
STO (001) 775 1.2 58 58 1.2 50

Table A.1: Summary of the deposition conditions for slightly-overdoped YBCO thin-films. Tdep is the deposi-
tion temperature of the substrate, pdep and ppost are the deposition and post-annealing pressure, respectively,
height is the distance between substrate and YBCO target, Elaser is the energy of the laser (the laser spot is
fixed and have an area of 4 mm2), and tYBCO is the thickness of the YBCO thin-film.
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A. Nanowire fabrication

Figure A.1: Schematic of the main steps necessary to the fabrication of YBCO nanostructures
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Tdep [oC] pdep [mbar] height [mm] Elaser [mJ] tC [nm]
30 3.4·10−4 50 100 100

Table A.2: Summary of the deposition conditions for the carbon mask. Tdep is the deposition temperature,
pdep is the deposition pressure, respectively, height is the distance between substrate (YBCO thin film) and
C target, Elaser is the energy of the laser (the laser spot is fixed and have an area of 4 mm2), and tC is the
thickness of the carbon mask.

Vbeam Ibeam jbeam Ineutr Ar+ flow etch rate stage tilt
[V] [mA] [µA/cm2] [mA] [sccm] [nm/min]
300 2 30 50 5 0.8 5o

Table A.3: Summary of the main parameters used for the Ar+ ion milling process. Vbeam is the acceleration
voltage, Ibeam and jbeam are the current and current density of the ion beam, respectively, and Ineutr is the
neutralizer current

overdoped 50 nm thick films of YBCO is reported in Table A.1, for both MgO and
STO substrates.

After the deposition of YBCO, an amorphous thin film of hard (diamond-like) Car-
bon is deposited in a different PLD system, Fig.A.1(b). The film is deposited at room
temperature with thickness tC = 100 nm. The Carbon is going to act as a hard mask
during the final step of Ar+ ion milling, protecting the underlying layer of YBCO.
This step does not influence the quality of the YBCO thin film. A summery of the
parameters used for this step of PLD are reported in Table A.2

The next step is the definition of the device mask with Electron Beam Lithography
(EBL), Fig. A.1(c). Here, a double layer of electron beam resist (e-resist) is spinned
on top of the Carbon film. The two layers are MMA8.5 MAA EL4 (bottom) ans AR-
P6200:IPA 1:3 (top), both are spinned at 6000 rpm and baked for 5 minutes at 95o C.
Higher baking temperature may result in degradation of the YBCO thin film. The
CAD mask is exposed with a JEOL JBX 9300FS with electron acceleration voltage
of 100 kV, the minimum beam spot size is 4 nm, resulting in well-defined structures
down to 30 nm feature size. The e-resists are developed for 35 seconds using Oxylene
96 % and MIBK:IPA 1:3 both at room temperature. After, 12 nm of Cromium are
evaporated by electron beam Physical Vapour Deposition and subsequently lift-off in a
bath of developer 1165 pre-warmed at 73o C for a total time of 10 minutes, followed by
ultra-sonication. Here, the double e-resist layer improves the lift-off final result thanks
to the undercut formed during development.

The Cromium mask is transferred to the Carbon layer by O2 plasma Reactive Ion
Etching (RIE). The RIE uses a power of 50 W and O2 pressure of 100 mTorr. These
parameters, while completely etching the Carbon, do not degrade the quality of the
YBCO. After, the sample is loaded in an Ar+ ion milling etching machine and etched
with a ion current density, jbeam, of 30 µA/cm2. The main parameters used during this
step are reported in Table A.3. A neutralizer is used to increase the coherence of the
ion beam, avoid charging effect of the substrate and improved the fidelity of the etching
mask. The etching stage rotates during etching and has two cooling options: water
cooled to 18 oC (used for optimally to slightly overdoped samples) and LN2 cooled
(used for underdoped samples).
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A. Nanowire fabrication

Finally, the carbon mask, which is left after the Ar+ ion milling, is removed by RIE,
Fig. A.1, using the same etching parameters as for the previous RIE step.
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