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Abstract
It is claimed that, in the nascent ‘Cognitive Era’, intelligent systems will be trained using 
machine learning techniques rather than programmed by software developers. A contrary 
point of view argues that machine learning has limitations, and, taken in isolation, cannot 
form the basis of autonomous systems capable of intelligent behaviour in complex environ-
ments. In this paper, we explore the contributions that agent-oriented programming can 
make to the development of future intelligent systems. We briefly review the state of the art 
in agent programming, focussing particularly on BDI-based agent programming languages, 
and discuss previous work on integrating AI techniques (including machine learning) in 
agent-oriented programming. We argue that the unique strengths of BDI agent languages 
provide an ideal framework for integrating the wide range of AI capabilities necessary for 
progress towards the next-generation of intelligent systems. We identify a range of possible 
approaches to integrating AI into a BDI agent architecture. Some of these approaches, e.g., 
‘AI as a service’, exploit immediate synergies between rapidly maturing AI techniques and 
agent programming, while others, e.g., ‘AI embedded into agents’ raise more fundamental 
research questions, and we sketch a programme of research directed towards identifying 
the most appropriate ways of integrating AI capabilities into agent programs.

Keywords Agent programming languages · Belief-desire-intention · Artificial intelligence · 
Machine learning

1 Introduction

In the quest to build autonomous intelligent systems1 able to form hypotheses, make deci-
sions, learn from data, and adapt their behaviour to changes in their environment, several 
large-scale organisations have begun to align around a concept known as the “Cogni-
tive Era”. Drawing on recent results in the AI sub-field of machine learning (ML), some 
authors, e.g., Kelly and Hamm [83], have argued that, in the era of cognitive computing, 
intelligent systems will be trained using ML techniques, rather than developed by human 
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programmers. However, others, e.g., Marcus [99], argue that ML has limitations, and can-
not form the sole basis of autonomous systems capable of intelligent behaviour in complex 
environments. Indeed they maintain that creating next-generation intelligent systems that 
sense, learn, reason, and interact with people in new ways will require pushing the bounda-
ries of science and technology to integrate a wide range of AI capabilities.

In this viewpoint paper we explore the contributions that Agent-Oriented Programming 
(AOP), and particularly BDI-based approaches to AOP, can make to the development of 
future autonomous intelligent systems.2 We argue that BDI-based agent programming lan-
guages offer significant advantages for developing autonomous systems, including more 
rapid development, context sensitive, robust behaviour, and, critically, greater intelligibility 
and verifiability compared to agents where programs are learned. Moreover, a BDI-based 
approach also facilitates the integration of a wide range of symbolic, stochastic and sub-
symbolic AI techniques. We survey previous work on integrating AI techniques into BDI-
based agent programming languages, and sketch a roadmap of key research opportunities 
and challenges for future work in this area. We argue that the integration of AI techniques 
can raise the level of abstraction of agent programming, by increasing the basic compe-
tence of agent languages and platforms. As the competence of the agent increases, the role 
of the developer will change from programming exactly what the agent will do in all situ-
ations, to providing more strategic information, heuristics, advice, social knowledge (e.g., 
norms), etc. about what the agent should (or should not) do in general, leaving the details 
of the implementation of the strategy to the agent. This style of development has some 
similarities with the ‘training’ of systems advocated in the cognitive approach, and one can 
envision hybrid architectures in which some behaviours are learnt, while others, perhaps 
those with a supervisory or high-level decision making role, are ‘programmed’. We believe 
future BDI-based agent programming approaches offer a fruitful framework for such con-
trolled adaptation. Although we focus here on the unique strengths of the BDI approach, 
we believe our proposals are applicable, at least in part, to other approaches to AOP (dis-
cussed below in Sect. 2), particularly those languages in the broader cognitive agent tradi-
tion, e.g., GOAL [77], SOAR [87], that have similar logic-based or declarative “roots”.

As such, the paper can be seen as presenting a vision for the future of Agent-Oriented 
Programming, particularly from the point of view of researchers with interests in Engineer-
ing Multi-Agent Systems (EMAS) in the Belief-Desire-Intention tradition. We hope it will 
be of interest to researchers and developers in both the broader agent-oriented program-
ming community, and in the AI and Machine Learning communities interested in develop-
ing intelligent autonomous systems that exhibit flexible intelligent behaviour in dynamic 
and unpredictable environments. We wish to stress, however, that the paper is not intended 
to give a comprehensive survey of agent-oriented programming, nor does it enumerate all 
of the many important links between the work carried out by the EMAS community and 
other subareas of AAMAS. Rather we hope to contribute to the 20th anniversary special 
issue of JAAMAS by focusing on the work of the EMAS community and its future, which 
together with other papers may provide an interesting snapshot and roadmap of current and 
future research in Autonomous Agents and Multi-Agent Systems.

The remainder of the paper is structured as follows. Section  2 gives a brief histori-
cal overview of research on Agent-Oriented Programming. Section  3 focuses specifi-
cally on agent programming based on the belief-desire-intention (BDI) model, including 
the main components of a BDI agent and the BDI cycle. We briefly survey the historical 

2 The term ‘Agent Oriented Programming’ was coined by Shoham [129] who also proposed one of the first 
AOP languages, AGENT0 [130].
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development of BDI-based programming languages, focusing on some of the best-known 
platforms in wide current use, and discuss the key contributions and limitations of the cur-
rent BDI model. Section 4 reviews previous work on integrating AI techniques into each of 
the sense, plan and act phases of the BDI cycle. Section 5 discusses open research problems 
and possible future research directions. In particular, it discusses two ways AI techniques 
could be integrated into a BDI agent architecture, AI as a service and AI embedded into 
agents, outlines the challenges of engineering a BDI-based AI integration framework, and 
presents a roadmap of opportunities and open research challenges in this area. In Sect. 6, 
we conclude by arguing that although the BDI model will evolve, its integrating capabil-
ity coupled with its cognitive foundations (the concepts of beliefs, goals, and intentions in 
the form of commitments to future behaviour) make it a good fit for designing stand-alone 
intelligent systems and for their broad acceptance.

2  Agent oriented programming

There has been considerable work on software systems exhibiting autonomy, rational 
behaviour, and social interaction that are capable of operation in dynamic and unpredict-
able environments. In the Autonomous Agents and Multi-Agent Systems community, 
the development of such systems typically makes use of a set of interrelated concepts 
including beliefs, actions, plans, intentions, norms, roles and groups, and the overall 
software development process including modelling, programming, testing, etc. based on 
such abstractions has been termed Agent-Oriented Software Engineering  [153]. In an 
agent-oriented approach, agent development typically employs special purpose agent 
programming languages that provide programming abstractions that directly support 
concepts such as beliefs, goals, plans, intentions etc and agent programming platforms 
that provide features to support (multi-)agent system development, including, communi-
cation, distribution, IDEs etc. Agent programming platforms typically provide support 
for a particular agent programming language, but some, such as JADE3 [11], SARL4 
[123] and JIAC5 [97], target applications developed in ‘mainstream’ programming lan-
guages such as Java.

The predominant approach in agent programming is inspired by the Belief-Desire-Inten-
tion (BDI) model [23].6 One of the earliest implementations of the BDI model, and perhaps 
the best known is the Procedural Reasoning System (PRS) which was based on reactive 
planning systems [64, 65]. Other prominent BDI-based languages of this period include 
AgentSpeak(L) [117] which was directly influenced by the theoretical work on BDI logics 
[120, 157], and 3APL [75], which was based on logic programming. However, the BDI 
approach is only one of a range of approaches to Agent-Oriented Programming (AOP) 
that were developed starting in the early 1990s. For example, MetateM [60] is based on 
linear temporal logic, Teleo-reactive programs [106] are based on guarded action rules, 
while Golog [92] and its successors, e.g., DTGolog [20] and IndiGolog [44] are based on 

3 https ://jade.tilab .com.
4 http://www.sarl.io.
5 http://www.jiac.de.
6 We discuss BDI-based languages in detail in the next section.

https://jade.tilab.com
http://www.sarl.io
http://www.jiac.de
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situation calculus. There are also languages based on functional programming [34], and 
process algebra such as CLAIM [59].

Building on the early work on PRS, and abstract languages such as AgentSpeak(L) and 
3APL in the 1980s and 1990s, the 2000s saw a significant expansion of research in agent-
oriented programming languages [16, 17, 19, 82, 101], particularly following a Dagstuhl 
Seminar [57] that helped set the research agenda for the area. In the last decade, there has 
been a marked move in research in the area from single to multi-agent aspects of the agent 
programming platforms including concepts such as roles, groups, and norms. Although the 
focus of this paper is mostly on the development of individual agents and the social level 
of a multi-agent system is thus out of scope, these are important abstractions for fully-
fledged multi-agent oriented programming. Some notable work on organisational and 
normative aspects of multi-agent programming languages include OperA [3], Moise [79], 
2OPL [140], JaCaMo [13] and SARL [123]. More recently, the focus has been less on new 
languages and more on important features that are required of mature programming lan-
guages, such as modularity, encapsulation, testing, debugging, as well as work on making 
the development frameworks robust enough to handle real-world programming.

The aim of this paper is not to provide a broad survey of work in AOP, and we refer the 
reader to the literature above for a detailed discussion of the wide range of agent-oriented 
languages that have been developed. In the next section we focus specifically on some of 
the current BDI programming languages and platforms, which form the foundation of our 
exploration of how AI techniques may be integrated into agent programming. As has been 
argued extensively in the literature and we elaborate below, such agent programming lan-
guages and platforms greatly facilitate the development of autonomous intelligent software 
systems whose decision making is explainable to end users.

3  Agent programming based on the BDI model

BDI models of agency approach autonomous behaviour through two related theories of the 
philosophical concept of intentionality: (i) the notion of an Intentional System as an entity 
with beliefs, desires and other propositional attitudes due to Dennett [49]; and (ii) the the-
ory of Practical Reasoning proposed by Bratman [22] which is based on beliefs, desires 
and intentions in the form of partial plans. These two related notions of intentionality pro-
vide us with the tools to describe agents at an appropriate level of abstraction, i.e., in terms 
of belief, desires, and intentions (BDI), by adopting the intentional stance, and to design 
agents compatible with such intentional descriptions, i.e., as practical reasoning systems.

Many of the practical approaches to the development of multi-agent systems based on 
the BDI model are founded on the theoretical underpinnings of the BDI model [119] and 
inspired by ideas from IRMA [23] and PRS mentioned above. Such practical approaches 
to cognitive agents are arguably one of the main contribution of the agent programming 
community to the broader field of AI. The BDI approach can be seen as an attempt to char-
acterise how flexible intelligent behaviour can be realised in dynamic and unpredictable 
environments, by specifying how an agent can balance reactive and proactive behaviour.

In this section, we briefly outline the key components of a BDI agent and the steps in 
the BDI cycle. We then briefly survey the historical development of BDI-based program-
ming languages, focusing on some of the best-known platforms in current use. Finally, we 
conclude this section by highlighting the key contributions of BDI-based agent program-
ming to the wider field of AI, and some of its limitations.
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3.1  The components of a BDI agent

In BDI-based agent programming languages, the behaviour of an agent is specified in terms 
of beliefs, goals, intentions, and plans; see Fig. 1. Beliefs represent the agent’s information 
about the environment (and itself). Goals represent either a desired course of action (proce-
dural goals), a desired state of the environment the agent is trying to bring about (achieve-
ment goals), or a desired state of the environment the agent is trying to maintain (mainte-
nance goals). The representation of beliefs and goals may include additional information, 
e.g., about the source of a belief or its certainty, the importance of the goal or the deadline 
by which it must be achieved, etc. Plans are the means by which the agent responds to 
events. In agent programming, plans are typically predefined by the agent developer and 
consist of a head and a body. The head consists of a trigger (an event template) and a con-
text condition, which together specify the situations in which the plan should be considered 
as a means of achieving a goal, or responding to a change in the agent’s beliefs. The body 
of a plan is composed of basic actions that directly change the agent’s environment or its 
internal state, tests that check if a condition is true, sub-goals which are in turn achieved by 
other plans, and other operators for composing more basic plan bodies. Plans together with 
the agent’s initial beliefs and goals, form the program of the agent.

At run-time, the interpreter updates the agent’s beliefs and goals in response to mes-
sages and sensory information from the agent’s environment (percepts), and manages the 
agent’s intentions. An intention is a future course of action the agent is committed to car-
rying out. In practice, an intention is often implemented as a stack of partially instantiated 
plans, the execution of which are expected to achieve a (top-level) goal or respond to the 
change in the agent’s beliefs. The interpreter is also responsible for choosing which inten-
tion to execute and for executing steps in the plan forming the top of the intention. The 
overall architecture of a BDI agent is shown in Fig. 1.

3.2  The BDI cycle

The interpreter repeatedly executes a ‘sense-plan-act’ cycle [86] (sometimes called a delib-
eration cycle [40] or agent reasoning cycle [18]). The details of such cycles vary from 
language to language, but in all cases it includes the processing of events (sense), decid-
ing how to update the agent’s intentions in response to those events (plan), and selecting 
and executing a step in one or more intentions (act). In BDI-based agent programming 
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Fig. 1  The components of a BDI agent
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languages, the terms sense, plan and act are used as shorthand for a variety of different 
kinds of processing, and each phase may have substeps as we outline briefly below. In 
Sect. 3.3, we describe how these phases are realised in some well-known BDI-based agent 
programming languages and platforms.

Sense phase In the sense phase, the agent’s beliefs and goals are updated with messages 
from other agents (including the user or users), information from the agent’s sensors, and 
updates from the execution of the agent’s intentions at previous cycles. For example, a mes-
sage from a user may request the agent to drop an existing goal, sensory information may 
give rise to a change in the agent’s beliefs about the current state of its environment, and 
the execution of steps in a plan in an intention may result in the posting of a subgoal.7 In 
most BDI-based languages, the agent’s beliefs and goals are maintained using some form 
of declarative knowledge representation. Depending on the language, updating and query-
ing this representation may involve sophisticated inference. For example, the incorporation 
of a new belief may involve some form of belief revision which takes into account the 
source of the new belief or its (un)certainty, while querying the agent’s beliefs may involve 
SLD resolution as in Prolog, or reasoning over ontologies, constraints, etc.

Plan phase The sense phase gives rise to a set of belief and goal change events. The role 
of the plan phase is to determine how the agent should update its intentions to respond to 
these events. Belief and goal change events can give rise to changes in the agent’s set of 
intentions, or to changes to individual intentions in the set. Changes in the set of intentions 
include: the creation of a new intention, e.g., when the agent adopts a new top-level goal 
or must respond to a change in its beliefs; the deletion of an intention, e.g., when the cor-
responding top-level goal is dropped or becomes unachievable; and the suspension (resp. 
resumption) of an intention, e.g., when the corresponding top-level goal becomes tempo-
rarily unachievable (resp. becomes achievable again).8 Updates to existing intentions are 
primarily of two kinds: the extension of an intention that posts a sub-goal with a plan to 
achieve the goal; and the modification of an intention when the plan selected to achieve the 
current sub-goal fails, which typically involves replacing the current plan for the sub-goal 
(or a parent goal of the sub-goal) with a new plan. As with belief and goal updates, updat-
ing the set of intentions may involve sophisticated reasoning or deliberation. For example, 
in many BDI-based agent programming languages, extending an intention with a plan to 
achieve a sub-goal involves several steps. First the set of relevant plans is determined. A 
plan is relevant if its triggering condition matches a goal to be achieved or a change in the 
agent’s beliefs the agent should respond to. Second, the set of applicable plans are deter-
mined. A plan is applicable if its context condition evaluates to true, given the agent’s 
current beliefs. Third, a relevant, applicable plan is selected and pushed onto the intention 
stack that generated the triggering event. Updating an intention when the plan selected to 
achieve the currently active subgoal fails may be even more complex, potentially involv-
ing the execution of ‘cleanup’ actions (e.g., to release resources) before determining the 
appropriate higher-level motivating (sub)goal in the intention to backtrack to, and finally 
the selection of a new plan for that (sub)goal [71].

Act phase The result of the plan phase is a set of updated, potentially executable inten-
tions. The role of the act phase is to select one or more intentions for execution and exe-
cute one (or more) steps of the plan forming the top of each selected intention. As in the 

8 The suspension and resumption of an intention can also be seen as updating the state of the intention, 
rather than temporarily moving the intention out of or into the set of intentions.

7 Depending on the APL, the sense phase may involve other types of events, e.g., events signalling the fail-
ure of external actions. In the interests of simplicity, we treat such events as a special kind of belief update.
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preceding phases, the selection of which intention(s) to execute may involve sophisticated 
reasoning, e.g., to avoid unwanted interactions between the effects of actions in different 
intentions, or to determine when an intention must be executed in order to achieve a goal 
by its deadline. Execution of steps in an intention may change the agent’s beliefs and goals, 
either directly, e.g., by adding or deleting beliefs or (sub)goals, or indirectly, e.g., by chang-
ing the agent’s environment leading to changes the agent’s beliefs and goals in the next 
sense phase.

The cycle then repeats, allowing the agent to sense, and respond to, the effects of its 
actions and other changes in its environment.

3.3  Historical development of BDI‑based agent programming languages

In this section we briefly survey the historical development of some of the best-known 
BDI-based programming languages and platforms.

As noted in Sect. 2, arguably the first implementation of the BDI model was PRS [64, 
65]. PRS incorporates many of the ideas found in later BDI-based languages, including 
beliefs, goals and, critically, intentions. PRS is a relatively complex language, incorporat-
ing temporally extended goals, graph-based representations of plans, and meta-level pro-
gramming constructs which allowed the agent’s deliberation to be customised to a particu-
lar application. Perhaps because of this, it lacked a formal semantics until recently, when 
de Silva et al. [46] provided an operational semantics for a significant fragment of PRS.

Together with subsequent developments in the theoretical underpinnings of BDI-based 
agent programming [36, 118, 119], PRS and its successor dMARS [55, 56] led to the 
development of other, more abstract (and therefore simpler to reason about) agent pro-
gramming languages. Perhaps the best known of these languages is AgentSpeak(L) [117]. 
AgentSpeak(L) omitted many features of PRS, including maintenance goals, graph-based 
plans and a meta-level. However, it added several new features, including Prolog-style 
inference over the agent’s beliefs (an idea that has persisted in many subsequent BDI-
based languages). AgentSpeak(L) was essentially an abstract programming language with 
a precise operational semantics  [14, 117], though an implementation in Prolog was later 
developed by Winikoff [151]. Although it was an abstract language (initially) lacking an 
implementation, AgentSpeak(L) was influential in the design of many other languages and 
platforms, notably Jason [18] and ASTRA [37], as well as further work on abstract BDI 
programming, in particular CAN [155].

Another influential agent programming language proposed around the same time as 
AgentSpeak(L) was 3APL [78]. Similarly to AgentSpeak(L), 3APL is a rule-based agent 
programming language that builds on the notions of beliefs, goals, and plans. It combined 
ideas from both imperative and logic programming, inheriting the full range of regular pro-
gramming constructs from imperative programming and the proof as computation model 
for querying the belief base of an agent from logic programming. The original version of 
the 3APL language included some of the advanced features of PRS, such as rules for the 
runtime modification of the agent’s intentions, but these were dropped in later versions of 
the language. Later work building on 3APL led to the language 2APL [43].

Many other agent programming languages and platforms have been developed that at 
least partially implement the BDI model, e.g., JACK [27], Jadex [24], and GOAL [77]. As 
with the languages mentioned above, they encompass each of the components of the BDI 
model in some form, and often have a solid theoretical foundation in the form of a precise 
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operational semantics specifying what beliefs, desires and intentions mean, and how they 
should be implemented.

3.4  State of the art in BDI‑based agent programming languages

In this section, we briefly survey some of the best-known BDI-based languages that are 
currently widely-used in academia and research.9 In particular, we include only languages 
that are influenced by the BDI tradition and that have been under active development for at 
least the last five years. As we stated above, our aim is not to provide an exhaustive survey 
of AOP or BDI agent programming languages. Rather, the purpose of the survey is to illus-
trate how widely-used BDI platforms have interpreted the BDI model, in order to ground 
our critique of current BDI platforms in the next section. At the same time we wish to 
highlight that there are mature, well-established platforms that can serve as a basis for the 
integration of AI techniques as proposed in Sect. 5.

Perhaps surprisingly, the first language to mention is PRS.10 Despite, or perhaps because 
of, its maturity, it is still actively used [67], particularly in robotics, e.g.,  [2, 62, 81, 90, 
105]. For example, PRS-based systems secured first and second places in recent RoboCup 
and ICAPS logistics competitions.

Another widely-used language is Jason11 [18]. Jason is a multi-agent system devel-
opment platform based on an interpreter for an extended version of AgentSpeak (for the 
formal semantics of those extensions see [141]), aimed at producing a language that is 
useful in practical programming. However, not all practical features of Jason have formal 
semantics. One example of such a feature is the atomic execution of plans to avoid race 
conditions, which was later formalised and implemented in 2APL12 [43]. Other recent 
extensions of Jason that have not been formalised but have proved useful in practical pro-
gramming include meta events, modules and namespaces, concurrent agent architectures, 
concurrency operators in plans, and plan conflict specifications. Much of the recent devel-
opment effort in Jason has been driven by its use as part of JaCaMo13 [13], a fully-fledged 
multi-agent programming platform that uses Jason for programming the agent dimension, 
CArtAgO14 [121] for the environment dimension, and Moise15 [79] for the organisation 
dimension.

Another platform based on AgentSpeak is ASTRA 16 [37]. It builds on the AgentFac-
tory platform17 [124], which has been developed for many years and used in a number of 
applications before the move to an AgentSpeak-based programming language. ASTRA was 
influenced by AgentSpeak(TR), a language introduced in Clark and Robinson [33] com-
bining AgentSpeak and teleo-reactive rules. Teleo-reactive programming was introduced 
by Nilsson [106], as a formalism for computing and organising the actions of autonomous 
agents in dynamic environments. A teleo-reactive program is a sequence of guarded action 
rules that directs an agent towards a goal (hence teleo) and takes into account the dynamics 

11 http://jason .sourc eforg e.net.
12 http://apapl .sourc eforg e.net.
13 http://jacam o.sourc eforg e.net/wp/.
14 http://carta go.sourc eforg e.net.
15 http://moise .sourc eforg e.net.
16 http://www.astra langu age.com/wordp ress/.
17 https ://sourc eforg e.net/proje cts/agent facto ry/.

9 For a survey of the use of BDI-based languages in industry, see, e.g., [54, 104].
10 https ://git.openr obots .org/proje cts/openp rs.

http://jason.sourceforge.net
http://apapl.sourceforge.net
http://jacamo.sourceforge.net/wp/
http://cartago.sourceforge.net
http://moise.sourceforge.net
http://www.astralanguage.com/wordpress/
https://sourceforge.net/projects/agentfactory/
https://git.openrobots.org/projects/openprs
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of a changing environment (hence reactive). The goals of teleo-reactive agent programs are 
implicitly encoded by the order of the rules in the program. The guards of the action rules 
query the belief base of the agent. Nilsson [107] proposed a “triple-tower” architecture 
which adds: (1) a module (or ‘tower’) for processing percepts; (2) a truth-maintenance sys-
tem for maintaining a model of the environment; and (3) a decision-making tower that uses 
teleo-reactive programs for selecting the actions to perform next. Building on this work, 
Clark and Robinson [33] introduced TeleoR, an extension of Nilsson’s teleo-reactive agent 
programming language. TeleoR extends the teleo-reactive language with various features 
including extra forms of action rules that temporarily inhibit other rules, wait/repeat restart 
of failed actions, and message-sending actions.

GOAL18 [76] is a language for programming cognitive agents. Its cognitive model 
includes concepts such as beliefs and (declarative) goals but deviates from the classic BDI 
model in that it does not provide explicit support for intentions. It could be argued that 
GOAL modules can be seen as a form  of intention, as done in Hindriks [72], but their 
semantics is different from the classic intention-as-stacks-of-plans model. GOAL is a rule-
based language and its rules are similar to plans in the BDI model. The main motivation for 
not including intentions as first-class citizens in the language was to simplify the reasoning 
cycle (compared to the BDI cycle, cf. Sect. 3.2). The basic cycle of a GOAL agent still 
follows a sense-plan-act scheme but both the planning and the acting step in this cycle are 
much simpler as planning simply means applying a rule to select a (possibly composed) 
action and acting means (completely) performing the selected action. This simplification 
avoids the many subtle choices that are available in intention-based architectures.

Before concluding this section, it is important to mention that there are other widely-
used BDI platforms with a less formal basis, such as Jadex19 [116] and JACK20 [27, 150], 
that rely on extending Java rather than defining a new programming language as such. In 
addition to being one of the most popular BDI platforms, Jadex was among the first BDI 
platforms to provide an implementation of various types of goals including achieve, query, 
maintain and perform, with a well-defined complex goal lifecycle [25]. JACK on the other 
hand is the platform that has been most widely used in commercial applications, and the 
only platform described here that is not open source.

3.5  Key contributions and limitations of the current BDI model

The BDI approach has been very successful, and arguably is the dominant paradigm in 
agent programming languages [94]. In this section, we briefly review some of the key con-
tributions of the BDI-based agent programming languages to agent development and to AI 
more generally. We also highlight some of the limitations of current BDI languages and 
platforms.

From a programming point of view, BDI-based languages offer a number of advantages 
compared to developing agents in ‘mainstream’ programming languages such as C++ 
or Java. End users find programs couched in terms of mentalistic terms such as ‘beliefs’ 
and ‘goals’ easier to understand [109], and the use of predefined plans encoding standard 
responses to situations gives predictable behaviour that can be more easily validated by 
end-users and other stakeholders. For example, Wei and Hindriks [149] argue that an agent 

18 https ://goala pl.atlas sian.net/wiki/space s/GOAL/.
19 https ://www.activ ecomp onent s.org.
20 http://aosgr p.com/produ cts/jack/.

https://goalapl.atlassian.net/wiki/spaces/GOAL/
https://www.activecomponents.org
http://aosgrp.com/products/jack/
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programming approach provides a clear separation of concerns relating to symbolic rea-
soning (symbolic knowledge representation, modular, high-level action selection, and sup-
port for multiple declarative goals) and sub-symbolic processing in the control of robots. 
In addition, the high-level of BDI-based APLs allows more rapid development with fewer 
programmer errors compared to mainstream languages [12].

In terms of execution, BDI-based languages result in behaviour that is both sensitive to 
the current context and robust in the face of failures. The BDI cycle, in which the selection 
of plans is deferred until the corresponding (sub)goal must be achieved, allows an agent 
to respond flexibly to changes in the environment, by adapting the means used to achieve 
a goal to the current situation. Such context sensitivity is more awkward to code in main-
stream languages and the resulting programs are more difficult to maintain. This interleav-
ing of plan selection and action execution also results in behaviour that is robust to changes 
in the agent’s environment. In contrast to classical AI planning [66], which assumes that 
the set of (achievement) goals and the environment are static, the paradigm of BDI agents 
is one of interleaved plan selection and execution in a dynamic environment. This dyna-
mism arises because of exogenous ‘natural’ events (such as weather) and the actions of 
other agents, and also because of limitations in the agent’s perception, its actions (e.g., 
action failure), or both. When a plan fails or becomes unexecutable, a BDI agent is often 
able to recover gracefully, by backtracking to the most recently adopted (sub)goal that has 
a relevant, applicable plan [155]. Taken together, the declarative style of BDI programs 
combined with the BDI cycle give a significantly expanded behaviour space [156] for 
lower programmer effort compared to development in mainstream languages.

Perhaps the key contribution of the BDI-based approach, at least compared to agents 
where programs are learned, is the intelligibility of the resulting agent behaviour by end 
users and other stakeholders, see, e.g., [26, 88, 108, 128]. This has been termed Explain-
able AI (XAI)  [69], i.e., the development of autonomous systems capable of explaining 
their decisions and actions to human users. As noted by Bratman [22], when attempting to 
achieve a goal, humans commit to a particular course of action and use this commitment to 
filter their adoption of further goals and the plans selected to achieve them. Moreover, they 
typically only reconsider their commitments when a significant change occurs in either 
their goals or the environment. Bratman terms this commitment to a course of action an 
intention, and the programmatic expression of intentions in the BDI-based approach is crit-
ical to the intelligibility of the behaviour of BDI agents. Intentions make it easier for end 
users to understand why an agent is doing what it’s doing, and to predict what it is likely to 
do next. Bratman argued that this is because intentions were developed to support human 
interaction, and the interpretation of behaviour in terms of intentions (sometimes called 
“folk psychology”) therefore comes naturally. In addition, the structuring of the agent pro-
gram around beliefs, goals and plans, and the resulting intention-driven behaviour, makes it 
relatively straightforward to answer “why questions”, e.g., which goal(s) the agent is work-
ing towards, and why a particular course of action has been chosen rather than some other 
way of achieving a goal [70, 73, 152, 154]. The relative transparency of BDI agent pro-
grams also facilitates Ethics by Design [53], by making it easier for autonomous agents to 
reason about the ethical aspects of their decisions.

The very high level of abstraction (compared to conventional programming) also makes 
it easier to formally verify complex decision making, making it possible to give guarantees 
that an agent will behave correctly in all circumstances [61]. This is key to the engineering 
of trustworthy AI systems [115], and has been extensively explored in the agent-oriented 
programming community, e.g.,   [50, 51]. In contrast, action selection based on learned 
policies is often opaque, and formal guarantees of correctness are unavailable, see, e.g., 
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[99]. In application domains where agents interact with humans, and/or where the agent’s 
actions are safety critical (e.g., disaster response, medical care, etc.), this lack of transpar-
ency and predictability is likely to be a significant impediment to the adoption of agents 
whose decision making is based on learning.

Current implementations of the BDI model, however, also suffer from a number of limi-
tations. The features common to state-of-the-art BDI-based agent languages, and that cur-
rently define this style of programming, are essentially limited to:

• selecting pre-defined plans at run time based on the triggering event and the agent’s 
current beliefs; and

• some support for handling plan failure, e.g., aborting the plan in which the failure 
occurred and trying another applicable plan to achieve the current subgoal.

While these features are useful, and are key to implementing agents based on the BDI par-
adigm, much of the sophisticated reasoning necessary to use these features intelligently 
(e.g., which plan to select in the current context, which alternative applicable plan to try on 
plan failure) must be implemented by the developer for each application. Indeed, signifi-
cant programmer effort is often required to adapt the default BDI cycle (e.g., with-domain 
specific plan/intention selection functions) for advanced applications, and to ensure key 
non-functional requirements (e.g., the timeliness of the agent’s response). Moreover, there 
are many things for which state-of-the-art BDI languages and platforms provide no sup-
port at all, e.g., generating new (not developer-provided) plans at runtime. In the next sec-
tion we consider how AI can contribute both to the sophisticated reasoning necessary to 
use BDI features intelligently and to extending the core capabilities of BDI platforms, and 
briefly review some of the previous research that has attempted to address these challenges.

4  AI in BDI agent programming

At each cycle, an agent programmed in a BDI-based agent programming language must 
make decisions about ‘what to do next’: what means (i.e., plan) to achieve a given (sub)
goal; which of the currently adopted plan(s) (i.e., intentions) to progress at the current 
moment; and how these plan(s) should be progressed. Many of the issues involved in mak-
ing these decisions can be addressed using AI techniques such as machine learning, and 
there has been some work exploring how such techniques can be integrated into BDI-based 
agent programming languages and the BDI architecture and cycle generally. In this sec-
tion, we briefly survey some of this work. The presentation broadly follows the BDI cycle 
described in Sect. 3.2; that is, we first discuss how AI techniques have been applied in the 
sense phase, before considering the plan and act phases. However the correspondence is 
not exact, as some AI techniques imply changes to more than one phase; for example, the 
incorporation of richer knowledge representation frameworks such as description logic [6] 
has implications both for how beliefs are represented and updated in the sense phase, and 
how queries used to determine the applicability of plans are evaluated in the plan phase.

4.1  AI in the sense phase

Work on integrating AI techniques into the sense phase broadly falls into two main 
areas: enriching the underlying declarative knowledge representation, e.g., to handle 
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complex ontologies or uncertain information; and managing the update of the agent’s 
beliefs and goals.

Enriching the knowledge representation There have been several strands of work that 
explore how the underlying knowledge representation technology used by a BDI-based 
APL can be extended.

One strand focusses on ontologies. For example, Moreira et al. [103] formally define a 
variant of AgentSpeak(L) based on description logic rather than Prolog. They argue that 
description logic allows complex belief base queries to be expressed more concisely, con-
sistency checking of belief updates, more flexible retrieval of plans based on the subsump-
tion relation between concepts, and the sharing of knowledge expressed in ontology lan-
guages such as OWL. This work was later extended by Mascardi et  al. [100]. A similar 
approach was taken by Klapiscak and Bordini [85]. They introduce an extension of the 
Jason agent platform called JASDL that makes use of an existing OWL-API to provide 
features such as plan trigger generalisation based on ontological knowledge and the use of 
such knowledge in querying the agent’s belief base.

Another strand of work seeks to avoid a commitment to any particular knowledge rep-
resentation technology, and instead aims to make the underlying KR technology a “plug-
gable” component. For example, Dastani et  al. [42] present two different approaches to 
integrating and combining multiple knowledge representation techniques into a BDI-based 
agent programming language: a meaning-preserving translation approach that maps one 
representation to another, and an approach based on ‘bridge rules’ that increases the infer-
ential power of an agent system with multiple knowledge representation technologies. An 
alternative approach to the integration of KR languages based on a generic KR interface 
is proposed by Bagosi et al. [7]. They illustrate how the interface can be used to integrate 
both Prolog and OWL with rules.

Finally, Silva and Gluz [131] consider the problem of how to integrate probabilistic 
knowledge, beliefs and goals into a BDI-based agent programming language. They present 
a variant of AgentSpeak(L), AgentSpeak(PL), that supports probabilistic beliefs through 
the use of Bayesian Networks.

Belief and goal update The other main area of work relating to the sense phase focusses 
on how the agent’s underlying knowledge representation is updated.

One strand of work focusses on how an agent’s beliefs are updated. For example, 
Alechina et  al. [5] have investigated how AI belief revision techniques can be used to 
ensure consistency of a BDI agent’s belief base, and Alechina et al. [4] present an approach 
to caching the results of context queries to improve the run-time performance of BDI-
based agents. Another strand of work investigates how argumentation theory can be used 
to reason about contradictory information, e.g., in multi-agent interactions. For example, 
Panisson et al. [113] present techniques to allow Jason/JaCaMo agents to choose between 
conflicting conclusions, or to choose the most promising arguments in a dialogue by con-
sidering information sources of varying degrees of trustworthiness.

Yet another strand of work considers the problems inherent in processing large vol-
umes of (often sub-symbolic) sensor data in applications such as in gaming and robotics. 
The problem of detecting discrepancies between the agent’s environment and the agent’s 
representation of it has been recognised since the early days of agent programming, e.g., 
[41, 45, 91, 93]. More recently, Cranefield and Ranathunga [39] have argued that percept 
processing may give rise to a bottleneck in the agent’s reasoning cycle. They propose 
an approach based on policies for handling high-frequency belief updates in BDI-based 
agent languages, and illustrate their approach using an Apache Camel-based implementa-
tion for handling updates in Jason. Ziafati et  al. [163] have proposed several extensions 
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to BDI-based agent programming languages to allow the connection of agent programs 
to robots, including subscribing to events of interest at run-time, asynchronous reception 
of events, maintaining histories of events and run-time querying of the histories. Pantoja 
et al. [114] adopt a similar approach in the ARGO architecture for programming embedded 
robotic agents using Jason. Their approach builds on work by Stabile and Sichman [135], 
and uses perception filters to ensure the real-time processing necessary for robot control, 
e.g., to prevent collisions effectively. Finally, Wei and Hindriks [149] discuss the integra-
tion of the OpenCV library [21] for computer vision and processing of raw camera images 
into the GOAL architecture, and how the resulting percepts can be used in agent programs.

There has been somewhat less work on updating goals.21 Sardiña and Padgham [126] 
present an extension to the Can agent programming language [155] named CanPlan2, 
which incorporates mechanisms for the proactive adoption of new goals, ensuring that 
goals that are deemed impossible are immediately dropped, and preventing an agent from 
blindly persisting with a blocked subgoal when alternative plans for achieving a higher-
level motivating goal exist. Another strand of work has focussed on analysis of the potential 
interactions between an agent’s plans to detect possible conflicts between top-level goals, 
and hence which subsets of the agent’s goals can be pursued at the same time. For example, 
Thangarajah et al. [138] and Thangarajah and Padgham [139] have proposed an approach 
based on summary information which involves reasoning about necessary and possible 
pre- and post-conditions of different ways of achieving a goal. They present mechanisms to 
determine whether a newly adopted goal will definitely be safe to execute without conflicts, 
or will definitely result in conflicts (i.e., there is no way of achieving a goal that does not 
make the (concurrent) achievement of another goal impossible), or may result in conflicts. 
If the goal cannot be executed safely, the goal may be suspended [71, 136].

4.2  AI in the plan phase

Work on integrating AI techniques into the plan phase can also be broken down into two 
main areas. Work in the first area seeks to improve the selection of the agent’s (developer 
provided) plans, e.g., to ensure that the plans most likely to succeed in the current context 
are selected, or to favour plans with lower cost or higher utility. In contrast, work in the 
second area focusses on the generation of new plans at run time, e.g., to provide a plan for 
a situation that was not anticipated by the agent developer.

Plan selection Plan selection in many BDI agent programming languages is heavily reli-
ant on software developers, both to provide appropriate context conditions for plans, and to 
specify which applicable plan is selected, e.g., through the ordering of plans or by custom-
ising the selection of applicable plans for a particular application. It is therefore not sur-
prising that there are several strands of work that explore how AI techniques can be applied 
to make plan selection in BDI-based APLs more intelligent.

One approach involves the use of machine learning techniques to guide the choice 
between relevant applicable plans by exploiting the contextual information previously 
encountered when executing a plan. For example, Singh et  al. [133, 134] show how the 
belief contexts that resulted in the success and failure of a plan can be used to evaluate the 
relevance of executing the plan in the current context. In a similar way, Singh and Hindriks 

21 It should be noted that there has been more work in this area in the cognitive architectures community, 
see, e.g., [1].
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[132] use reinforcement learning to optimise action selection in rule-based agent program-
ming languages, and Guerra-Hernández et al. [68] use induction of logical decision trees to 
learn when plans are successfully executable.

Another approach focuses on using preferences or utilities to guide the choice of plan. 
For example, Padgham and Singh [112] define a declarative language for specifying prefer-
ences over plans as a function of the current context and a function for aggregation of mul-
tiple preferences. A similar approach is taken by Visser et al. [144]. Nunes and Luck [110] 
evaluate the contribution of each plan in terms of utility and preference, seen as parameters 
for optimisation.

Yet another approach adopts techniques based on HTN planning and search [58]. For 
example, Sardiña et al. [127] present an AgentSpeak-like language, CanPlan, which inte-
grates HTN-planning into a BDI architecture to find hierarchical decompositions of (agent) 
plans that avoid incorrect decisions at choice points, and so are less likely to fail during 
execution. Similarly, Yao and Logan [158] and Yao et al. [160, 161] show how techniques 
based on Monte-Carlo Tree Search (MCTS) can be used to select plans that minimise con-
flicts between intentions, achieve goals by their deadlines and recover from failures.

In more practical terms, HTN planning has been made available to Jason and JaCaMo 
agents [28, 29, 98]. This can be used for example to achieve organisational goals, find a 
specific course of action that will allow the agent to achieve a number of goals given its 
plan library, or to provide alternatives in case JaCaMo social plans fail through a combina-
tion of task allocation, individual planning, and runtime coordination through JaCaMo arti-
facts. To support goal allocation before HTN planning is carried out, Cardoso and Bordini 
[29] make use of plan-library metrics as heuristics, while Baségio and Bordini [8] propose 
a task allocation mechanism for JaCaMo systems.

Finally, the approach of Chaouche et  al. [32] combines both plan composition and 
learning. They present AgLOTOS, an algebraic language that offers two levels of plans: 
‘elementary plans’ are first composed to produce intention plans, which are in turn com-
posed to build an ‘agent plan’ satisfying several intentions. This approach helps the agent 
to select an optimal plan that satisfies several of its intentions while preserving their con-
sistency. The selection is based on a formal construction called the contextual planning 
system (CPS), which provides potential paths (a path in the CPS is a feasible ‘agent plan’) 
with their associated contexts while removing inconsistent options. Past experience is used 
to reinforce the information available to the CPS. To accommodate possible unexpected 
changes of context, the learning approach in Chaouche et al. [31] is not based on stochastic 
processes, as in Nunes and Luck [110], but on an online acquisition of contextual past-
experiences concerning the executions of actions.

Plan generation The second main area of work focusses on the application of first-prin-
ciples AI planning techniques to generate new plans at run-time.

The integration of a planner into the agent language Jadex for providing dynamic plans 
at runtime was proposed by Walczak et al. [146]. Hindriks and Roberti [74] exploit the fact 
that agent programs are similar in many respects to languages used for representing plan-
ning problems. They show that GOAL agent programs can be used as a planning formal-
ism. By translating agent programs to a PDDL specification, classical planners can be used 
to return plans to achieve an agent’s goals. By adding control features in the agent language 
and by adapting the agent’s execution cycle, classical planners can be used to execute these 
plans while monitoring for failure, as part of an agent program. de Silva et al. [47] take 
a similar approach of using classical first-principles planning to find plans that have not 
been provided by the developer as part of the agent’s plan library. However, they focus on 
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producing abstract, so-called hybrid plans. Hybrid-plans may include abstract operators, 
which can be mapped back to BDI goals, allowing the agent to execute a generated plan 
using its (developer-provided) BDI plan library. For a survey of integrating planning algo-
rithms and agent reasoning, see Meneguzzi and de Silva [102].

4.3  AI in the act phase

Finally, we consider work on integrating AI capabilities into the act phase. Work in this 
area has focussed principally on supporting or automating deliberation about how a set of 
intentions can be progressed, e.g., to avoid conflicts between intentions, to ensure goals are 
achieved by their deadlines, or to recover from plan failures.

Intention progression One strand of work is closely related to the analysis of potential 
interactions between an agent’s plans to detect possible conflicts between top-level goals 
discussed in Sect.  4.1 and the HTN and MCTS-based approaches to plan selection dis-
cussed in Sect. 4.2. However in this case, the issue is the order in which the steps of plans 
to achieve different goals should be executed to avoid conflicts or ensure that goals are 
achieved by their deadlines, rather than detecting conflicts between goals or to choosing a 
plan for a subgoal that doesn’t conflict with the agent’s existing intentions.

The approach to detecting possible conflicts between intentions based on summary 
information proposed by Thangarajah et al. [138] can also be used to determine whether 
a newly adopted subgoal will definitely be safe to execute without conflicts, or will defi-
nitely result in conflicts (e.g., e.g., where the execution of a plan makes the execution of 
another concurrently executing plan impossible), or may result in conflicts. If the subgoal 
cannot be executed safely, the subgoal may be suspended and execution of the correspond-
ing intention deferred. This approach is extended in Thangarajah et al. [136] to incorpo-
rate other reasons for suspending and resuming (sub)goals. Closely related, Thangarajah 
et al. [137] have proposed various measures of goal completeness, which can be used by 
an agent developer, e.g., to prioritise intentions whose top-level goal is close to completion 
in situations where there is a conflict between intentions.

Another strand of work has investigated how the execution of a set of intentions can 
be automatically scheduled so as to avoid conflicts, or to achieve some other desirable 
property, e.g., recover from plan failures, maximise the likelihood of achieving goals in a 
dynamic environment, or achieve goals by specified deadlines etc. For example, the TÆMS 
(Task Analysis, Environment Modelling, and Simulation) framework [48] together with 
Design-To-Criteria (DTC) scheduling [145] have been used in agent architectures such the 
Soft Real-Time Agent Architecture [143] and AgentSpeak(XL) [15] to select the optimal 
intention to progress at the current cycle. Yao et al. [159, 161] and Yao and Logan [158] 
present a stochastic approach to scheduling intentions to avoid conflicts, recover from plan 
failures (by reestablishing a precondition), and maximise fairness in the progression of the 
intentions for each goal. Waters et  al. [147, 148] present a coverage-based approach to 
intention selection, in which the intention with the lowest coverage, i.e., the highest prob-
ability of becoming non-executable due to changes in the environment, is selected for exe-
cution. Vikhorev et al. [142] propose an approach that schedules intentions so as to achieve 
a priority-maximal set of intentions by their deadlines with a specified level of confidence, 
and Yao et al. [160] extend the stochastic scheduling approach of Yao and Logan [158] for 
task environments where goals may have both a preferred achievement time and a deadline. 
Their approach schedules intentions so as to maximise the number of goals achieved and 
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minimise tardiness (i.e, the difference between the time a goal is achieved and its preferred 
achievement time).

Much of the work discussed above assumes that actions are instantaneous. A closely 
related strand of work considers intention progression in the setting of durative actions, 
that is, where multiple actions may execute concurrently. Durative actions are characteris-
tic of robotics applications, and much of the work in this area has taken place at the inter-
section of agent programming and robotics. For example, the work of Ziafati et al. [163] 
discussed in Sect. 4.1 also considers synchronisation issues related to the representation of 
complex plans and the parallel execution of plans. Coffey and Clark [35] propose an hybrid 
architecture for robot control, using a plan library in which plans are comprised of hier-
archical, suspendable and recoverable teleo-reactive programs programmed in Nilsson’s 
Teleo-Reactive rule-based agent programming language [107]. Clark and Robinson [33] 
present an extension of teleo-reactive programming, TeleoR, which provides explicit sup-
port for the high level programming of concurrent behaviours that require access to shared 
robotic resources.

The approaches to integrating AI in the act phase differ in their degree of encapsulation, 
giving rise to a rich space of possible designs for enhancing this phase of the BDI cycle. 
For example, approaches based on summary information, such as [138, 147], can be used 
to determine when progression of an intention must be suspended but leave decisions about 
how the remaining intentions should be progressed to other deliberation, while in Yao and 
Logan [158] all scheduling decisions are encapsulated in a single process.

4.4  Summary: State of the art in AI in BDI agent programming

Although not exhaustive, the survey above illustrates the broad range of approaches that 
have been explored to integrating AI techniques into BDI-based agent programming. Much 
of this research has yet to be incorporated into the ‘production’ versions of BDI-based 
languages and platforms, and it is not year clear which approaches will be most fruitful. 
Moreover, research has proceeded in a somewhat ad-hoc manner, with different aspects of 
the agent’s behaviour considered largely in isolation. It would be beneficial to have a ‘road-
map’ that clarifies the relationships between existing work, and to guide future research. In 
the next section we consider possible future directions for research on integrating AI into 
BDI agents, and how such integration may be engineered.

5  Discussion and research directions

From the research surveyed in the previous section, it is clear that the notion of an agent, 
and in particular the BDI model of agency based on high-level intentional concepts such 
as beliefs, goals and plans, forms an ideal framework for the integration of a wide range 
of symbolic, stochastic and sub-symbolic AI techniques. Such a marriage combines the 
advantages of the BDI approach highlighted in Sect. 3, specifically the intelligibility and 
verifiability resulting from the programmatic expression of intentions, with enhanced con-
text sensitivity and robustness, e.g., through the application of machine learning, context 
awareness and AI planning techniques. The adoption of BDI as a formal model of agent 
reasoning and decision making, empowered with AI techniques in specific stages of the 
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reasoning cycle, provides a conceptual and design space to deal with key issues in the engi-
neering of robust and beneficial AI systems [125].

In this section, we take a step back, and attempt to take a broader view of the possi-
ble future relationship between AI/ML and agent programming. In particular, we consider 
the ways in which AI techniques considered in the abstract, may be integrated into a BDI 
agent architecture, and sketch a programme of research directed towards identifying the 
most appropriate ways of integrating AI capabilities into agents. The research programme 
encompasses both short term opportunities (‘low hanging fruit’ in the form of immediate 
synergies between rapidly maturing AI techniques and agent programming), and longer 
term research questions.

5.1  Architectural strategies for integrating AI in BDI agents

We can identify two main architectural strategies to integrate AI with BDI-based agent pro-
gramming languages and agent programming more generally: (i) AI as a service (i.e., exog-
enous case); and (ii) AI embedded into agents (i.e., endogenous case). In reality, these two 
strategies form the ends of a spectrum of possibilities, giving rise to a range of ‘hybrid’ 
approaches, in which some AI components are exogenous while others are endogenous. 
However, in the interest of brevity, we focus on purely exogenous and purely endogenous 
strategies below.

5.1.1  AI as a service

In the exogenous approach, the AI is exploited by the agent as a service, that is, it is pack-
aged as a separate, independent component, either running within the same (agent) system, 
or in a distributed fashion accessed through the network. This latter includes the cognition-
as-a-service case, in which the AI component is provided as a service in the cloud [52].

From an abstraction point of view, in this case the AI service can be modelled as part 
of the agents’ application environment [122]. Examples include external image/speech rec-
ognition systems, text-to-speech (TTS) services, document analysis capabilities, etc., now 
becoming available from major vendors such as Amazon, Google, and IBM. An agent pro-
gram accesses and exploits the AI capability by means of (external or internal) actions and 
percepts, as in Fig. 1. From an agent development perspective, this approach is conceptu-
ally similar to the way in which an agent program interacts with the underlying agent hard-
ware/platform and the agent’s environment. In particular, the agent developer is responsible 
for integrating the AI (service) into the agent program: invoking the appropriate service(s) 
at the appropriate point in the execution of the agent, and writing code to exploit the 
expanded set of percepts (represented as beliefs) made available by the AI service.

The integration of AI as a service with agent programming languages could be sup-
ported by means of environment-oriented frameworks such as CArtAgO [121], which 
implements the A&A conceptual model [111]. In this case the AI service may be modelled 
as an artifact or tool that agents can share and use. Another example is the Environment 
Interface Standard (EIS) [9], which may be used to define a uniform interface for agents 
to access and exploit AI services. Yet another approach is to integrate agents with external 
resources and services using existing middleware standards, e.g., the use of the Apache 
Camel enterprise integration framework by Cranefield and Ranathunga [39].

Such an approach has the advantage of being easy to integrate into existing agent plat-
forms and development methodologies, while at the same time facilitating the development 
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of sophisticated applications. For example, a ‘personal assistant’ agent involving text or 
speech interaction that previously required specialist development expertise [162] will 
increasingly fall within the scope of an average agent developer. Further research is 
required to determine whether frameworks such as CArtAgO and EIS provide the support 
needed from a software engineering perspective for the effective integration of a broad and 
diverse range of AI services, for example those requiring large amounts of sub-symbolic 
information, or those services that return essentially “control information” (which plan to 
adopt, which intention to progress) that cannot easily be represented by object-level beliefs. 
Moreover, the need to explicitly invoke a service by an action in a plan in this approach 
may make it difficult to integrate techniques such as machine learning, except in the form 
of pre-trained components. As a result, to fully exploit the potential of AI as a service 
may require at least some changes to the BDI architecture and/or cycle as discussed below. 
However, while the use of AI as a service has the potential to significantly extend the capa-
bilities and sophistication of BDI-based agents, it is difficult to fully address many of the 
problems identified in Sect. 3.5 within this approach.

5.1.2  AI embedded into BDI agents

In the endogenous approach, the use of AI techniques is embedded into the agent archi-
tecture, that is, AI components or techniques are used to augment or replace elements of 
the standard BDI architecture and/or cycle defined in Sects. 3.1 and 3.2 . For example, AI 
components may be used to induce appropriate context conditions for plans, to learn which 
applicable plan is most appropriate in a given situation, or to manage potential conflicts 
between intentions.

As evidenced by the wide range of approaches surveyed in Sect.  4, where, how and 
even which AI techniques should be integrated into the BDI architecture or cycle is still an 
active research area, and a clear consensus has yet to emerge. Each of the components of 
a BDI agent shown in Figure 1 can be extended with AI techniques in a variety of ways, 
giving rise to a very large space of possible extended BDI architectures. (We outline some 
questions that we believe may be useful in guiding future research in Sect. 5.3 below.)

The problem of where AI should fit in the BDI architecture could be seen as one for the 
agent language/platform developer rather than the developer of agent applications. How-
ever, it is arguable that the most appropriate integration of AI into the BDI architecture is 
at least partly application specific. If so, there may be no single “best” way of embedding 
AI into an agent, suggesting that integration of AI should take the form of “pluggable” 
components that can be selected as needed by the application developer. This could be 
seen as an extension of the approach proposed for knowledge-representation functional-
ity in Bagosi et  al. [7] and discussed in Sect.  4.1 (for other work in this direction, see, 
e.g., [38]). Another possibility is to exploit a meta-level programming approach to allow 
the BDI architecture and cycle to be configured by developers to meet the needs of a par-
ticular application. Several BDI languages, including PRS [65], 3APL [40, 78], JACK 
[27, 150] and meta-APL [89], support the use of meta-level plans or rules to modify the 
‘default’ BDI cycle, and such facilities could be extended to encompass the integration of 
AI components and techniques. While further work is required to identify the appropriate 
meta-level abstractions to support such ‘programmable’ AI capabilities, the cognitive con-
cepts (i.e., mental attitudes) that form the core of BDI-based agent languages can be seen 
as an ideal foundation for the integration of capabilities such as reasoning, planning and 
scheduling.
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However implemented, the aim of this approach is to raise the level of abstraction of 
agent programming, by increasing the basic ‘competence’ of the agent language or plat-
form. The aim is not to build a ‘richer and more powerful’ language, but rather a simpler 
language (or languages) in which the programmer has to do less, and so worry less about 
the execution model because the agent is more capable: it “does the right thing” without it 
having to be explicitly programmed. The agent developer no longer has to encode reason-
ing such as plan selection, plan failure recovery, etc. in the agent’s plans and/or by config-
uring the agent platform, because those are now built-in features of the APL. There is of 
course a risk that if the integration of AI techniques is done badly, the agent will behave in 
ways that are difficult for the developer (and end users) to understand. However we would 
see this as a failure (e.g., inappropriate choice of AI technique or poor integration of the 
technique) rather than an inevitable consequence of a more complex language requiring 
mitigation. (Where learning is involved, the situation is a little more complex, as there is 
always the risk of the wrong behaviour being learned, but this is a generic problem with 
learning that should be addressed within a learning component rather than surfaced, and 
mitigated, at the agent programming level.)

As the competence of the agent increases, the role of the agent developer will change 
from programming exactly what the agent will do in all situations, to providing more stra-
tegic information, heuristics, advice, social knowledge (e.g., norms), etc. about what the 
agent should (or should not) do in a given situation, leaving the details of the implementa-
tion of the strategy to the agent. This style of development has some similarities with the 
‘training’ of systems advocated in the Cognitive approach, and one can envision hybrid 
architectures in which some behaviours are learnt, while others, perhaps those with a 
supervisory or high-level decision making role, are ‘programmed’. For this reason, and 
also for the reasons set out at the end of Sect. 3.5, we believe that it is likely that there will 
continue to be a role for agent programming, at least for the foreseeable future.

For many applications, particularly those involving interaction with humans, there are 
standard (often codified) ways of approaching a task that must be followed for safety, regu-
latory, quality control or other reasons. While machine learning (or other AI techniques 
such as planning) can be used to adapt the behaviour of the agent, e.g., to a particular user 
or to generate a novel implementation of a high-level action, the critical aspects of the 
agent’s behaviour are required to fall within a particular envelope or follow a particular pat-
tern. This tension is of course reflected in some work in machine learning, and to a lesser 
extent in planning. We believe BDI-based agent programming approaches enhanced with 
AI techniques offer a fruitful framework for such ‘controlled adaptation’, as the structuring 
of BDI agent programs in terms of goals and plans allows different (sub)goals to be asso-
ciated with differing degrees of adaptation in a natural way. For example, the means used 
to achieve some goals may be precisely specified by developer-supplied plans, while the 
means used to achieve other goals may be learned, or synthesised at run-time using first-
principles AI planning techniques.

5.2  Engineering a BDI‑based AI integration framework

A fully-fledged BDI-based framework integrating AI techniques should ideally allow the 
use of different approaches to develop different capabilities of an agent in flexible and 
modular way. From a developer’s perspective, the approaches used to develop capabili-
ties can be classified into one of three main types [63]: the programming-based approach, 
where the agent program is given by the programmer; the learning-based approach, where 
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the program is induced from experience via a learning algorithm; and the model-based 
approach, where the agent program is derived from a model of the problem, e.g., plan-
ning. As observed by Geffner [63] and we have argued here, the three approaches are not 
orthogonal, and exhibit different advantages and limitations. Programming agents by hand 
puts all the burden on the programmer, who must anticipate all possible contingencies, and 
often results in systems that are brittle. Learning methods provide greater flexibility, but 
tend to be limited in scope, given their computational complexity. Model-based methods 
(which include planning), require a model of the actions, sensors, and goals, and face the 
computational problem of solving the model.

In this classification, the basic BDI model corresponds to the programming-based 
approach; however, it provides an appropriate level of abstraction to understand and inte-
grate both the learning-based and model-based approaches. For a goal to be achieved, the 
corresponding plans to be used by the agent could be either entirely programmed by hand 
by a developer, or learnt—either partially or totally, either offline or online—or devised 
dynamically by planning. For the same goal, we could even have multiple plans developed 
using different approaches to be used in different contexts (depending on the contextual 
conditions), with deliberation used to choose the best plan among the various options. For 
example, the plans selected for each sub-goal in a higher-level plan could be developed 
using different approaches.

Currently the tools provided by agent programming platforms for programming and run-
ning agents mostly provide support for a pure programming-based approach (i.e., an editor, 
a runtime, and a debugger). Enabling and facilitating the selection of any of these three 
approaches, switching between programming-, learning-, and model-based approaches, 
calls for rethinking and extending the development environments and tools used to pro-
gram and run agent systems. For example, first-class support for a learning-based approach 
may require the integration of some form of simulator into the tool chain to support the 
training stage, and the inclusion of explicit periods of training in each stage of the agent 
development cycle.

5.3  Opportunities and open issues

In the short term, the AI as a service approach offers the opportunity to develop sig-
nificantly more capable agent applications within the standard BDI model. Sensing and 
behaviour that would previously have required specialist programming can be easily inte-
grated into existing agent programming platforms and exploited by application developers. 
Moreover, exploiting such capabilities does not require any modifications to standard agent 
development methodologies. However, while the opportunities offered by such an approach 
are significant, it does not fully address the key agent programming issues identified in 
Sect. 3.5.

At the same time, we would expect to see a continued exploration of where and how 
AI components can be integrated into the BDI architecture and cycle. Despite a steady 
stream of research over the last 15 years, work to date has only scratched the surface of 
this complex question. However, the problem of how to integrate techniques from different 
subfields of AI is central to engineering more flexible and intelligent agents, and progress 
in this direction is likely to result in greater gains in the medium to longer term.

As noted in Sect. 5.1, there is a very large space of possible extended BDI architectures. 
One way to structure future research in this area is to explore where and how AI techniques 
can be embedded to enable implementation of the BDI cycle within the BDI model itself. 
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It seems plausible that the BDI approach of determining which plan to adopt based on 
the agent’s current beliefs should apply equally to the problem of selecting an appropriate 
deliberation strategy given the agent’s current state. Such an approach has the potential to 
transfer the intelligibility of the intention-driven BDI model highlighted in Sect. 3.5 to the 
embedding of AI.

At each BDI cycle, an agent with multiple goals must make decisions about ‘what to do 
next’: what means (i.e., plan) to use to achieve a given (sub)goal; which of the currently 
adopted plan(s) (i.e., intentions) to progress at the current moment; and how these plan(s) 
should be progressed. Making such decisions involves (at least):

• which plan to adopt if several are applicable;
• which intention to execute next;
• how to handle interactions between intentions;
• how to estimate progress of an intention;
• how to handle lack of progress of a plan or intention; and
• when to drop a goal or try a different approach.

While not all of these capabilities will be required in every agent application, a reasonable 
argument can be made that many are necessary for most applications (e.g., which plan to 
adopt, which intention to execute next, how to handle plan failure), and each feature is 
required for a significant class of applications. Support for making such decisions in cur-
rent BDI platforms is limited at best. Moreover, current BDI languages typically lack the 
basic underlying representations for costs, preferences, time, resources, durative actions, 
expectations, norms etc. necessary to implement such capabilities. For example, it is dif-
ficult to implement deliberation about whether to adopt a goal, as the agent’s intentions are 
not first class objects in most BDI-based languages, i.e., the agent’s current intentions do 
not form part of its belief state [96].

Key to this approach to embedding AI into BDI agent programs, is what features of 
intentions and the context of their execution are necessary to implement the BDI cycle for a 
particular application. This includes issues already touched on in Sect. 4, e.g., when a goal 
should be adopted or dropped, which plan to use to achieve a goal, when the plan should 
next be executed, etc., but also many other issues relating to the social context of the agent, 
e.g., the expectations of humans and other agents, the prevalent norms, ethics and values 
and how these should determine the behaviour of an agent. The fact that, in the BDI model, 
these issues must always be addressed in the context of other intentions with potentially 
differing characteristics is a unique strength of the BDI approach, in that it necessitates the 
adoption of a holistic view of the problem of developing autonomous intelligent systems.

Alongside the purely architectural questions of how the overall problem of intelligent 
behaviour should be broken down (e.g., what are the most appropriate components/APIs), 
work in this direction gives rise to a range of new research problems centred around the 
notion of bounded adaptation. How should the split between programmer-determined fixed 
or canonical behaviours and agent-determined adaptations of these behaviours (e.g., refine-
ments, or implementations of (very) high-level actions, etc.) be characterised? What develop-
ment methodologies and verification approaches can be used to specify and certify the behav-
iour of agents that integrate significant AI capabilities into their decision making? This can 
be seen as establishing a new strand of research exploring hybrids of the the programming-
based, learning-based, and model-based approaches to developing AI capabilities identified 
by Geffner [63]. We believe that the agent programming paradigm forms an ideal framework 
in which to explore the resulting complex mix of scientific and engineering questions.
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One way of incentivising research on these questions is through the identification of 
‘challenge problems’. Such challenges, often formalised as competitions or contests, have 
been used successfully in many areas of AI as a means to foster research. They range from 
‘grand challenges’ (e.g., those from DARPA) to commercial contests (e.g., Netflix Chal-
lenge22), to more academic contests (e.g., IPC23, TAC [84]) and competitions with long-
term objectives (e.g., RoboCup24 and its derivatives). Other approaches involve the use of 
standardised data and problem sets such as the NIST and CIFAR-10 image recognition 
datasets, and the planning domains and problems used by the International Planning Com-
petition. Yet others focus on standardised environments, often based on games, such as the 
Arcade Learning Environment [10] and Starcraft [30].

The EMAS community has also developed challenge problems, such as the Multi-agent 
Programming Contest (MAPC)25 and the Intention Progression Competition (IPC)26[95]. 
However to the extent they consider AI, these tend to focus more on the benefits of incor-
porating AI techniques or components (e.g., in the case of the Intention Progression Com-
petition) rather than specifically on how such components should be integrated into the 
architecture of an agent. There is clearly value in the EMAS community engaging more 
with competitions such as the MAPC and IPC, and with other ‘mainstream’ AI competi-
tions, e.g., the NASA Space Robotics Challenge,27 where the advantages of an agent-ori-
ented programming approach can be showcased to researchers in other areas of AI. How-
ever, to be maximally effective in advancing research into the integration of AI into agents, 
a challenge problem should include both multi-agent elements (e.g., autonomous decision 
making, coordination, etc.), and AI elements (e.g., learning, planning, scheduling, reason-
ing etc.) where BDI-based agent programming approaches have traditionally offered lim-
ited support. At the same time, it should be (just) complex/generic enough to benefit from 
explicit consideration of where and how AI should be integrated into the agent’s architec-
ture. We believe that defining such problems will be a key activity for the EMAS commu-
nity over the short to medium term.

6  Conclusions

It seems clear that recent developments in artificial intelligence, and particularly in 
machine learning, have the potential to have significant impact on the development and 
run-time behaviour of agent systems. Some authors have gone so far as to claim that this 
will lead to a fundamental paradigm shift away from a “programming based” model of 
development to a “training based” model, in which intelligent systems are trained to exhibit 
correct behaviour through machine learning.

In this paper, we have argued that such claims overstate the likely impacts of AI and ML 
on agent development, and while the incorporation of AI/ML techniques will lead to a sig-
nificant evolution of the BDI model, the agent programming paradigm will still have a key 
role to play in the development of intelligent autonomous agents and systems.

22 www.netfl ixpri ze.com.
23 www.icaps -confe rence .org/index .php/Main/Compe titio ns.
24 www.roboc up.org.
25 www.multi agent conte st.org.
26 www.inten tionp rogre ssion .org.
27 http://www.nasa.gov/space bot.
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http://www.multiagentcontest.org
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We briefly surveyed the development and maturation of the BDI-based agent program-
ming model over the last twenty years. In its current form, it offers significant advantages 
of intelligibility and verifiability that are difficult to replicate using only machine learning 
techniques. Moreover these advantages are key to the widespread acceptance and adop-
tion of autonomous systems [80]. In addition, as our survey of previous work on how AI 
can be integrated into the BDI model demonstrates, the agent programming community 
already has considerable experience in exploiting AI techniques. However, much of this 
work has yet to be incorporated into mature BDI-based agent platforms, and significant 
open research questions remain.

We also identified a number of possible directions for future research. In the short term, 
the ‘AI as a service’ model is likely to offer significant opportunities to increase the capa-
bilities of agents within the standard BDI model. However, in the medium to longer term, 
embedding AI into the BDI architecture and cycle is likely to offer greater gains in the flex-
ibility, robustness, and intelligence of agent behaviour. While the BDI model will undoubt-
edly evolve, we believe that the BDI-based agent development paradigm and the concepts 
of beliefs, goals, and intentions (in the form of commitments to future behaviour) on which 
it is based, will continue to form a fruitful framework for research for at least the next 
twenty years.
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