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Abstract
Optical nanoscopy allows for highly specific imaging of biological tissue, cellular components
and even single molecules and has therefore become an integral part of modern biomedical
research. In STED microscopy, being one of these techniques, super-resolution is achieved by
employing a depletion intensity distribution to confine the fluorescence to a sub-diffraction
sized area [Hel07]. The high focal intensities typically employed for an efficient depletion of
fluorophores can however cause phototoxicity and photodamage to the sample [Hel03]. Several
techniques have been presented recently to tackle this problem. They are based on avoiding
the transition of dye molecules to any other than one of the desired molecular states or on
reducing the light dose by lowering the employed laser power or effective illumination time. For
STED microscopy, however, this reduction has not yet been translated into a faster acquisition
time, which would be of particular advantage for the investigation of fast biological processes.
Another technique that reduces both light dose and acquisition time is tomoSTED microscopy,
which drastically reduces photobleaching and sample damage [Krü17]. But even this form of
STED microscopy could benefit from an adaptation of the scanning process.
Within this work, adaptive scanning as an approach to locally adjust the total pixel dwell time
and/or the local intensity distribution is developed and evaluated for its potential to improve
the performance of STED microscopy with respect to the beforehand outlined aspects. For this
purpose, a scan system with a fast response time is developed, implemented and characterized.
Additionally, a novel method to generate 1D depletion patterns for tomoSTED microscopy
based on conical diffraction is introduced, for which the pattern orientation can be switched on
the single pixel level by using electro-optical devices, paving the way to employing tomoSTED
microscopy with adaptive scanning.
Utilizing the new scan system, a novel technique called FastRESCue, introduced here as a
variant of RESCue [SER+11], proves to allow a direct translation of a reduced light dose into
faster image acquisition, yielding imaging at only 20% of both light dose and acquisition time
at uncompromised image quality and resolution. A further reduction of the acquisition time
is realized by adapting the scanned area directly to the sample structure under investigation.
Employing the novel 1D depletion patterns for tomoSTED microscopy, this innovative adaptive
scanning technique enables a real-time detection of the structure’s position and orientation. It
is therefore successfully applied in tracing of filamentous structures in both fixed and living
cells.
In conclusion, this thesis demonstrates the successful application of adaptive scanning for STED
microscopy with the focus on low-illumination and fast-acquisition imaging schemes. The
extension of this concept to e.g. three-dimensional scanning or other sample structures will
remain the focus of future work.
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1. Introduction
Ever since its beginnings in the seventeenth century, microscopy has paved the way to ground-
breaking discoveries not only in the life sciences, but also e.g. in materials science. Especially
far-field fluorescence microscopy has become an essential and versatile tool in the life sci-
ences since it allows non-invasive imaging of sub-cellular structures. Moreover, high molecular
specificity is obtained by fluorescence tagging techniques, enabling the distinction of different
cellular components. Until the end of the last century, microscopic investigations were limited
by diffraction, as first characterized and quantified by Abbe [Abb73]. Inherent to the wave
nature of light, features separated by less than the diffraction limit could not be discerned,
independently of the magnification provided by the optical system. Imaging and resolving
structures in the range of a few tens of nanometers thus seemed to be impossible with optical
microscopy.
Since then, the field of optical microscopy has significantly developed and advanced by ex-
ploiting the fluorophores’ photophysical properties. Optical switching of molecules between
a bright ‘on’-state and a dark ‘off’-state [Hel03, Hel07] has enabled surpassing the diffraction
barrier and pushed the resolution to an unprecedented range. Techniques like PhotoActivatable
Localization Microscopy (PALM) [BPS+06] or STochastic Optical Reconstruction Microscopy
(STORM) [RBZ06] are based on a stochastic switching of molecular states, whereas REversible
Saturable OpticaL Fluorescence Transitions (RESOLFT) microscopy summarizes several tech-
niques which all rely on defining the area in which the fluorophores are in a specific state via
targeted switching of molecules [Hel07]. Depending on the molecular transition utilized, the
life times of the employed states differ significantly, ranging from nanoseconds to milliseconds
[Hel07]. It is therefore common practice to use the term RESOLFT mainly for techniques
employing switchable proteins [HEJH05] or switchable organic dyes [BFD+06], which utilize
long-living molecular states. This work deals with a specific targeted sub-diffraction imaging
technique, namely STimulated Emission Depletion (STED) microscopy [HW94], but the results
can be easily generalized to any other targeted-based imaging schemes.

In STED microscopy, quenching of excited fluorophores by stimulated emission from the first
excited state to the ground state is performed by a STED depletion focus, which is red-shifted
compared to the excitation beam [Hel07]. For an efficient suppression of fluorescence, the
quenching rate needs to outperform the spontaneous decay of the first excited state, resulting
in a required intensity in the order of some tens of MW/cm2 [Hel07]. Phase-modulating the
STED beam yields a typically doughnut-shaped STED focus, which is still diffraction-limited,
but features a central intensity minimum. In this way, the area of un-suppressed fluorescence
is narrowed, which is equivalent to a resolution enhancement. By increasing the overall laser
power, the size of this area can be further reduced, theoretically down to an arbitrarily small
spot. Scanning the sample with both co-aligned beams, i.e. the Gaussian-shaped excitation
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and the doughnut-shaped STED beam, allows high-resolution imaging, enabling unprecedented
biological discoveries [KWR+06, SHJ17, DKG+15]. However, a doughnut-shaped depletion
pattern showing the required intensities close to the central minimum will inevitably yield in-
tensity maxima in the range of GW/cm2. The light dose employed on the sample during image
acquisition with these laser intensities has been repeatedly reported to induce phototoxicity
and photodamage to the sample [Hel03, HKU+08, SER+11].
Not only the laser intensity, but also the total acquisition time and thus the pixel dwell time
determines the light dose applied to the sample. The latter is typically chosen such that the
desired signal-to-noise ratio is reached. An increased resolution, necessitating a smaller pixel
size, typically entails a lower fluorescence signal rate per pixel, resulting in a longer pixel dwell
time to achieve a decent signal-to-noise ratio. The resulting longer acquisition time, in com-
bination with a higher laser intensity to achieve the increased resolution, typically implies a
significantly higher light dose. Moreover, the pixel dwell time does not only affect the light
dose, but is directly related to the total acquisition time and thus the maximal acquisition
speed. The latter is particularly relevant when investigating fast biological processes at high
resolution and is thus as well subject to improvements and optimizations.
Thus, especially in view of the increasing demand for imaging at physiological conditions, a
reduction of the light dose and an improvement of the acquisition speed at uncompromised
image quality and resolution seems inevitable.

Several approaches have since been pursued in order to reduce the employed light dose in
STED microscopy, with the method REduction of State transition Cycles (RESCue) [SER+11]
being among the first. Here, the reduction is realized by adequately reducing the illumination
time in areas of very low or very high signal, but without changing the total acquisition time.
A similar principle is the basis of Dynamic Intensity Minimum (DyMIN) [HRH+17], which
employs an adaptive-illumination scheme for optimizing the illumination time per pixel. A
different approach is taken in MINFIELD [GPH+17], which relies on a reduction of the scan
field in order to avoid the illumination of the structure of interest with the maximal intensity
of the depletion focus. As neighboring areas do experience these maximal intensities and are
thus subject to photodamage, the size of the resulting scan field is inevitably limited and thus
not suitable for many biological applications.
For reducing the total acquisition time, parallelization approaches [BAS+15, CKG+13] have
been conducted, allowing imaging at high acquisition speed without compromising on the res-
olution as otherwise typically necessary [WRL+08]. However, they do not affect the light dose
employed on the sample.

A relatively new approach, tackling both the reduction of light dose and total acquisition
time, is tomographic STED microscopy (tomoSTED) [Krü17], which has been realized by
employing 1D depletion patterns providing only a resolution enhancement in one direction,
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recalling the beginnings of STED microscopy [KEH01]. Those patterns show a higher resolu-
tion enhancement at the same laser power as compared to the nowadays commonly utilized
doughnut-shaped depletion pattern [KEH01, Krü17] without modifying the scan field or pixel
dwell time. Additionally, the collected signal count is higher, enabling a reduction of the to-
tal pixel dwell time [Krü17] without compromising on the resolution for the sake of a faster
acquisition speed. By an adequate reconstruction of several 1D STED images, a tomoSTED
image with two-dimensionally isotropic resolution increase can be obtained [Krü17]. Contrary
to the parallelization approaches, tomoSTED microscopy translates the reduction in the total
acquisition time in a reduction of the overall light dose employed on the sample.
As demonstrated recently for RESOLFT [DCC+19] for pixel dwell times in the order of several
hundreds of microseconds, the combination of well-established techniques like RESCue with an
adaptable scan pattern can yield a reduction of both the total acquisition time and the light
dose. Doing so for much faster techniques like tomoSTED or STED microscopy in general, as
already suggested by [SER+11], is intriguing, but not directly accessible. Scan systems cur-
rently employed for high-resolution microscopy do not yield the necessary degree of flexibility
at large scan ranges. The combination of adaptable scan patterns with tomoSTED in particular
is a very promising approach in order to combine the advantages of both techniques, however,
experimental improvements are necessary to explore its full potential. TomoSTED microscopy
is so far limited not only by the speed of the scanning, but also by the speed of the pattern
rotation.

Since adaptive scanning is identified as a promising approach for enhancing the performance of
(tomo)STED microscopy, this work is dedicated to developing photoefficient and fast illumina-
tion schemes by combining the concepts of adaptive scanning and ultrafast pattern generation
for tomoSTED microscopy. An integral part is the design, development and characterization of
a suitable experimental setup allowing high flexibility with respect to the scan system and the
choice of the depletion pattern. It thus combines an adaptive scan system for large scan ranges
with novel ultrafast switchable STED depletion patterns generated via conical diffraction.
In this way, tomoSTED microscopy, which has so far been demonstrated with a line-wise
switching of pattern orientations [Krü17] due to low switching rates of the therefore employed
Spatial Light Modulator (SLM), is implemented with a pixel-wise switching of the pattern ori-
entation, thus meeting all requirements for the undistorted observation of fast-moving cellular
components.
Furthermore, this work focuses on the first-time implementation of adaptive scanning to STED
microscopy for large fields of view. By exploiting the advantages of electro-optic deflectors for
a fast response and a galvanometer scanner for a large scan range, FastRESCue for STED
microscopy as a novel variant of RESCue is introduced. As RESCue, it allows imaging at a
reduced light dose without compromising on the resolution, but additionally yields a significant
reduction of the total acquisition time.
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For FastRESCue, the reduction of the total acquisition time is achieved by reducing the in-
dividual pixel dwell times, avoiding any modification of the scan field as is required for e.g.
MINFIELD. Nonetheless, the way of data recording for a typical image scan is often highly
inefficient: For the scan of a predefined area, it has to be ensured that the structure under
investigation is enclosed by that area. Consequently, the recorded area is usually much larger
than strictly necessary, where disproportions of 1/100 or higher are common. Attempts to limit
the recorded area and thus the necessary recording time by first capturing a rudimentary image
of the sample with a lower resolution and then re-recording selected regions of the pre-scan
with high resolution are associated with a considerable additional effort. Moreover, they are
difficult to apply for samples that are subject to changes, such as living cells or tissue, where
components like filaments or vesicles move within the typical time of an image acquisition even
when imaging is sped up, e.g. by reducing the field of view: For a movement with a speed of
some nm/ms, as shown in [WRL+08], a displacement in the range of µm is expected for typical
fields of view between consecutive acquisitions of the same region. The direct restriction of the
scan region to e.g. a band around the structure of interest is the only efficient way of reducing
the total acquisition time without compromising on the biological insight.
By a combination of both fast-switching depletion patterns as well as adaptive scanning, tomo-
STED microscopy as a low-illumination imaging technique can be extended to its applications
beyond sub-resolved imaging: The information of the 1D STED images recorded in the course of
a tomoSTED acquisition has so far been only utilized for the reconstruction of a high-resolution
image [Krü17]. However, direct information about the sample is already directly present in
the raw 1D images and can therefore be immediately exploited. Considering for example a
filamentous structure, the application of only a single 1D depletion pattern of matching direc-
tion is perfectly reasonable, since a higher resolution increase in the direction of the structure’s
orientation is not yielding additional information. On the other hand, this implies that, from
a scan with various 1D depletion patterns, information about the structure’s orientation can
be obtained without a previous reconstruction step. This paves the way for structure tracing
algorithms which do not rely on an analysis of the structure’s previous orientation, but can
determine the current direction directly by a single pixel scan. For the realization of such a
tracing algorithm, a pixel-wise switching of the pattern orientation with a high switching rate
is of primary importance.

In the course of this work, adaptive 2D scanning methods for STED microscopy are devel-
oped, presented and evaluated for specific applications. They have the potential to improve
the performance of STED microscopy with the aim of reducing the light dose and the total
acquisition time at uncompromised resolution. These novel adaptive scanning methods pave
the way for a complete new level of biological applications for targeted read-out high-resolution
microscopy techniques.



2. Theoretical Framework
For a suitable choice of an experimental realization of adaptive scanning methods as well as for
an interpretation of experimental results, it is inevitable to understand the basic concepts of all
underlying techniques. This includes STED microscopy, in particular tomoSTED microscopy,
conical diffraction for the generation of depletion patterns as well as the electro-optic effect,
which is exploited both for polarization control and as integral part of the novel scan system.
All these concepts are introduced in the following.
The first part of this chapter gives an overview of STED microscopy (see section 2.1), focusing
on the advantages of tomoSTED microscopy (see section 2.2) compared to the classical 2D
STED implementation, which employs a helical phase mask and yields a two-dimensional res-
olution increase. First, the resolution enhancement along one direction is compared for both
methods. Subsequently, the assembly of a two-dimensionally super-resolved image is discussed.
Following a short introduction on sample-conserving imaging techniques in section 2.3, the re-
maining part of this chapter is dedicated to the investigation of light interaction with crystalline
materials (see section 2.4), including the phenomenon of conical diffraction and its potential
for intensity pattern shaping as well as an elucidation of the electro-optic effect and its variable
applications for both beam scanning and polarization control.

2.1. Introduction to STED microscopy
2.1.1. Abbe’s diffraction limit

Fluorescence is the preferred contrast for the vast majority of microscopy investigations in the
life sciences [Hel07] due to its non-invasivity and the possibility of structure-specific imaging
via fluorescence labeling. In far-field imaging techniques such as fluorescence microscopy, the
imaging process is based on focusing a propagating beam of light by means of lenses. Due to the
wave-nature of light, the lens system causes the light to interfere, yielding an intensity pattern
with a main diffraction maximum, which is commonly referred to as the focal spot [Hel07]. The
spatial extent of this diffraction-limited focal spot determines whether sample features can be
discerned and thus governs the achievable resolution of the microscope [HBZ09].

For a mathematical description, the image of a point-like emitter, which is back-projected
to the sample plane, is defined as the Point Spread Function (PSF) h(x, y) [HBZ09, Goo05].
Here, x, y denote the coordinates in the sample plane with (x, y) = (0, 0) being the geometric
focus. The object’s function O(x, y) depicts the light-emitting object, e.g. the fluorophore dis-
tribution in a sample. In case of a space-invariant PSF and for incoherent image formation, its
back-projected image I(x, y) is hence given by the convolution of the object’s function O(x, y)
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with the PSF of the imaging system h(x, y), yielding [Goo05]

I(x, y) = (O ∗ h)(x, y).

As first stated by Abbe [Abb73] and therefore regarded as Abbe’s diffraction limit, the minimal
distance of two objects in order to be discernible is given by

∆ ≈ λ0
2NA ,

with λ0 denoting the vacuum wavelength of the propagating light. The numerical aperture NA
     λ0

 2n sin α

α

x
z

~ 450 nm

200 nm

Figure 2.1: Illustration of the in-
tensity distribution in the x − z
plane which is generated when a
lens of half-aperture angle α fo-
cuses a laser beam (modified in ac-
cordance to [Hel07]).

of the objective lens is given by

NA = n sinα

with n being the refractive index of the immersion medium
and α the half aperture angle of the lens. ∆ is also the Full
Width at Half Maximum (FWHM, ∆) of the PSF h(x, y) in
the lateral direction [HSE09]. Due to the incomplete collec-
tion of the spherical wavefront by a single objective lens, the
axial extent of the focal spot is significantly larger than the
lateral. It is limited to [HSE09]

∆z ≈
nλ0

NA2

as illustrated in figure 2.1. The extent of the PSF for visible
light in the lateral direction, exploiting high NA objective lenses, is thus limited to approxi-
mately 200 nm, whereas the axial extent is given by approximately 450 nm [Hel07].

When illuminating a fluorescently labeled object, all fluorescent markers within the spatial
extent of the excitation PSF hexc(x, y) are excited simultaneously and thus emit contempora-
neously within the pixel dwell time. Hence, details closer together than the diffraction limit
cannot be discerned. For image acquisition, the emitted fluorescence is imaged onto a detec-
tor, which is again a process subject to diffraction. The detection PSF hdet(x, y) describes the
blurring of the position from which a photon is emitted [Hel07]. The effective PSF of an optical
system is given by the product of the excitation and detection PSF as

h(x, y) = hexc(x, y) · hdet(x, y).

Thus, the overall resolution of a microscope is affected by the FWHM of both the excitation
and detection PSF.
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Several approaches have been pursued in order to improve the resolution, with confocal mi-
croscopy [Min61] being among them. By employing a point-like illumination and detection,
the lateral resolution can, compared to a wide-field microscope, theoretically be improved
by a factor of

√
2, though this is practically compromised by the lower signal-to-noise ratio

[WS84, Hel03]. Additionally, the out-of-focus fluorescence background signal is considerably
reduced [HBZ09], making a confocal microscope an advantageous imaging technique in the life
sciences. The PSF of a microscope can be approximated by a Gaussian in the central region
of the PSF [HKU+08], which yields

hconf(x, y) = 1
2πσ2

conf
e
− 1

2
x2+y2

σ2
conf (2.1)

for a confocal microscope with σconf denoting the standard deviation. The latter is related to
the FWHM ∆conf via

∆conf = 2
√

2 ln 2 · σconf.

The prefactor in equation (2.1) is determined such that the PSF is normalized, i.e.∫∫
hconf(x, y)dxdy = 1.

Apart from confocal microscopy, several techniques have been developed aiming on improving
the resolution, most of them via enhancing the objective’s aperture and thus reducing the spot
size. Both 4Pi microscopy [HS92] and I5M (Image Interference Microscopy with Independent
Incoherent Illumination, [GAS99]) tackle the axial resolution, providing an up to sevenfold im-
provement over standard confocal microscopy. On the other hand, techniques like ISM (Image
Scanning Microscopy, [ME10]) or SIM (Structured Illumination Microscopy, [Gus00]), relying
on the reassignment of fluorescence signal, have improved the lateral resolution by a factor
of 2. Combining these techniques, as e.g. in I5S as a combination of I5M and SIM, yields
an isotropic resolution of around 100 nm [SIU+08]. Nevertheless, all these techniques are still
fundamentally limited by diffraction.
Much higher image resolution seems only accessible by surpassing the diffraction barrier. One
of the earliest approaches is near-field microscopy [PDL84], where diffraction is evaded by re-
stricting the propagation distance of the light. Inherent to this technique is the short imaging
depth [HBZ09], allowing near-surface observations only. For far-field observations, novel super-
resolution techniques based on exploiting the fluorophores’ photophysics have been developed
in the past decades. They improved fluorescence light microscopy to theoretically unlimited
resolution [Hel07]. Both stochastic techniques, like PALM (PhotoActivatable Localization Mi-
croscopy, [BPS+06]) and STORM (STochastic Optical Reconstruction Microscopy, [RBZ06]),
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as well as techniques based on targeted read-out, as e.g. STED (STimulated Emission Depletion
microscopy, [HW94]), GSD (Ground State Depletion, [HK95]) and RESOLFT (REversible Sat-
urable Optically Linear Fluorescence Transitions, [HEJH05]) microscopy, have proven to yield
a resolution of down to 20 nm [Hel07]. In the following, STED microscopy as a super-resolution
technique is described in more detail.

2.1.2. Breaking the diffraction limit

In all fluorescence microscopy techniques mentioned beforehand, molecular transitions between
different energy levels, i.e. different states of the molecule, are of utter importance. For exam-
ple in STED microscopy, a bright, electronically excited singlet state S1 is employed together
with the dark electronic ground state S0 as illustrated in the Jablonski diagram in figure 2.2(a).
Both states are expanded by higher vibronic levels, S0,vib and S1,vib respectively. The triplet
state T1 with its vibronic levels is included for the sake of completeness, though transitions
to this state via intersystem crossing or phosphorescence back to the ground state S0 are not
considered in the following.

By the absorption of energy, fluorophores can alter their electronic, vibrational and rotational
state [LC05]. The necessary energy for moving an electron to a different orbital, i.e. trans-
ferring the molecule from the dark ground state S0 to the lowest energy level of the bright
excited state S1, can be induced by a photon of matching energy and thus wavelength. It is
hereafter assumed that the fluorophore has been in the lowest level of S0 before excitation,

S0

S0,vib

S1,vib

T1

S1 T1,vib

kexc

kfl+kQ kSTED

kvib kisc

kph

kvib

kvib

Figure 2.2: (a) The Jablonski diagram illustrates molecular transitions of an organic fluorophore.
Transition paths between different energy levels are indicated by arrows with the according transition
rates. Vibrational relaxations as indicated by curved arrows allow the non-radiating relaxation to the
lowest energy level in the corresponding state (modified in accordance to [Hel07]). (b) Exemplary
absorption und fluorescence spectrum for the dye Abberior STAR 635P (Abberior GmbH, Germany),
clearly showing the Stokes shift as the red-shift of the fluorescence spectrum. The STED wavelength
regime is, as indicated, at the far end of the fluorescence spectrum in order to allow spectral separation
of stimulated and spontaneous emission as well as to avoid re-excitation by the STED laser (taken from
[Abb19]).
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as it is the case for most fluorophores at room temperature [NC09]. For incoming photons
of shorter wavelength, i.e. higher deposited energies, the molecule can additionally undergo
vibrational changes, ending up in one of the vibronic levels of S1. Thus, the absorption process
is characterized by a broad spectrum as indicated in figure 2.2(b), showing a sharper cut-off
on its long-wavelength side [LC05].
For a molecule in the excited state there are different pathways leading back to the ground
state. Internal conversion and vibrational relaxation, both radiation-free transitions, usually
transfer the molecule from any singlet excited state to the lowest energy level of S1 in the
order of picoseconds [OP99, Val01]. Due to a high energy gap between ground state and ex-
cited state in most fluorophores, the dominating way back to S0 is the spontaneous emission
of a photon, a process known as fluorescence [LC05]. The energy of the photon covers the
gap between the lowest level of S1 and any vibronic level of S0 [LC05], yielding a fluorescence
spectrum independent of the excitation wavelength as shown in figure 2.2(b). As some energy
is transferred non-radiatively in the transition from a higher vibronic to the lowest level of S1,
the fluorescence spectrum is red-shifted compared to the excitation spectrum. This so-called
Stokes shift [LC05] is the key to fluorescence microscopy, since it allows the separation of ex-
citing and emitted light.
The time that a molecule stays in the excited state before returning to the ground state via
spontaneous emission, known as the fluorescence lifetime τfl, is a crucial parameter for STED
microscopy. With τfl typically being in the range of nanoseconds, it is much longer than the
transition time to the excited state being in the range of femtoseconds [LC05] and is related
to the fluorescence rate kfl via

kfl = τ−1
fl .

For two simultaneously emitting fluorophores with a distance below the diffraction limit, a
spatial separation by means of conventional imaging is not possible. In order to discern such
fluorophores, their emission needs to be separated in time. The concept of STED microscopy
as well as many other super-resolution techniques therefore relies on the targeted switching of
fluorophores, ensuring only specific fluorophores are in the bright state and thus potentially
emitting at a specific time. In STED microscopy, this is realized by switching off all fluorophores
not being at a pre-defined position ri [Hel07]. The process employed for the switching is stim-
ulated emission, which is eponymous for STimulated Emission Depletion (STED) microscopy.
In stimulated emission, a transition of the excited fluorophore from S1 to S0 is induced by
an incident photon with a wavelength matching the energy gap between the lowest level of S1

and any level of S0. Simultaneously, a photon of the exact same properties as the incident
photon is emitted [ST07]. Thus, by irradiating the fluorophore with a suitable light source, the
excited state S1 can be systematically depopulated. For effectively suppressing spontaneous
emission, i.e. the fluorescent signal, this process needs to be conducted on a timescale shorter
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than the fluorescence lifetime [HW94]. The wavelength chosen for stimulated emission depends
on the absorption and fluorescence spectrum in order to prevent re-excitation by the STED
light [Hel03] as well as to allow for a separation of fluorescent light and photons emitted due to
stimulated emission. This typically leads to the choice of a red-shifted wavelength compared
to absorption and fluorescence spectrum as illustrated in figure 2.2.

For an efficient depletion process, pulsed lasers are employed for both excitation and STED
beams [HW94]. The pulse duration of the STED pulse τSTED is chosen in the range of some
hundreds of picoseconds, ensuring that it acts within a fraction of the fluorescence lifetime
[DKH05]. Since the vibrational relaxation takes place on a timescale being orders of magni-
tude smaller, τSTED can be regarded as the smallest temporal unit [DKH05]. Hence, the total
photon fluence JSTED, measured in photons per area per pulse, is considered in the following,
not dealing with the temporal shape of the STED pulse.
As for fluorescence, stimulated emission is governed by a rate kSTED denoting the transitions
per pulse, given by [DKH05]

kSTED = γSTEDJSTED,

depending on the pulse fluence JSTED as well as on the optical cross-section γSTED. The latter
depicts the likelihood that the fluorophore interacts with the STED photon and thus depends on
the fluorophore employed. In STED microscopy, the pulse fluence is a function of the position,
as specially shaped depletion pattern distributions are chosen for the STED light focus. The
superposition of this depletion pattern with a Gaussian excitation spot allows the inhibition of
fluorescence wherever the depletion pattern’s intensity and thus its pulse fluence is sufficiently
high, resulting in a shrinking of the effective volume in which fluorescence is allowed.
The resulting resolution depends on the expected remaining fluorescence in presence of the
inhibition light. This is defined as the suppression factor η [DKH05], which can be well ap-
proximated by an exponential [HKU+08]

η(x, y) = e−γSTEDJSTED(x,y). (2.2)

The suppression factor varies in space, as does the pulse fluence, and yields the normalized
probability that a fluorophore remains in S1 after the STED pulse has passed [DKH05]. Its
non-linearity is the key to overcoming the diffraction limit [DKH05] and directly influences the
expected resolution: The effective PSF of a STED microscope is given by the product of the
confocal PSF with the suppression factor [HKU+08]

heff(x, y) = hconf(x, y) · η(x, y). (2.3)
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The pulse fluence as the free parameter for changing the resolution enhancement is usually
not directly accessible in experiments and hence a description of the pulse fluence is sought
for. The pulse fluence is described by the overall number of photons per pulse NSTED and the
STED light distribution as [Krü17]

JSTED(x, y) = NSTED · hSTED(x, y). (2.4)

Here, the PSF of the STED depletion pattern hSTED denotes the focal probability distribution
of a single photon of the inhibition light and is normalized, i.e.∫∫

hSTEDdxdy = 1.

Furthermore, NSTED is related to the experimentally accessible overall STED laser power PSTED
in the back focal plane of the objective via

NSTED = PSTED

krep · hP ·c
λ0,STED

where hP stands for the Planck constant, c for the speed of light in vacuum and λ0,STED for
the wavelength of the light employed.
To characterize the depletion strength, it is convenient to introduce the saturation fluence
Jsat, which is defined as the laser fluence at which fluorescence is suppressed by a factor of 2.
Following equation (2.2), it is given by

Jsat = ln 2
γSTED

and is hence not spatially varying. Analogously to JSTED, it can be related to the saturation
laser power Psat via [Krü17]

Nsat = Jsat ·A

where A determines the area of the focal spot and Nsat is the associated overall number of
photons per pulse, given by

Nsat = Psat

krep · hP ·c
λ0,STED

.

Here, Psat denotes the experimentally tangible saturation laser power in the back focal plane of
the objective. Since the area of the focal spot A is identical for all STED variants considered
within this thesis, it is without loss of generality assumed to be equal to one. Nsat includes
not only information about the dye properties like the fluorescence lifetime τfl or the optical
cross-section γSTED, but is also influenced by the laser characteristics, namely the wavelength
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λ0,STED and the repetition rate krep. A quantity independent of i.a. the laser’s repetition rate
is the so-called saturation factor ζ, defined as [Krü17]

ζ = NSTED
Nsat

= PSTED
Psat

, (2.5)

which will be used as the unit of laser power for all further considerations. Substituting
equations (2.4), (2.2), (2.1) and (2.5) in (2.3) yields

heff(x, y) = 1
2πσ2

conf
e
− 1

2
x2+y2

σ2
conf

−ln 2·ζ·hSTED(x,y)
. (2.6)

For a detailed analysis of the resolution enhancement in STED microscopy, the knowledge of
the depletion PSF hSTED is inevitable. This is subject to the following section, yielding a com-
parison between the classical two-dimensional implementation via a doughnut-shaped depletion
pattern and an implementation providing only a one-dimensional resolution enhancement.

2.2. Tomographic STED microscopy
In the previous section, the effective PSF’s dependence on the applied laser power as well as
on the depletion pattern’s shape was deduced. In the following, the potential of a depletion
pattern providing a one-dimensional resolution increase is evaluated. Since such a pattern has
to be rotated in order to obtain an image with an isotropic resolution enhancement, there are
two fundamental aspects to be addressed: First, the resolution increase along one axis for the
classical 2D and the novel 1D implementation is compared. Subsequently, the transfer of high-
resolution information into a reconstructed image is discussed and analyzed in dependence on
the number of pattern orientations.

2.2.1. Resolution increase along one direction

According to equation (2.6), the resulting effective PSF and thus the expected resolution in-
crease strongly depends on the depletion pattern distribution hSTED, which is therefore analyzed
in the following. As depicted in figure 2.3(b), the classical 2D depletion pattern is doughnut-
shaped. It is generated by the helical phase plate shown in figure 2.3(a) for incident light of
right-handed circular polarization. Mirror-symmetrical points with respect to the optical axis
of the beam experience a phase shift of π, causing the x- and y-components to interfere de-
structively when focused by the objective lens. The z-component cancels out when additionally
considering a second point pair rotated by 90 ◦ with respect to the first one, yielding the central
zero of the intensity distribution.
For a 1D resolution increase, a 0/π phase step as indicated in figure 2.3(c) is sufficient. The
illumination with linearly polarized light with polarization direction perpendicular to the di-
rection of the phase step leads to destructive interference along a line when focused by the
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objective lens. The resultant depletion pattern for an exemplary resolution increase along the
x-axis is illustrated in figure 2.3(d) and furthermore referred to as 1D depletion pattern.

For a pattern comparison, profiles along the high-resolution axis are compared and depicted
in figure 2.3(e) for both the 2D (black) and the 1D (red) pattern. To determine the expected
resolution increase, hSTED is approximated by a parabola in the vicinity of the geometric focus
(x, y) = (0, 0), i.e. close to the central minimum in figure 2.3(e). This yields [Krü17]

hSTED, 2D(x, y) ≈ 1
2 ln 2a2D(x2 + y2) (2.7)

for the approximation of the 2D profile with a two-dimensional parabola and

hSTED, 1D(x, y) ≈ 1
2 ln 2a1Dx

2 (2.8)

for the one-dimensional parabola. Here, a 1D depletion pattern with high-resolution axis
along the x-axis is assumed. a2D and a1D denote the respective pattern steepness, which is
proportional to the second derivative of the STED PSFs for y = 0 evaluated at x = 0. The
functional behavior of the second derivative for both the 1D and the 2D depletion pattern is
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Figure 2.3: Simulation of 2D and 1D depletion patterns. (a) Helical phase mask with correspond-
ing polarization for generation of (b) the doughnut-shaped depletion pattern employed for 2D STED
microscopy. An alternative depletion pattern, resulting in a one-dimensional resolution enhancement
is generated by (c) a 0/π phase plate with corresponding linear polarization resulting in (d). (e) A
comparison of intensity profiles for the two patterns as well as (f) their second derivatives yields a 1.85
higher pattern steepness at the pattern’s intensity zero for the 1D pattern compared to the 2D pattern,
as can be seen from the ratio in (g) (modified in accordance to [Krü17]).
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shown in figure 2.3(f), yielding a higher value for the 1D pattern in the vicinity of the central
minimum. For a quantitative analysis, the ratio of these curves is calculated (see figure 2.3(g)),
indicating a higher pattern steepness for the 1D depletion pattern with

a1D
a2D
≈ 1.85.

The effect of the pattern steepness on the obtainable resolution enhancement is evaluated by
substituting expressions (2.7) and (2.8) in equation (2.6), yielding an effective PSF of

heff, 2D(x, y) = 1
2πσ2

conf
e
− 1

2
x2+y2

σ2
conf

(1+σ2
conf·ζ·a2D)

, (2.9)

heff, 1D(x, y) = 1
2πσ2

conf
e
− 1

2
x2
σ2

conf
(1+σ2

conf·ζ·a1D)− 1
2

y2

σ2
conf (2.10)

for 2D and 1D depletion pattern with a resulting standard deviation of [Krü17]

σSTED, 1D/2D = σconf
1√

1 + σ2
conf · a1D/2D · ζ

(2.11)

along the high-resolution axis. The resolution increase is defined as

k = σconf
σSTED

= ∆conf
∆STED

with the FWHM of the STED image given by

∆STED = 2
√

2 ln 2 · σSTED.

Following equation (2.11), differences in the resolution increase for the same STED laser power,
i.e. the same saturation factor ζ, between the two methods are directly related to differences of
the pattern steepness a. The pattern steepness includes geometrical aspects like the numerical
aperture as well as information about the phase modulation [Krü17]. Assuming a STED laser
power well above the saturation level, the resolution increase for same STED laser power
compares according to

k1D ≈
√

1.85 · k2D ≈ 1.36 · k2D.

On the other hand, the same resolution increase k1D = k2D, i.e. σSTED,1D = σSTED,2D, along
the high-resolution axis is expected for a saturation factor given by

ζ1D = ζ2D
1.85 .
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This implies that for achieving the same resolution increase along one direction, only approxi-
mately half of the STED power is needed for the 1D depletion pattern compared to the classical
2D pattern.

Apart from the resolution increase, the signal transfer’s dependence on the spatial frequency
plays a crucial role for the resulting image quality and is used to characterize the performance
of an optical system [Krü17]. It can be quantified by the Optical Transfer Function (OTF),
which is defined as the spatial Fourier transform of the PSF.
For simplifying the further considerations, equations (2.9) and (2.10) can be generalized by
[Krü17]

heff(x, y) = 1
2πσ2

conf
e
− 1

2

(
x2
σ2
x

+ y2

σ2
y

)

with σx = σy = σSTED for the 2D pattern and σx = σSTED, σy = σconf for the 1D pattern,
assuming the same resolution increase

k = k1D = k2D = σconf
σSTED

for both methods. Hitherto, only profiles of heff along one direction have been considered. For
an evaluation of the signal transfer’s dependence on the spatial frequency, the two-dimensional
PSF is taken into consideration. The resulting OTF is given by [Krü17]

OTF(u, v) = e−2π2(u2σ2
x+v2σ2

y) ·
{ 1

k for the 1D pattern
1
k2 for the 2D pattern

which can be transformed to polar coordinates (f, φ) =
(
u2 + v2, arctan u

v

)
resulting in

OTF(f, φ) = e−2π2(sin2 φ σ2
x+cos2 φ σ2

y)f2 ·
{ 1

k for the 1D pattern
1
k2 for the 2D pattern

. (2.12)

The resultant overall fluorescence signal, assuming a signal of 1 in absence of the STED beam,
is given by the central value of the OTF, i.e.

OTF2D(0, 0) = 1
k2

for the 2D depletion pattern and analogously for the 1D pattern

OTF1D(0, 0) = 1
k
.

Consequently, the signal transfer for same resolution increase is k times higher for a 1D depletion
pattern.
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2.2.2. Isotropic resolution enhancement

So far, only one pattern orientation for the 1D depletion pattern has been considered and
shown to be beneficial in terms of resolution enhancement and signal transfer compared to
the 2D depletion pattern. For a one-dimensional structure with suitably chosen pattern direc-
tion, these advantages can be fully exploited. However, most samples contain two-dimensional
structures, and even filament-like networks demonstrate a variety of orientations, demanding
an isotropic resolution increase in all lateral directions. This results in the necessity to rotate
the 1D depletion pattern around an axis perpendicular to the focal plane, intersecting with
the aforementioned in the focal center [Krü17]. A sequence of images, hereafter referred to as
sub-images, is acquired with pattern orientations in the range from 0◦ to 180◦. Here, the angle
is given between the x-axis and and the low-resolution axis. Subsequently, all sub-images are
combined to yield a, in terms of resolution enhancement, rotationally symmetric reconstruction
([Krü17], see also section 3.4). This reconstructed image is in the following referred to as the
tomoSTED image.

For the 2D pattern, the resolution increase along the two axes is the same, resulting in a
rotationally symmetric OTF (cf. equation (2.12))

OTF2D(f) = 1
k2
2D
e−2π2σ2

STEDf
2
.

In the following, two cases for the 2D STED OTF are considered and displayed in figure 2.4:
firstly, the 2D STED OTF for same laser power (dark grey) as compared to the 1D case,
secondly the 2D STED OTF for same resolution enhancement (light grey) at FWHM compared
to the elliptical 1D STED OTF (green) for a resolution enhancement of k1D. Due to the
ellipticity of the 1D STED OTF, the challenge of the pattern rotation, from a theoretical point
of view, is the determination of the minimal number of angles necessary to transfer the high-
resolution information from the sub-images into an artifact-free reconstruction.
The image quality obtainable in the reconstructed tomoSTED image strongly depends on
the reconstruction procedure employed and particularly on the amplitude and isotropy of the
assembled OTF. A first reconstruction approach, presented and evaluated in detail in [Krü17],
is the maximum-value reconstruction, for which only the information along the high-resolution
axis is kept from each sub-image. By reducing the elliptical OTF to its major axis in case of a
continuous rotation of the depletion pattern, it is thus possible to fully transfer the resolution
enhancement into the reconstructed image [Krü17]: The resulting tomoSTED OTF [Krü17]

OTFtomo(f) ≈ 1
k1D

e−2π2σ2
STEDf

2

is radially symmetric and differs from OTF2D only by a scaling factor for same resolution en-
hancement k = k1D = k2D.
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However, for a legitimate comparison of 2D STED and tomoSTED microscopy, the total acqui-
sition time has to be the same for both methods, resulting in a rescaling of the OTF: For same
resolution enhancement k, implying a lower depletion light dose for tomoSTED microscopy,
and N sub-images acquired for different 1D depletion pattern orientations, the signal of each
sub-image is rescaled by a factor of 1/N , yielding

OTFtomo, scaled(f) ≈ 1
k1D ·N

e−2π2σ2
STEDf

2
.

As elucidated in [Krü17], a continuous rotation, i.e. N → ∞, is thus unfeasible in realistic
imaging conditions due to a too low signal-to-noise ratio (SNR). The challenge is therefore to
choose N high enough to achieve an artifact-free, i.e. quasi-homogeneous reconstruction, but
as low as possible to obtain a high SNR.

A compromise for the number of pattern orientations is given by covering the 2D STED OTF
for same STED laser power, i.e. with radius k2D = k1D

1.36 , with a sufficient number of elliptical
1D STED OTFs. In this way, a higher information transfer in tomoSTED compared to 2D

ky

kx

φ

k1D
k2D

1

Figure 2.4: Visualization of the 1D and 2D STED OTFs in Fourier space. The OTF as given by
equation (2.12) shows a Gaussian distribution. The circles and ellipses depicted here are the iso-lines at
FWHM. The 1D STED OTF is shown in green with the confocal axis being normalized to a FWHM of
1. The FWHM of the high resolution axis is consequently given by k1D in the 1D case. The 2D STED
OTF resulting from the same applied laser power as employed for the 1D case is shown in dark grey
with a radius of k2D, whereas the 2D STED OTF for same resolution enhancement is depicted in light
grey.
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STED microscopy at same laser power is guaranteed. In order to determine the number of
ellipses necessary, the intersection between the circular 2D STED OTF and the 1D STED
OTF is calculated, yielding

k2
x = k2

1D
k2
2D − 1
k2
1D − 1 , k2

y = k2
1D − k2

2D
k2
1D − 1 .

The resulting number of pattern orientations can be determined as

Nopt,1 = π

2ϕ = π

2 arctan
√

k2
1D−k

2
2D

k2
1D(k2

2D−1)

= π

2 arctan
√

β2−1
k2

1D−β2

with ϕ being the half-angle between two successive orientations of the 1D STED OTF and
k1D = β · k2D being the scaling between the resolution enhancement for 1D and 2D. For same
STED laser power, β ≈ 1.36 and thus

Nopt,1 = π

2 arctan
√

0.85
k2

1D−1.85

≈ 1.085 · π2 k1D.

where the last approximation holds for large k1D.

An alternative approximation is given in [Krü17] by the approach of covering the 2D STED
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Figure 2.5: Comparison of the two criteria presented for the optimal number of pattern orientations.
Nopt,1, derived from the comparison with the 2D STED OTF at same STED laser power shows a higher
slope than Nopt,2, introduced in [Krü17].
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OTF for same resolution enhancement (light grey in figure 2.4) with the elliptical 1D STED
OTFs by sampling the circumference of the circular 2D STED OTF by the minor axis of the
1D STED OTF. This leads to

Nopt,2 ≈
π

2 k1D.

A comparison between Nopt,1 and Nopt,2 is displayed in figure 2.5. The difference between the
two criteria for large k is in the range of less than 9%, with Nopt,1 showing a higher slope than
Nopt,2. Moreover, Nopt,1 > Nopt,2 for k > 3. Consequently, Nopt,1 suffices whenever Nopt,2 has
been shown to yield artifact-free results.

Choosing Nopt,2 for tomoSTED microscopy has been shown to be sufficient for an artifact-
free reconstruction [Krü17]. Indeed, when applying the Richardson-Lucy deconvolution (cf.
section 3.4), the number of pattern orientations can be reduced to Nopt,2/2 without compro-
mising on the image quality, since OTFtomo, scaled for Nopt,2 still outdoes OTF2D at high spatial
frequencies [Krü17]. This enables imaging with tomoSTED microscopy with approximately one
fourth of the depletion light dose compared to 2D STED microscopy for the same resolution
enhancement and a comparable image quality.

2.3. Sample-conserving imaging techniques
Reducing the light dose imposed on the sample is crucial for any sub-diffraction imaging tech-
nique in order to avoid sample damage. As the principle of STED microscopy relies on a cycling
of molecules between an ‘on’ and an ‘off’ state, avoiding the molecule’s transition to a long-
lived dark state is of utter importance, since these molecules can no longer be excited during
the remaining acquisition time. Moreover, irreversible photochemical reactions can occur for
molecules in the triplet-state, leading to bleaching and phototoxicity [LC05]. An immediate
approach to avoid the long-lived dark state is the use of antibleaching agents [VKS+08]. Yet,
they are typically incompatible with live-cell imaging and strongly depend on the dyes em-
ployed [SER+11].
For any structures separated by more than the diffraction limit, the application of e.g. a STED
beam is avoidable. Wherever adjacent features need to be discerned, light of a certain thresh-
old intensity, where typically the saturation intensity is taken as a measure, has to be applied
for switching off the fluorophores. However, depending on the desired resolution, a pattern
providing the required intensity close to the central minimum will inevitably show consider-
ably higher intensities in the maximum, which are not necessary for the efficient switching of
fluorophores.

Several techniques have recently been presented tackling these two aspects in order to avoid
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unnecessary state transitions. For the method named REduction of State transition Cycles
(RESCue), a decision process based on the number of meanwhile detected photons is con-
ducted during a fraction of the pixel dwell time [SER+11]. The beam exposure is interrupted
when the desired signal to noise ratio is reached, i.e. enough photons are collected. In this
case, the resultant signal is scaled respecting the actual acquisition time. Additionally, if there
is not enough signal detected, i.e. in the absence of a fluorescent object at the actual scan
position, the illumination of both excitation and suppression beam is stopped for the residual
pixel dwell time [SER+11]. RESCue has shown to yield an up to eightfold bleaching reduction
on biological samples, depending on the sample structure [SER+11].
RESCue avoids unnecessary illumination of the sample, e.g. if enough photons are detected,
but does not tackle the aspect of the high intensity regions in the outer parts of the suppres-
sion beam’s PSF. A technique called MINFIELD has been presented recently [GPH+17], which
avoids the sample’s exposure with high intensities in the region of interest by restricting the
scanning to a sub-diffraction-sized region. By only applying the innermost part of the intensity
distribution on the structure of interest with the intensity maxima laying outside the scan
region, over 100 times more signal than in comparable standard imaging conditions can be
observed. Nevertheless, this implies the restriction to scan fields in the order of 100× 100 nm2,
since the neighboring areas experience the high beam intensities.
A more dynamic approach is given by the method Dynamic Intensity Minimum (DyMIN),
which generalizes the concepts of RESCue and MINFIELD [HRH+17]. As in RESCue, a pixel-
based decision is taken based on the probing of the sample. Additionally, the intensity of the
suppression beam for probing and acquisition is dynamically adjusted, allowing to only use as
much intensity as required. By adjusting the applied laser power, the resolution is dynamically
tuned, governed by the density of the structure and thus the required separation. If the applied
suppression power is large, the fluorophores are close to each other and thus close to the central
minimum of the intensity distribution, implying that they do not experience the high powers
in the rim. This takes in the full advantages of MINFIELD, but without limiting the field of
view [HRH+17]. The technique has been shown to lower the light dose up to 20-fold compared
to classical STED microscopy under common biological imaging conditions and even more for
sparse samples [HRH+17].

None of the beforehand mentioned methods is adaptive in time, although some of them show
dead times during laser off-switching. A non-deterministic scanning approach for RESOLFT
nanoscopy with reversible switchable fluorescent proteins has recently been demonstrated to
decrease the acquisition time and lower the photodosage [DCC+19]. The smart RESOLFT
principle uses the lower threshold for structure detection by probing the sample with a prob-
ing beam as also performed for RESCue. Contrary to the latter, the lasers are then not just
switched off, but depending on the outcome, the scan position is moved forward. This results
in an up to sixfold faster acquisition and a 70−90% reduction of the light dose. The concept of
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adjusting the pixel time and changing the scan sequence can be also generalized for the other
here presented sample-preserving imaging techniques. An analogue to smart RESOLFT for
STED microscopy is presented herein (see section 3.5).

2.4. Light interaction with crystalline materials
This section is dedicated to the formal description of light waves and their interaction with
matter, in particular with crystalline materials. The first subsection introduces polarization
states as well as a matrix formalism for describing their interaction with e.g. wave-plates.
Subsequently, the effect of birefringence is discussed in general, with a following subsection
on conical diffraction, a phenomenon occurring in biaxial crystals under specific conditions.
This phenomenon is exploited for the depletion pattern generation in the course of this work
as elucidated in section 3.2. Induced birefringence by the application of an electric field is
elaborated afterwards, as it is employed for scanning (cf. section 3.5) as well as for polarization
control (cf. section 3.3), followed by the final subsection on a specific case of photoelasticity,
the acousto-optic effect, utilized for the fast on-off switching of the lasers.

2.4.1. Description of polarization states

In the following, it is assumed that monochromatic light is propagating in a homogeneous,
nonconducting, isotropic medium. The coordinate system is chosen such that the propagation
direction coincides with the z-axis. The polarization of light is generally defined by the electric
field vector [ST07]

E(z, t) = <
{
E0e

iω

(
t− z

vp

)}

and hence varies with time. It is characterized by its complex envelope E0, determining the
amplitude of the electric field, as well as by the angular frequency ω and phase velocity vp.
At each time point t and position z, E(z, t) lies in a plane tangential to the wavefront. If the
wavefront changes direction for different positions z, also the trace defined by the tip of the
electric-field vector varies with the position. For simplicity, this is omitted in the following by
considering only plane waves, for which the wavefronts are infinite parallel planes.

For a plane wave propagating in z-direction, the electric field oscillates in the x-y-plane and
can thus be split in any two orthogonal components Ex, Ey along the coordinate axes x̂, ŷ,
which fully characterize E. They can be expressed as [ST07]

Ex(z, t) = E0,x cos
[
ω

(
t− z

vp

)
+ ϕx

]
(2.13)
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and

Ey(z, t) = E0,y cos
[
ω

(
t− z

vp

)
+ ϕy

]
(2.14)

with the amplitude vector E0 given by

E0 = E0,xe
iϕxx̂+ E0,ye

iϕy ŷ. (2.15)

Here, E0,x, ϕx, E0,y and ϕy denote the respective amplitudes and phases. Both components
Ex(z, t) and Ey(z, t) vary sinusoidally with time with in general different amplitudes and phases.
Thus, the endpoint of the electric field vector traces an ellipse, called the polarization ellipse.
The course of the tip of the electric field vector at a fixed time t is graphically displayed in
figure 2.6(a). It follows a helical trajectory on the surface of a cylinder with elliptical base. The
wavelength λ = 2πvp

ω describes the spacing of the helix. A projection of this helical trajectory
onto the x-y-plane is shown in figure 2.6(b). The polarization state of the light is fully described
by the orientation and shape of this polarization ellipse, whereas its extension is determined
by the light intensity.

A mathematical description is achieved by eliminating any time- or position-dependence from
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Figure 2.6: Illustration of polarization states. (a) The trajectory of the electric field vector’s tip at
time point t is helical on an elliptical cylinder. (b) The projection of the helical trajectory onto the
x-y plane is an ellipse. The angles Ψ and χ determine the orientation and shape of the ellipse. (c) A
three-dimensional visualization of polarization states is given via the Poincaré sphere. The angles Ψ
and χ are related to spherical coordinates and uniquely determine the position on the sphere’s surface
(modified in accordance to [ST07]).
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equations (2.13) and (2.14) by combining them adequately [Hec05]

(
Ex
E0,x

)2

+
(
Ey
E0,y

)2

− 2 ExEy
E0,xE0,y

cosϕ = sin2 ϕ.

Here, ϕ = ϕy − ϕx is introduced as the phase shift between the two components. The major
axis of the ellipse described by this equation encloses an angle Ψ defined by [BW11]

tan(2Ψ) =
2E0,y
E0,x

1−
(
E0,y
E0,x

)2 cosϕ (2.16)

with the x-axis of the coordinate system. The ellipticity angle χ, which is related to the ratio
of minor and major axis, is given by [BW11]

sin(2χ) =
2E0,y
E0,x

1 +
(
E0,y
E0,x

)2 sinϕ (2.17)

and depicted in figure 2.6(b). These two angles fully characterize the polarization state of the
light. A three-dimensional visualization is given by the Poincaré sphere, shown in figure 2.6(c).
A sphere of unit radius in combination with spherical coordinates is utilized to assign each
point on the sphere’s surface unambiguously to a state of polarization. The polarization angle
Ψ can be found in the equator plane, whereas the ellipticity angle χ determines the degree
of latitude. The north and south pole correspond to right-handed and left-handed circular
polarization, respectively, i.e. 2χ = ±90 ◦. For χ = 0, i.e. on the equator, all possible linear
polarization states can be found, including linear polarization along the x-axis for 2Ψ = 0 ◦

and along the y-axis for 2Ψ = 180 ◦.

The Poincaré sphere is a powerful tool for visualizing polarization states, as also utilized in
section 3.3, but a more mathematical approach is sought for in order to describe changes of the
polarization induced by optical components. As deduced in the description before and as seen
from equation (2.15), the polarization state is fully characterized by the two components of the
amplitude vector, i.e. E0,x, E0,y, ϕx and ϕy. Forming a column vector J from this complex
amplitudes as

J =
(
E0,xe

iϕx

E0,ye
iϕy

)
= eiϕx

(
E0,x

E0,ye
iϕ

)
(2.18)

allows for a mathematical description of the light’s polarization state [Goo05]. This vector is
commonly referred to as the polarization vector or Jones vector. As the total intensity of the
wave is typically non-relevant, the Jones vector is conventionally normalized to 1. As can be
seen from equation (2.18), the phase of the x-component can without loss of generality assumed
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to be 0. This yields exemplary Jones vectors of

J =
(

1
0

)

for linearly polarized light in x-direction and of

J = 1√
2

(
1
i

)

for left-handed circularly polarized light.
When an incident beam of polarization J in is transmitted through an optical system which
is polarization-sensitive, but maintains the plane-wave character of the wave, the polarization
Jout of the output beam will in general be altered [ST07]. Assuming that the system is linear,
i.e. the components of the amplitude vector of the output wave depend linearly on those of
the input wave, the relation between the polarization states is described by

Jout = TJ in. (2.19)

T is a 2× 2-matrix, called the Jones matrix, which fully describes the optical system and does
not dependent on the polarization state of the incident beam.

An example of an optical system fulfilling the above mentioned assumptions is an optically
anisotropic crystal as described in the following. The Jones formalism for calculating changes
introduced by such a system is further deepened in section 3.3.

2.4.2. Birefringence

This subsection describes the propagation of light through optically anisotropic materials, i.e.
crystals. In general, this implies that the optical properties depend on the spatial direction,
with only electrical anisotropy being considered in the following.

For a linear anisotropic dielectric medium like a crystal and an incident electro-magnetic wave,
the electric displacement fieldD does generally not have the same direction as the electric field
E, but is related to it via [ST07]

D = εE. (2.20)

Thus, each component of D depends linearly on the components of E, with the coefficients
of the linear combinations forming the electric permittivity tensor ε. This tensor fully char-
acterizes the dielectric properties of the material and can be geometrically represented by a
quadratic surface, i.e. an ellipsoid [ST07].
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For a material not exhibiting optical activity, the permittivity tensor is symmetric [ST07].
With an appropriate choice of the coordinate system relative to the crystal structure, the off-
diagonal elements vanish, leaving ε to be diagonal with diagonal elements ε1, ε2 and ε3 such
that

Di = εiEi, i = 1, 2, 3.

This coordinate system defines the principal axes along which E and D are parallel [BW11].
Without loss of generality, the coordinate system denoted by x, y, z in the following is assumed
to lie along the principal axes with ε1 ≤ ε2 ≤ ε3, simplifying the further considerations.

Instead of the permittivities, the principal refractive indices are the more commonly used
quantities. They are related by

ni =
√
εi
ε0
, i = 1, 2, 3

to the permittivities of non-magnetic materials, with ε0 being the permittivity of free space.
The refractive index is related to the phase velocity vp of the wave via

n = c

vp

with c = 1√
ε0µ0

as the speed of light in vacuum and µ0 the vacuum permeability. Since E
and D are in general not parallel, the refractive index is a function of the propagation and
polarization direction of the light. Thus, also the phase velocity of a wave propagating in an
anisotropic material depends on the propagation direction.

A wave propagating along one of the principal axes and being linearly polarized along one
of the other two principal directions traverses the medium without a polarization change, since
the electric field E has only one component and is parallel toD. Hence, the polarization states
along these two principal axes form a system of normal modes for this propagation direction,
and an arbitrary incident polarization can be treated as the sum thereof. Due to the different
phase velocities resulting from diverse refractive indices, a phase shift between the components
is expected, changing the resulting polarization accordingly. Since the phase velocity increases
with decreasing refractive index, the axis with the lower refractive index is usually referred to
as the fast axis, in contrast to the slow axis for the higher refractive index.

To determine the phase velocities and the normal modes, i.e. the directions of polarization
which are unchanged, for a given, arbitrary direction s of the wave normal, a construction



26 2 Theoretical Framework

called index ellipsoid can be employed. It is found by inverting relation (2.20) as

ε0E = ηD

with the impermeability tensor η = ε0ε
−1. The symmetry of ε implies the symmetry of η,

with both tensors having the same principal axes [ST07]. Employing the quadric representation
[Nye04] of the tensor η with respect to the coordinate system x, y, z as defined by the principal
axes yields an ellipsoid described by the equation

x2

n2
1

+ y2

n2
2

+ z2

n2
3

= 1

as illustrated in figure 2.7. The semiaxes of this ellipsoid coincide in direction with the principal
axes, with their length being equal to the respective refractive indices.
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Figure 2.7: Index ellipsoid representing the
impermeability tensor of an anisotropic mate-
rial and index ellipse for determining normal
modes for an arbitrary wave normal direction
s (modified in accordance to [ST07]).

This geometrical construction can be employed
for determining the normal modes: The intersec-
tion of the index ellipsoid with the plane per-
pendicular to s through the origin of the index
ellipsoid is called the index ellipse. The semi-
axes of this ellipse determine the refractive in-
dices na and nb and the corresponding phase
velocities of the normal modes, with the di-
rections defining the directions of the orthogo-
nal vectors Da and Db [BW11]. The polariza-
tion directions can then be calculated by equa-
tion (2.20).

So far, no assumptions about the dimensions of
the three principal refractive indices have been
made. If two of the refractive indices are equal,
e.g. n1 = n2, the crystal is uniaxial. In this case,
the index ellipsoid equals an ellipsoid of revolution
and for light propagating along the z-axis, the re-
fractive index does not depend on the polarization
of the beam. It is therefore denoted as the optical
axis. n1 = n2 = no is then referred to as the ordinary index, while n3 = ne is known as the
extraordinary index. In case the refractive indices are all different from each other, the crystal
is denoted biaxial, since it exhibits two optical axes, as explained in the following.

The identification of the two optical axes of a biaxial crystal is less obvious than in the case
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of a uniaxial crystal. Their existence, i.e. the existence of two circular sections of an ellipsoid,
is shown mathematically in [BH93]. A geometric approach for determining the optical axes
is presented in [ST07] and [BW11], utilizing the so-called normal surface: For each possible
wave normal direction s, two vectors are plotted in that direction with the lengths equaling
the corresponding refractive indices na and nb. The end points of these vectors for all possible
s describe a surface consisting of two sheets, corresponding to two normal modes [BW11].
The same surface is obtained from the dispersion relation, i.e. the dependence of the wave’s
angular frequency ω on the wave vector k. This relation is obtained by solving Maxwell’s
equations

ωB = k ×E,

ωD = −k ×H

whereH denotes the magnetic field strength and B = µ0H the magnetic induction. Rewriting
Maxwell’s equation for this setting yields [ST07]

k × (k ×E) + ω2µ0εE = 0 (2.21)

where the wave vector and the refractive index are related via

k = ω

c
n =: k0n.

Equation (2.21) can be rewritten in the form ME = 0 and has non-trivial solutions if the
determinant of the matrix M vanishes, i.e.

n2
1n

2
2n

2
3 + n2

1
k2

1
k2

0

(
k2

k2
0
− n2

2 − n2
3

)
+ n2

2
k2

2
k2

0

(
k2

k2
0
− n2

1 − n2
3

)
+ n2

3
k2

3
k2

0

(
k2

k2
0
− n2

1 − n2
2

)
= 0 (2.22)

where k2 = k2
1 + k2

2 + k2
3 and with ni as the principal refractive indices. ki are the components

of the wave vector with respect to the principal coordinate system. The resulting dispersion
relation relates k0 and thus ω to k1, k2 and k3, resulting in the nonlinear function ω(k1, k2, k3).
Visualizing the above equation yields the normal surface [ST07], where the refractive index is
obtained from the intersection of a direction vector s with the normal surface, yielding a vector
of magnitude k = k0n.

The normal surface is displayed in figure 2.8 for three different crystal types. As can be seen in
figure 2.8(a), there is no preferential direction for an isotropic crystal, and the refractive index
is the same for all directions of the wave normal. Contrary, in a uniaxial crystal as depicted
in figure 2.8(b), the two sheets of the normal surface intersect in two points along the k3-axis,
defining it as the optical axis. This can be directly seen from equation (2.22) when considering
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only the plane defined by k2 = 0. In this case, equation (2.22) simplifies to(
k2

k2
0
− n2

2

)(
n2

1
k2

1
k2

0
+ n2

3
k2

3
k2

0
− n2

1n
2
3

)
= 0

corresponding to a circle of radius n2 and an ellipse with half axes n1 and n3. For n1 = n2,
these curves intersect in k3/k0 = ±n1. Analogously for a biaxial crystal, the two sheets meet
in four points, with only one shown in the sketch of the octant in figure 2.8(c), defining two
optical axes.
The ray direction of the wave, i.e. the direction of the group velocity, is the direction of energy
transport, i.e. the direction of the Poynting vector

S = E ×H

and is given by the gradient of the dispersion relation [BJ07]. Thus, the ray direction is per-
pendicular to the tangent plane to the normal surface. For any propagation direction k not
pointing in the direction of one of the optical axes, there are two distinct modes, exhibiting
different refractive indices, and thus giving rise to two refracted waves with different polariza-
tions and directions. This effect is called birefringence.
For a wave traversing in the direction of one of the optical axes in a biaxial crystal, the index
ellipse is by definition a circle, giving rise to infinitely many permissible directions of D for
the same phase velocity, resulting in infinitely many directions of the electric field vector E.
This singularity can also be derived from the normal surface, since its normal at the point of
the intersection of the two sheets is not defined. Hence, the ray direction is not unique, but
there are infinitely many possible ray directions, which can be shown to lie on the surface of
a cone [BW11]. This phenomenon is known as conical diffraction and is further discussed in
subsection 2.4.3.
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Figure 2.8: Illustration of an octant of the normal surface for (a) an isotropic crystal (n1 = n2 = n3 =
no), (b) a uniaxial crystal (n1 = n2 = no < n3 = ne) and (c) a biaxial crystal (n1 < n2 < n3). The
optical axis is depicted as well (modified in accordance to [ST07]).
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Birefringence can occur naturally for a material showing three different refractive indices, like
e.g. potassium titanyl phosphate (KTP) as described in subsection 2.4.3, but can also be in-
duced by the electro-optic effect. The basics thereof are outlined in subsection 2.4.4, as this
effect will be employed for the control of polarization states in this thesis (cf. section 3.3).

2.4.3. Conical diffraction

In the early 1830s [Ham37], Hamilton first predicted the phenomenon of conical diffraction,
based on the theoretical considerations outlined before. The observations by Lloyd shortly
afterwards [Llo33] verified this theory, stating the occurrence of two bright rings in the focal
plane when light passes a biaxial crystal along one of its optical axes. Numerous experimental
works have been conducted hereafter as e.g. [BJL06], [DMB+13] and [POR+09], verifying the
near-field and far-field behavior described theoretically in e.g. [Ber04]. For circularly polarized
incident light, the two bright rings observed in the focal image plane get broader and exhibit
intensity oscillations with increasing distance from the focal image plane. The far-field is
dominated by a central spike.
The light distribution in case of an incident beam of linear polarization was described in
[KB08]. Intensity minima and maxima can be observed in this case, breaking up the ring
structure observed for circularly polarized incident light. Moreover, the resulting beam is
linearly polarized everywhere, with the polarization direction depending on the position within
the beam. This observation is the basis for numerous approaches of beam shaping with the
help of conical diffraction. Even more elaborated systems, including more than one biaxial
crystal, have been investigated theoretically [Ber10] and experimentally [Abd11].

In the following, an overview of the analytical description of the properties and characteristics
of conical diffraction is introduced, based on the work of [Ber04] and [BJ07]. A biaxial crystal
of length l is cut perpendicular to one of its optical axes, as shown in figure 2.9. A beam with
waist w is assumed to enter perpendicular to the crystal’s surface, i.e. along the optical axis.
ni, i = 1, 2, 3 denote the refractive indices satisfying the relation n1 < n2 < n3. As deduced
in the previous subsection, the singularity at the intersection of the two sheets of the normal
surface gives rise to the formation of a ray cone with a semiangle of [BJ07, DMB+13]

A = 1
2 arctan

√(
n2

2 − n2
1
) (
n2

3 − n2
2
)

n2
1n

2
3

.

For small differences between the refractive indices, as it is usually the case in naturally biaxial
crystals, this semiangle fulfills the paraxiality approximation A� 1. Then, [Ber04]

A ≈ 1
n2

√
(n2 − n1)(n3 − n2) (2.23)
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holds. The radius of the light cylinder emerging from the crystal is thus given by

R0 = A · l (2.24)

as displayed in figure 2.9.

For the further theoretical description, cone-centered coordinates {R, z} with the origin on
the crystal’s entrance face as depicted in figure 2.9(a) are introduced. To calculate the propa-
gating wave in the crystal, the matrix operator [Ber04]

H(P , z) =
[

1
2P

2
1 +AP

(
cos θP sin θP
sin θP − cos θP

)]
Θ(l − z) + 1

2n2P
2
1Θ(z − l) (2.25)

is employed. Here, Θ denotes the Heaviside function and

k∗P = k∗{Px, Py} = k∗P{cos θP , sin θP }

defines a transverse wave vector with k∗ = n2k0 being the so-called crystal wave number
[Ber04]. Due to the paraxiality assumption, P � 1 holds. The first term in equation (2.25)
describes the formation of the light cone inside the crystal, i.e. for z < l. The propagation of
light outside the crystal, i.e. for z > l, is represented by the second term. The resulting wave
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Figure 2.9: Sketch of the crystal slab of length l with conically diffracted beam (modified in accordance
to [Ber04] and [BJL06]). (a) Three-dimensional illustration including the incident beam with waist w,
the radius R0 of the cone, the semi-angle A, the cone-centered coordinate system {R, z} with the origin
for the z-axis on the entrance face of the crystal as well as the scaled axial coordinate Z with the origin
in the focal image plane. (b) Two-dimensional illustration of the parameter ρ0 as well as the scaled
coordinate ζ for simplifying the analysis.
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evolving from the crystal can be described by [Ber04]

D(R, z) = exp

−ik∗
z∫

0

dz′H(P , z′)

D(R, 0) (2.26)

with D(R, 0) denoting the transverse profile of the incident beam. This is given by

D(R, 0) = exp
(
− R2

2w2

)(
dx,0

dy,0

)
(2.27)

where |dx,0|2+|dy,0|2 = 1, assuming an incident Gaussian beam with beam waist w and uniform
polarization.

In the following, the axial coordinate z is rescaled according to

Z := l + (z − l)n2.

Z denotes the distance from the focal image plane (see figure 2.9(a)), which is determined such
that the optical path length for light propagating in an isotropic crystal with refractive index
n2 from that plane to the exit face is the same as for light propagating for the distance l in
vacuum. Note that with this definition, z = l implies Z = l.
Furthermore, the scaled coordinates

ρ := R

w
,

ρ0 := R0
w
,

ζ := Z

k∗w2

are employed for simplification of the theoretical considerations, as illustrated in figure 2.9(b).
Accordingly, R0 scales to

ρ0 = A · l
w

, (2.28)

which is a fundamental parameter for describing the phenomenon of conical diffraction, as it
combines all dimensional variables.

Substituting equations (2.25) and (2.27) in (2.26) yields [Ber04, Ber10]

D(ρ, ζ) =
[
B0(ρ, ρ0, ζ)1 +B1(ρ, ρ0, ζ)

(
cos θρ sin θρ
sin θρ − cos θρ

)](
dx,0

dy,0

)
(2.29)
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where

B0(ρ, ρ0, ζ) =
∞∫
0

dQQ exp
{
−1

2Q
2(1 + iζ)

}
cos(ρ0Q)J0(ρQ) , (2.30)

B1(ρ, ρ0, ζ) =
∞∫
0

dQQ exp
{
−1

2Q
2(1 + iζ)

}
sin(ρ0Q)J1(ρQ) , (2.31)

ρ = ρ

(
cos θρ
sin θρ

)
. (2.32)

Equation (2.29) is the basis for all further analysis of the beam’s shaping by conical diffraction.
It is immediately apparent that the conically diffracted beam consists of two parts: The first
part yields an intensity modulation of the incident beam introduced by B0 and is dominated
by the behavior of the zeroth order Bessel function of the first kind J0. Contrary, the intensity
modulation of the second part is driven by the first order Bessel function of the first kind J1

through B1. Both parts inherit the respective properties of J0 and J1, like the oscillatory be-
havior. For example, B1 vanishes for ρ = 0, i.e. in the center of the cone, due to the respective
characteristics of J1.

However, the components of the conically diffracted beam are not only subject to an inten-
sity modulation. Due to the non-isotropic nature of the crystal, components of the beam with
different directions exhibit diverse polarization states. This can likewise be deduced from equa-
tion (2.29): The polarization of the first part is unchanged, as can be seen from the identity
matrix. Contrary, for the second part, the polarization is affected, as indicated by the matrix-
vector multiplication. Since θρ denotes the angular position within the emerging cone, the
resulting polarization change is moreover dependent on the position within the beam. More
precisely, the emerging polarization vector is rotated by the angle θρ.
In case of an incident linear polarization described by(

dx,0

dy,0

)
=
(

cos Ψ
sin Ψ

)
,

the resulting polarization of the second part in equation (2.29) is given by
(
dx

dy

)
=
(

cos(θρ −Ψ)
sin(θρ −Ψ)

)
.

The resulting polarization is hence still linear, but with the direction depending on the posi-
tion within the beam. Since ∆θρ = π for diametrical points of the beam, they show the same
polarization state.
The overall resulting polarization, taking both beam components into consideration, depends
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on the ratio between B0 and B1. The position dependence allows for a selective filtering of
beam components, as outlined in detail in section 3.2.

A detailed analysis of equation (2.29) concerning the influence of the parameters ρ0 and ζ on
the final beam’s intensity distribution is performed via mathematical calculations in [Ber04].
Among all, the case ζ = 0 has been found to be of particular interest, yielding the sharpest im-
age of rings, contrary to the formation of intensity oscillations and an axial spike for increasing
ζ. Since a sharp pattern with high curvature near the intensity zero is required for an efficient
depletion of fluorophores, only the case ζ = 0 is considered in the following.
As can be noted from equation (2.29), the intensity distribution of the conically diffracted
beam depends on the chosen geometrical properties, like the crystal length l and the beam
waist w, as well as on the optical properties of the crystal, like the refractive indices, which are
all included in the parameter ρ0. Moreover, the polarization state of the incident beam as well
as the selective filtering of beam components after the crystal is essential for the obtainable
intensity distribution, as outlined previously. The appropriate selection of these parameters for
the applicability of the conically diffracted beam as a STED beam for tomoSTED microscopy
is subject to section 3.2.

2.4.4. Electro-optic effect

Changes of the optical properties of a material like the refractive indices directly influence the
medium-light interaction and thus the effect the medium has on polarized light. For some ma-
terials, the optical properties can be influenced by external factors, like an applied electric field
or an acoustic wave traversing the medium. The former case is considered in this subsection,
whereas the last subsection of this chapter deals with the acousto-optic effect.

For certain materials, an applied electric field causes a distortion of the positions, orienta-
tions or shapes of the crystal’s molecules [ST07], resulting in a change of the refractive index.
This change is called electro-optic effect and is usually small, but nevertheless leads to substan-
tial phase shifts if the light propagation distance is significantly larger than the wavelength.
The resulting refractive index can be written as a function of the applied electric field E and
can, due to the small induced variations, be expanded in a Taylor series around E = 0. This
leads to

n(E) = n(0) + a1E + 1
2a2E

2 + . . . ,

where a1 = dn
dE

∣∣∣
E=0

and a2 = d2n
dE2

∣∣∣
E=0

. The higher-order terms can safely be neglected, with
already the second-order term typically being orders of magnitude smaller than n(0) [ST07].
Introducing the electro-optic coefficients r = −2a1/n(0)3 and s = −a2/n(0)3 yields the standard
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form

n(E) ≈ n(0)− 1
2rn(0)3E − 1

2sn(0)3E2. (2.33)

Generally, the coefficients r and s depend not only on the material, but also on the direction
of the applied electric field [ST07].

For most materials, equation (2.33) can be further simplified. For centrosymmetric materi-
als like gases, liquids and certain crystals, the first derivative of n(E) and thus r must vanish
such that it is invariant to the reversal of the electric field. These materials are known as Kerr
mediums and their refractive index fulfills

n(E) ≈ n(0)− 1
2sn(0)3E2.

The index change caused by the Kerr effect or quadratic electro-optic effect, first described by
John Kerr in 1875 [ST07], is hence proportional to the square of the applied electric field.
For a non-centrosymmetric material, the third term in equation (2.33) is often negligible in
comparison with the second, leading to the approximation

n(E) ≈ n(0)− 1
2rn(0)3E

with the refractive index change being proportional to the applied electric field. This is known
as the Pockels effect or linear electro-optic effect, first described by Friedrich Pockels in 1893
[ST07], and is considered for the remaining of this subsection.
In the course of this work, the linear electro-optic effect is exploited for scanning as well as for
polarization modification.

Electro-optic deflectors (EODs) The electro-optic effect can be employed for deflecting a
beam incident on a so-called electro-optic deflector (EOD). At its simplest, an EOD consists
of a crystal element with electrodes attached for generating an electric field in the crystal. As
a consequence of the resulting potential change along the crystal, the refractive index is non-
constant and is, for crystals with linear electro-optic effect under a linear electric field gradient
E(x) = κx along the width of the crystal, i.e. along the x-axis, described by

n(x) = n(0)− 1
2rn(0)3κx =: n0 + ηx. (2.34)

Here, n0 is the nominal index of refraction in absence of an electric field, η is a constant
depending on the applied electric field and x is the distance from the side facet of the crystal.
Figure 2.10 features a schematic sketch of a beam propagating along z in an EOD of length L
with open aperture a, depicting the trajectory of the beam’s center. In the presence of a linear
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refractive index change, the beam’s displacement from the undeflected beam, i.e. the optical
axis, as a function of the position z along the crystal is described by [CZSS99]

X(z) = 1
n0

dn
dx

z2

2 .

The slope of the beam’s trajectory, i.e. the derivative of X(z), yields the deflection angle

θin(z) = 1
n0

dn
dxz.

Refraction at the crystals output facet results in an external deflection angle θdef, obtained by
evaluating θin(z) at position z = L and multiplying with n0. This results in

θdef = dn
dxL. (2.35)

The maximum beam diameter wB,max is determined by the deflection at the output facet of
the crystal, which is given by

X(L) = 1
n0

dn
dx

L2

2 = 1
2θin(L)L. (2.36)

Neglecting the angle θdef of the beam and thus the increased effective beam diameter,

a

2 −X(L) > wB
2 (2.37)

needs to be fulfilled such that the beam of diameter wB is not clipped at the output facet.
Moreover, equation (2.36) suggests that instead of the actual parabolic trajectory, output

optical axis

X(L)
X(z)

L

a

dn/dx

θdefθin(L)

P
x

y
z

wB

Figure 2.10: Schematic illustration of an electro-optical deflector of length L and width a. The index
of refraction is non-constant along the x-axis and is assumed to be n(x) = n0 + ηx. A beam of diameter
wB enters the crystal from the left, being deflected while traversing and undergoing refraction at the
output facet. X(z) denotes the position of the beam center as a function of z, P is the Pivot-point,
θin(L) the angle of the beam’s deflection at the output facet and θdef denotes the resulting angle of
deflection outside the crystal (modified in accordance to [Göt15]).
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angle θin(L) and displacement X(L) are the same as for a beam having an abrupt deflection
at distance L

2 from the output plane. For the assumption of a small deflection angle θdef, a
similar consideration holds for the beam deflection outside the scanner. The latter can be as
well described by an abrupt deflection of an angle θdef(L) at a point P at distance

LP = X(L)
θdef(L) = 1

n0

L

2

before the output plane. This point P is called the pivot point.

According to equation (2.35), the refractive index gradient determines the deflection angle.
Applying a field strength of sufficient order of magnitude without electrical breakdowns across
side surfaces in order to achieve the desired index gradient is one of the challenging design prob-
lems in EOD fabrication. Moreover, in order to generate a spatially linearly varying refractive
index, a linearly varying electric field needs to be applied to the crystal. Most commonly, this
is realized by electrodes which a non-fixed geometric spacing. A linear electric field profile near
the beam’s transition axis of the crystal can be generated by means of quadrupole electrodes
[MS04, chapter 13], as shown in figure 2.11. For a crystal with 42m symmetry oriented as dis-
played, the index gradient for an incident beam polarized along the x-direction and propagating
along the optical axis is given by [MS04]

dn
dx = κU

a2 .

electrodes

U/2

-U/2

-U/2

U/2
crystal

x <110>

y <001>

a

Figure 2.11: Schematic illustration of the geometry for linear electric field generation by means of
quadrupole electrodes, shaped to hyperbolae. The beam propagation is perpendicular to the page
with its polarization being along the x-axis, which is the <110> crystallographic direction (modified in
accordance to [MS04]).
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Here, U is the applied voltage and κ is a material-dependent constant. Hence, the beam is
deflected from its initial direction by an angle

θdef = κ
LU

a2 .

This deflection angle depends, for a chosen crystal material, only on the length L of the electro-
optical material, the aperture diameter a and the applied voltage U . Practically, U/a is limited
by the internal breakdown voltage, which is in the order of approximately 1000 V/mm for fluid
filled units [Con18]. Hence, for a chosen crystal material, the main parameter for increasing
the maximal deflection angle is the crystal’s length.

Pockels cells Apart from beam deflection, the linear electro-optic effect can also be em-
ployed for generating a voltage-controlled wave plate with adjustable phase retardation, known
as Pockels cell. Depending on the direction of the electric field relative to the beam propaga-
tion direction, two main types can be distinguished: For transverse modulators, the electric
field is applied in a direction perpendicular to the direction of light propagation, whereas for
longitudinal Pockels cells the electric field is applied parallel thereto. Only the latter kind is
considered in the following, since Pockels cells of this type are implemented in the experimen-
tal setup (see section 3.3). They consist of an anisotropic crystal, i.e. potassium dideuterium
phosphate (KD*P), showing uniaxial symmetry when no electric field is applied. The optical
axis is used as the longitudinal axis of the Pockels cell, with the respective refractive index
given by nz = ne. The refractive index for the remaining two axes is given by the ordinary
index no. When an electric field Ez is applied parallel to the longitudinal, i.e. the z-axis, the
material changes into a biaxial crystal exhibiting three different refractive indices. The x- and
y-axis are chosen according to the two normal modes considering the z-axis as propagation
direction (cf. subsection 2.4.2), with the corresponding refractive indices given by [DH03]

nx(Ez) = no + 1
2n

3
orEz = no + ∆neo,

ny(Ez) = no −
1
2n

3
orEz = no −∆neo,

nz(Ez) = ne = no + ∆nn.

Here, ∆neo = 1
2n

3
orEz denotes the electro-optic birefringence, depending on the Pockels coeffi-

cient r and the applied electric field. It is typically much smaller than the natural birefringence
∆nn = ne − no, i.e. ∆neo � ∆nn.

In the following, light traversing the Pockels cell along the z-axis with an incident linear po-
larization direction enclosing an angle of 45◦ with respect to the x-axis of the Pockels cell is
considered. Due to the difference of the refractive indices nx and ny in the presence of an
electric field, the two components of the polarization vector are phase-shifted with respect to



38 2 Theoretical Framework

each other, with the phase shift depending on the strength of the electric field. The resulting
polarization is thus in general elliptical.
The phase shift can be calculated independently for each component and is given by [ST07]

Γx,y = nx,y(Ez)k0L

with L denoting the length of the Pockels cell, k0 = 2π/λ0 the free space wave vector and λ0

the free space wavelength of the light. The electric field is typically generated by a voltage Uz
applied over a distance d, i.e. Ez = Uz/d with d = L for the case of a longitudinal Pockels cell.
This yields

Γx,y = 2πL
λ0

(
no ±

1
2n

3
or
Uz
d

)
=: Γ0 ±

1
2π

Uz
Uπ

with

Γ0 = 2πnoL
λ0

and

Uπ = d

L

λ0
2rn3

o

. (2.38)

Consequently, the phase shift between the two orthogonal polarization components is given by

Γx − Γy = π
Uz
Uπ

(2.39)

and is thus directly proportional to the applied voltage Uz. The voltage Uπ is the half-wave
voltage necessary to induce a phase shift of π and is in the range of a few kV (for typical
Pockels coefficients in the range of 10−10 m/V to 10−12 m/V). The specific characteristics of
the Pockels cell model employed in this work are outlined in section 3.3.

2.4.5. Acousto-optic effect

The refractive index of a material can not only be affected by an applied electric field as
considered in the latter subsection, but also by a sound wave traversing the medium. Vibrations
of the molecules induced by the sound wave generate a periodic variation of the refractive index
and thus a graded-index medium [ST07]. The optical frequency is typically orders of magnitude
higher than the acoustic frequency, enabling a quasi-stationary approach to the phenomenon.
In the easiest form, parallel planes representing the index-variations induced by the acoustic
wave are considered as illustrated in figure 2.12. The change of refractive index acts like an
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optical grating, diffracting an incident laser beam. The spacing between the planes is given
by the wavelength Λ of the acoustic wave. The Bragg condition for constructive interference
relates the angle of incidence θB of the optical wave to the wavelengths Λ and λ via

sin θB = λ

2Λ (2.40)

with λ being the optical wavelength in the medium. A detailed calculation (cf. [ST07]) allows
for determining the ratio R of the intensity of reflected and incident wave yielding

R = sin2

√ π2

2λ2
0

(
L

sin θ

)2
MIs

 . (2.41)

radio frequency

absorber

incident
laser beam

0th order

1st order

2nd order

acoustic wave

θ

Figure 2.12: Sketch of an acousto-optic mod-
ulator (AOM). A radio-frequency induces a
change in refractive index, resulting in an in-
cident laser beam to be diffracted. The an-
gle and intensity of the deflected beam are
determined by the characteristics of the ap-
plied acoustic wave (modified in accordance
to [ZLLL09]).

Here, λ0 is the free space wavelength of the light,
L is the length of the medium and θ the an-
gle of incidence. M denotes a material parame-
ter depending inter alia on the photo-elastic con-
stant as well as on the refractive index, whereas
Is is the acoustic intensity. Hence, the grating’s
period and thus the deflection angle of the laser
beam is determined by the acoustic wave’s fre-
quency as described by equation (2.40), whereas
the laser beam’s intensity in the first diffraction
order, assuming the Bragg condition holds, can
easily be modified by altering the intensity of the
sound wave ([MS04, chapter 12], see also equa-
tion (2.41)).
An acousto-optic modulator (AOM) exploits the
acousto-optic effect to deflect laser beams with
switching times in the range of some hundreds of
nanoseconds. It consists of an optically transpar-
ent material, like TeO2 or PbMoO4 [RB14], whose
density and thus refractive index is periodically
changed by a propagating soundwave as described
before.

As seen from equations (2.40) and (2.41), for the acousto-optic effect both the angle as well as
the reflection intensity depend on the wavelength of the optical wave, whereas the electro-optic
effect is only indirectly wavelength dependent via dispersion. Depending on the requested ap-
plication, either of the two effects can be advantageous and an appropriate choice needs to be
conducted carefully.





3. Material and Methods
The general experimental realization, which is chosen for investigating the potential of STED
microscopy with adaptive scanning, is outlined in section 3.1. This covers inter alia the imple-
mentation of tomoSTED microscopy with ultrafast switchable depletion patterns as well as the
necessary components for the novel scan system. Section 3.2 deepens the pattern generation
as one of the fundamental requirements for employing tomoSTED microscopy with adaptive
scanning. According to section 2.2, the polarization of the beam in the back focal plane of
the objective has to match the pattern direction and is therefore a crucial parameter for the
achievable resolution enhancement. Polarization states play also an important role for the
pattern formation via conical diffraction, with the achievable intensity distribution depending
directly on the polarization of incident and emergent beam from the biaxial crystal. Hence,
the generation of polarization states is deepened in section 3.3.
In order to derive a two-dimensionally sub-resolved image from sub-images of different pat-
tern orientations, reconstruction algorithms are employed. An overview thereof is given in
section 3.4.
Finally, adaptive scanning is discussed in section 3.5 alongside with the necessary requirements
on the experimental setup. FastRESCue as a novel variant of RESCue is presented and dis-
cussed in the view of the experimental realization. Moreover, ultrafast switchable tomoSTED
depletion patterns open a variety of possible applications beyond the classical two-dimensional
image acquisition. Filament tracing as one of them is introduced in section 3.5 as well.

3.1. Experimental realization
In the following, the experimental realization of the pulsed tomoSTED microscope with adap-
tive scanning is outlined. Figure 3.1 shows a schematic illustration of the setup, depicting the
general beam path as well as the positioning of the optical components.

A laser diode (Exc, PicoQuant, Germany) provides excitation pulses (< 90 ps pulse duration)
with a repetition rate of 20 MHz at a wavelength of 640 nm. For intensity modulation and
fast switching of the laser as described in section 2.3, an acousto-optic modulator (AOM, AA
Opto Electronic, France) is installed. The beam is subsequently coupled into the setup via an
optical fiber (Schäfter + Kirchhoff GmbH, Germany), collimated by an achromatic lens (f13)
and de-magnified by a telescope (TC1) to obtain a beam diameter of ≈ 1.5 mm. This is selected
in accordance to the aperture of the electro-optic deflectors (EOD1, EOD2, Conoptics Inc.,
USA), the implementation of which will be discussed in more detail in section 3.5. Via a com-
bination of a half-wave plate and a quarter-wave plate, the polarization of the excitation light
is set circular for an efficient excitation of fluorophores. The beam is then magnified (telescope:
f175 and f300) such that the back focal aperture of the objective lens (OL, UPLSAPO 100XO
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NA1.4, Olympus, Japan) is over-illuminated in order to fully exploit its numerical aperture.
The focal spot generated by this 100x oil immersion objective with a numerical aperture of 1.4
is moved over the sample (S) by a galvanometer scanner (GS, Abberior Instruments GmbH,
Germany).

A picosecond laser system (STED, Onefive GmbH, now part of NKT Photonics, Switzerland)
with a pulse duration of approximately 600 ps, a repetition rate of 20 MHz and a wavelength of
775 nm serves as STED laser. The laser power is, similarly to the excitation beam, controlled
by an acousto-optic modulator (AOM, AA Opto Electronic, France). Contrary to the excita-
tion beam, the STED beam is not coupled into the setup via a fiber, but directly used as a free
beam. One of the main benefits of a fiber-coupled beam is the Gaussian intensity profile of the
exiting beam. As the intensity profile of the STED laser employed already shows a Gaussian
intensity distribution, a fiber coupling is renounced to for the benefit of a higher maximum
laser power.

In this work, AOMs made of TeO2 are chosen in combination with a driver providing a radio
frequency of 110 MHz. The AOMs are aligned such that the first diffraction order at the chosen
radio frequency enters in the setup’s beam path, whereas the zeroth diffraction order is stopped
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Figure 3.1: Schematic illustration of tomoSTED microscopy with fast-switchable pattern orientation.
STED: depletion laser; AOM: acousto-optic modulator; Exc. unit: excitation laser, AOM and fiber
coupling; TC: telescope; PC: Pockels cell; λ/2: half-wave plate; λ/4: quarter-wave plate; fx: lens with x
indicating the respective focal length in mm; PH: pinhole of diameter 100µm; BC: biaxial crystal; GT:
Glan-Thompson polarizer; DM: dichroic mirror; EOD: electro-optic deflector; APD: avalanche photo
diode; GS: galvanometer scanner; OL: objective lens; S: sample
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by a beam block. A deflection efficiency of up to 95% can be reached, meaning that 95% of
the input laser power is diffracted into the first order.

The main component in the STED beam path is the optical element for the depletion pattern
generation. In a classical STED microscope, the doughnut-shaped STED focus is generated by
a polymeric phase plate with an imprinted varying thickness. This introduces a helical phase
retardation to the transmitted beam, resulting in the desired focal intensity distribution. The
phasemask necessary to generate a tomoSTED depletion pattern exhibits a phase step of π (see
figure 2.3(c)). In the tomoSTED implementation described in [Krü17], a Spatial Light Modula-
tor has been utilized to generate this one-dimensional depletion pattern. The individual images
with one-dimensional resolution increase have been acquired line-wise, reducing bleaching and
drifting artifacts.
Within this project, a faster implementation of the pattern rotation is sought. To achieve a
pixel-wise rotation of the depletion pattern, i.e. to acquire each pixel of the recorded image
repetitively for each depletion pattern orientation before the galvanometer scanner moves the
focal spot to the next pixel, the pattern rotation has to be accomplished in the temporal range
of the pixel dwell time, which is typically in the order of some microseconds. A Spatial Light
Modulator, as employed in [Krü17], has a switching frequency in the range of ≈ 200 Hz and is
thus too slow for this application.

In subsection 2.4.3, the basic properties of the phenomenon of conical diffraction and its po-
tential for depletion pattern generation were outlined. This is the method of choice for this
project and is described in the following. A potassium titanyl phosphate (KTP) crystal (BC,
Conerefringent Optics S.L., Spain) is used as biaxial crystal and implemented in the STED
beam path. The necessary requirements for the crystal choice are outlined in section 3.2. In
order to achieve the beam diameter concluded therein, a telescope (f160 and f20) is employed.
A pinhole of diameter 100µm (PH), placed in the focal plane of the telescope’s first lens, is
used to eliminate diffraction rings around the center part of the beam occurring due to imper-
fections of the optical components. A lens (f50) after the biaxial crystal ensures imaging of
the conical diffraction pattern and two further telescopes (TC3, TC4) are used to enlarge the
beam diameter in order to meet the aperture of the EODs. The polarization of the incident
beam is controlled by a pair of Pockels cells (PC1, PC2, Leysop Ltd., United Kingdom) in com-
bination with high-voltage amplifiers (Matsusada Precision Inc., Japan), as described further
in section 3.3. Analogously, another Pockels cells pair (PC3, PC4) in addition with a Glan-
Thompson-Prism (GT, Thorlabs Inc., USA) is utilized for setting and filtering the polarization
state after the biaxial crystal. The achievable switching frequency for the pattern orientation
with this implementation is deduced at the end of section 3.3.

The STED and the excitation beam are superimposed by a dichroic mirror (DM1, AHF ana-
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lysentechnik AG, Germany) before passing the EODs. For a most efficient depletion by the
STED beam, the polarization of the STED beam must be adjusted depending on the pattern
orientation as described in section 2.2. As the optimum polarization for excitation and de-
pletion beam thus differ, the two beams are split after passing the EODs by another dichroic
mirror (DM3, AHF analysentechnik AG, Germany). Similarly to the excitation beam, the
STED beam is enlarged to a beam diameter of ≈ 2.4 mm in order to properly illuminate the
objective lens. A third pair of Pockels cells (PC5, PC6) allows for a fast adaptation of the
STED beam’s polarization, followed by a dichroic mirror (DM4, AHF analysentechnik AG,
Germany) for the final co-alignment with the excitation beam. The resulting foci of excitation
and STED beam overlap such that the depletion pattern’s minimum lies in the center of the
excitation spot. The temporal delay between excitation and STED pulse can be controlled
electronically to achieve maximum depletion efficiency.

The fluorescence signal is collected through the objective lens in an epifluorescence configu-
ration and subsequently separated from excitation and STED beam by dichroic mirrors (DM1,
DM2, AHF analysentechnik AG, Germany). The signal is thereafter coupled into an avalanche
photo diode (APD, Excelitas, USA) via a multimode fiber (Thorlabs Inc., USA) which also
serves as a pinhole. Therefore, the focusing lens (f20) is chosen such that the fiber diameter
corresponds to 1.2 Airy units.

The setup can be operated in two different configurations, which are independent of each
other and are chosen depending on the measurement framework.
For image acquisition with or without pixel-wise switching, the delay as well as the synchroniza-
tion of scanning and detection is configured with the Imspector software (Abberior Instruments
and MPI for biophysical chemistry, Germany) in combination with a multifunction recon-
figurable I/O device (PCIe-7852, National Instruments corp., USA). The Imspector software
additionally provides settings for a gated detection as well as a control of the AOMs for the laser
power regulation. The Pockels cells are operated and calibrated by a self-written LabVIEW
(National Instruments corp., USA) routine controlling an analog output device (PCI-6733,
National Instruments corp., USA). The LabVIEW program is triggered by a pulse provided
by Imspector after each pixel, post-processed by a pulse generator (Quantum Composers Inc.,
USA) into a TTL pulse. The LabVIEW program can be set to modify the polarization states
on each trigger signal as described in more detail in section 3.3 or to set a fixed, chosen polar-
ization state.
For adaptive scanning as described in section 3.5, a more elaborated control of the scanning is
needed, which cannot be performed with the Imspector software. Therefore, a self-written Lab-
VIEW routine is employed for programming the Field-Programmable Gate Array (FPGA) on
the multifunction reconfigurable I/O device in order to allow for a fast control of the scanning
and its synchronization with the detection. This program operates the Pockels cells and sends
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out a trigger signal which drives the AOMs via an electronic switch (Analog Devices, USA).
In this configuration, the delay between excitation and STED pulse is set via an external
home-built fast delay line. The details of the LabVIEW routine are described in section 3.5.

3.2. Pattern generation
According to equation (2.29), the intensity distribution of the conically diffracted beam depends
on the characteristics of the incident beam, namely its intensity distribution and polarization,
as well as on ζ and ρ0. The latter is directly correlated to the radius of the emerging cone and is
thus influenced by the optical properties of the crystal’s material, the crystal’s dimensions and
the beam waist of the incident beam (2.28). ζ denotes the distance of the imaged plane to the
focal image plane in the crystal (cf. figure 2.9(b)). As deduced in [Ber04], the sharpest rings
of conical diffraction can be observed for ζ = 0, which is thus the optimal parameter choice for
all further considerations. In the experimental realization, the focal plane is projected onto the
sample plane by means of a lens behind the crystal, which is placed such that its back focal
plane coincides with the plane corresponding to ζ = 0.

The choice of a suitable parameter ρ0 for depletion pattern generation has been subject to
[Vin15] with the main results summarized in the following. To analyze the formation of rings
for different values of ρ0, Matlab (MathWorks, USA) simulations of the intensity distribution
in the sample plane, based on equation (2.29), are conducted. Here and in the following, an
incident beam with Gaussian intensity profile and fixed beam waist is assumed. The results
are shown in figure 3.2(a) for ρ0 = 20 and 3.2(b) for ρ0 = 1.3. In both cases, the incident light
is circularly polarized, i.e. (

dx,0

dy,0

)
= 1√

2

(
1
i

)
.

For ρ0 = 20, the two Poggendorff bright rings are clearly distinguishable, whereas for ρ0 = 1.3
only one broad ring with a considerably smaller radius can be identified. In both cases, the
intensity distribution is circularly symmetric.
However, the intensity distribution does not only depend on ζ and ρ0, but can also be modulated
by the polarization state of the incoming light as can be seen from equation (2.29). Choosing
linear polarization instead of circular polarization, i.e.(

dx,0

dy,0

)
=
(

1
0

)
,

yields an intensity distribution without rotational symmetry (see figure 3.2(c)).
This observation can be explained theoretically by rewriting equation (2.29) for the case of
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incident light with linear polarization of direction Ψ

D(ρ, ζ) ≈ B0(ρ, ρ0, ζ)
[
1 +

(
cos θρ sin θρ
sin θρ − cos θρ

)](
cos Ψ
sin Ψ

)

= 2B0(ρ, ρ0, ζ) cos
(

Ψ− θρ
2

) cos
(
θρ

2

)
sin
(
θρ

2

)  . (3.1)

Here, θρ denotes the angular position within the emerging cone (cf. (2.32)). The approxima-
tion B0(ρ, ρ0, ζ) ≈ B1(ρ, ρ0, ζ) is employed, which holds for thick crystal slabs compared to the
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Figure 3.2: Simulation of intensity distributions at ζ = 0 for varying ρ0 and different polarization.
The maximal intensity of the incident Gaussian beam is normalized to 1, the scale of x- and y-axis is
arbitrary, but consistent for all simulations. (a,b) The polarization of the incoming light is circular.
The radius of the emerging cone is significantly higher in (a) ρ0 = 20 than in (b) ρ0 = 1.3 (note the
different scales for (a) and (b)). (c,d) For a linear polarization of the incident beam (in this case, Ψ = 0),
the resulting intensity distribution is not rotationally symmetric (here, ρ0 = 1.3). (d) An additional
polarizer enclosing an angle δ = π/2 with the x-axis is added behind the crystal, yielding the tomoSTED
depletion pattern.
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beam waist w of the incident beam [Ber04]. Noteworthy, the factor cos
(
Ψ− θρ

2

)
introduces

changes in the intensity depending on the position within the beam, meaning that the inten-
sity distribution is no longer circularly symmetric. Zero intensity is expected for an angle of
θρ = 2Ψ + π, and an intensity maximum for θρ = 2Ψ. For the initial polarization enclosing for
example an angle Ψ = 0 with the x-axis, an intensity maximum can be observed for θρ = 0,
whereas a minimum is attained for θρ = π. This is also visible in the simulation results in
figure 3.2(c).

Anyhow, the intensity distribution depicted in figure 3.2(c) does not yet resemble the de-
sired 1D depletion pattern with an intensity minimum along one axis, e.g. minimal intensity
for θρ = 0 and θρ = π. A closer look on equation (3.1) reveals that the polarization of the
emerging cone is non-homogeneous: Not only the intensity depends on the angular position θρ,
but also the polarization direction. Diametrical points exhibit an angle difference of ∆θρ = π,
resulting in an angle difference of π/2 for the polarization directions. Thus, to generate a 1D
intensity distribution, a polarization analyzer after the crystal can be employed. Its theoretical
description is represented by the Jones matrix

TPSA(δ) =
(

cos2 δ cos δ sin δ
sin δ cos δ sin2 δ

)
,

with δ denoting the orientation of the transmitted polarization direction. Including the Jones
matrix in equation (3.1) yields

Dres(ρ, ζ) = 2B0(ρ, ρ0, ζ) cos
(

Ψ− θρ
2

)
cos

(
δ − θρ

2

)( cos δ
sin δ

)

which simplifies to

Dres(ρ, ζ) = B0(ρ, ρ0, ζ) sin (2Ψ− θρ)
(

sin Ψ
− cos Ψ

)
(3.2)

for δ = Ψ− π
2 . Consequently, for an incident linearly polarized beam with polarization orien-

tation along Ψ and a polarization analyzer with transmission direction along Ψ− π
2 , minima in

the intensity distribution are expected for θρ = 2Ψ + kπ, k ∈ Z. Thus, a line of zero intensity,
as demanded for a 1D depletion pattern, forms for θρ = 2Ψ. It has to be noted that the
polarization of the emerging beam depends on the initial polarization and has to match the
direction of the line of zero intensity for an efficient depletion pattern formation, as described
in section 2.2. Consequently, the polarization of the emerging beam needs to be rotated sub-
sequently.
The resulting intensity distribution is exemplarily illustrated in figure 3.2(d) for Ψ = 0 and
δ = π

2 . It resembles the requested 1D depletion pattern and exhibits a horizontal line of zero
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intensity. Likewise, a vertically oriented pattern can be realized for Ψ = 3π
4 and δ = π

4 .

For an optimal choice of ρ0 and a quantitative analysis, equation (3.2) is implemented in
Matlab. The intensity distribution in the focal plane is calculated from the electric field in
the pupil plane of the objective lens according to vectorial diffraction theory [RW59], employing
a Matlab routine by A. Schönle and J. Keller-Findeisen. The total intensity of the incident
beam is normalized. Since the resolution enhancement depends on the curvature near the de-
pletion pattern’s minimum (cf. equation (2.11)), the curvature of the pattern is determined
and graphically displayed in figure 3.3(a) for different ρ0. As can be seen from the inset, the
highest curvature and thus highest resolution enhancement is expected for ρ0 ≈ 1.3. For larger
ρ0, more than one ring with increasing radius forms, resulting in a decreasing pattern steepness
of the depletion focus as also seen from the comparison of figure 3.2(a) and 3.2(b). For smaller
ρ0, the ring gets broader, leading to a loss of intensity at the back focal aperture.

For ρ0 = 1.3, the resulting intensity profile (x = 0, y) (cf. figure 3.2(d)) of the depletion pattern
in the focal plane is compared to the pattern conventionally generated by a 0/π phase plate.
The results are displayed in figure 3.3(b). Both profiles show a high similarity in the central
region. Noteworthy are the more pronounced side-lobes of the conventionally generated deple-
tion pattern, yielding a slightly lower peak intensity of the maxima for the same total power.
Nevertheless, a comparable resolution enhancement is expected for employing the convention-
ally generated pattern and the depletion pattern generated by conical diffraction, which was
also verified experimentally in [Vin15].
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Figure 3.3: (a) Simulation of achievable curvature with intensity distribution as in figure 3.2(d) as a
function of ρ0. The power of the incident beam is normalized to 1. The inset is a magnification for
better readability in the vicinity of the maximal curvature. (b) Comparison of intensity profiles for a
1D depletion pattern conventionally generated by a 0/π phase plate and a pattern generated by using
a conically diffracted beam with ρ0 = 1.3. The total power is normalized. The profiles (x = 0, y) show
a high similarity in the vicinity of the central minimum.
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A requested value of ρ0 can be experimentally attained by a suitable combination of the crystal’s
properties and the beam waist of the incident beam (cf. equation (2.28)). The crystal element
utilized within this project, shown in figure 3.4, is made of potassium titanyl phosphate (KTP)
and cut perpendicular to one of its optical axes. It has an entrance face of 3 × 4 mm2 and a
length of 11 mm. Its refractive indices can be determined via the Sellmeier equations [Uni13] to

Figure 3.4: Image of the KTP crystal in the setup.

n1 ≈ 1.75, n2 ≈ 1.76 and n3 ≈ 1.85 for
λ0 = 775 nm. Thus, the refractive in-
dices obey the assumptions made in subsec-
tion 2.4.3. The radius of the emergent cone is
hence R0 ≈ 172µm following equation (2.23)
and (2.24). The corresponding beam waist w
is determined by the given values of ρ0 and
R0 via equation (2.28) and can be experimen-
tally realized by inserting a suitable telescope
in the beam path. The intensity distribution
of the beam is measured via a CCD camera
(Point Grey Research, Inc., USA) and the
resulting value of w is measured to w = (128 ± 13)µm. This yields ρ0 = 1.35 ± 0.14 which is
in good agreement with the demanded value ρ0 = 1.3.

As described beforehand, the orientation of the depletion pattern is solely determined by Ψ
and δ, i.e. by the polarization direction of the incident light and the transmission direction
of the polarization analyzer. For realizing a specific pattern rotation, these directions have to
be adapted accordingly. Experimentally, there are different options for controlling the polar-
ization direction of a laser beam, e.g. by utilizing wave plates or Glan-Thompson-prisms as
polarization analyzers as demonstrated in [Vin15]. Since the scope of this work is to obtain
the fastest possible pattern and thus polarization rotation, only the following implementation
is considered, which is schematically displayed in figure 3.5.

f50

BCPC1 λ/4PC2 GTPC4PC3λ/4

PSG PSA

Figure 3.5: Schematic layout for depletion pattern generation. The incident beam’s polarization is
modified by the Polarization State Generator (PSG), consisting of a pair of Pockels cells (PC1, PC2)
and a quarter-wave plate. The beam subsequently undergoes conical diffraction in the biaxial crystal
(BC) with the focal plane selection being performed by the lens f50. A Polarization State Analyzer
(PSA) is utilized for selecting appropriate beam components for the depletion pattern generation. It is
in this implementation composed of a quarter-wave plate, a pair of Pockels cells (PC3, PC4) as well as
a static Glan-Thompson prism as polarizer (modified in accordance to [Krü17] and [Bio14]).
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The polarization direction of the incoming beam is modified via a Polarization State Generator
(PSG), consisting of a pair of Pockels cells (PC1, PC2) and a quarter-wave plate. This con-
figuration allows for a setting of all possible linear polarization states with switching rates up
to 300 kHz, as further deepened in section 3.3. The linearly polarized beam subsequently un-
dergoes conical diffraction in the biaxial crystal (BC). The focal plane ζ = 0 with the sharpest
rings is imaged by a lens (f50) after the crystal. The Polarization State Analyzer (PSA) is
utilized for the selection of the desired beam components as outlined previously. It is com-
posed of a quarter-wave plate and a Pockels cells pair (PC3, PC4) for rotating the polarization
accordingly before the beam passes a static linear polarizer for filtering the undesired beam
components.
Hence, the generation and switching of the depletion pattern depends only on the fast control
of the Pockels cells, which determine all relevant polarization states. Since the polarization
of the emerging beam has to match the direction of the depletion pattern’s minimum and
consequently needs to be rotated accordingly, another Pockels cells pair (PC5, PC6, cf. fig-
ure 3.1) in combination with a quarter-wave plate, analog to the Polarization State Generator,
is employed.

3.3. Generation of polarization states

Figure 3.6: Image of a Pockels cells pair.

As outlined in the previous section, the genera-
tion and modulation of polarization states plays
an essential role for the depletion pattern gener-
ation via conical diffraction. The intensity distri-
bution of the beam is determined by the polar-
ization state of the incident beam before under-
going diffraction and by the appropriate selection
of beam components afterwards. Furthermore, the
emergent beam’s polarization has to be adapted
according to the pattern direction. This poses the
necessity of a fast polarization state control in a
fraction of the pixel dwell time, i.e. in the range of some µs, since solely the speed of polariza-
tion rotation determines the speed of the pattern rotation. Thus, Pockels cells are employed
for the generation of polarization states.
The theoretical basics of the underlying Pockels effect were outlined in subsection 2.4.4. In the
following, the details of the experimental implementation like the orientation of the Pockels
cells’ fast axes will be deduced and discussed.

For all following considerations, it is assumed that the refractive indices of the Pockels cells’
material under an applied electric field are given by nx and ny. Here, ny corresponds to the fast



3.3 Generation of polarization states 51

axis, i.e. nx > ny (see subsections 2.4.2 and 2.4.4 for details). Contrary to the considerations
in subsection 2.4.4, the fast axis does not always coincide with the y-axis of the laboratory
coordinate system. In a more general setting, this axis encloses an angle θ with the x-axis of
the laboratory coordinate system, resembling a rotation of the Pockels cell around the z-axis.
The angle θ is the free parameter to be determined for an experimental implementation. The
effect of the Pockels cell on the polarization state of the incident beam is further determined
by the phase shift Γ. The latter is imprinted onto beam components with orthogonal polar-
ization directions with respect to the principal axes corresponding to nx and ny. This phase
shift depends on the voltage applied to the respective Pockels cell (cf. equation 2.39) and is
therefore controlled electronically.

For a mathematical description, the Jones formalism is employed. Linear retarders, as e.g.
Pockels cells, are uniquely characterized by two parameters as introduced before: the angle
θ enclosed between the fast axis and the x-axis as well as the phase difference Γ between or-
thogonal polarization directions. The Jones matrix for such an inclined index ellipsoid (cf.
figure 2.7) is given by [Här17]

T Γ(θ) =

 ei
Γ
2 cos2 θ + e−i

Γ
2 sin2 θ

(
ei

Γ
2 − e−i

Γ
2
)

cos θ sin θ(
ei

Γ
2 − e−i

Γ
2
)

cos θ sin θ ei
Γ
2 sin2 θ + e−i

Γ
2 cos2 θ

 . (3.3)

The polarization state of the emerging beam can hence be calculated by a matrix-vector mul-
tiplication (see equation 2.19).

Polarization State Generator

The Polarization State Generator for the generation of a linear polarization state with the
requested orientation consists of a combination of two Pockels cells and a quarter-wave plate.
The effect of this configuration on an incident linearly polarized beam is graphically outlined
in figure 3.7 and explained in detail in the following. It is noted here that the configuration
chosen in this work differs from the previously presented arrangements in [Vin15] and [Krü17]
by the additional quarter-wave plate. As discussed later, this yields a higher stability when
aligning for linear polarization states and is therefore preferable for the intended application.

For a beam with initial polarization

J in =
(

1
0

)
,

the angular positions θ1 and θ2 of the Pockels cells are chosen to be 45◦ and 0◦ (see figure 3.7(a)).
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The polarization state of the emergent beam can then be described by

JΓ1,Γ2 = T λ/4(45◦)T Γ2(0◦)T Γ1(45◦)J in

where Γ1, Γ2 denote the respective phase shift for the two Pockels cells. T λ/4(45◦) stands for
the Jones matrix corresponding to the quarter-wave plate with its fast axis enclosing an angle
of 45◦ with the x-axis (see figure 3.7(a)).
After passing the first Pockels cell of this configuration, the Jones vector of the output wave is
described by

JΓ1 = T Γ1(45◦)
(

1
0

)
=

 cos
(

Γ1
2

)
i sin

(
Γ1
2

)
i sin

(
Γ1
2

)
cos

(
Γ1
2

) ( 1
0

)
=

 cos
(

Γ1
2

)
i sin

(
Γ1
2

)  .
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Figure 3.7: Illustration of the polarization state generator’s working principle. (a) The electric field
vector of the incident beam as well as the index ellipsoids for the three components - two Pockels
cells and a quarter-wave plate - of the polarization state generator are graphically displayed. (b) The
polarization states at different stages throughout the transformation are visualized on the Poincaré
sphere. Linear polarization states can be found along the equator of the sphere, including the initial
horizontal polarization J in, indicated by H, as well as vertical polarization V on the opposite site of the
sphere. The poles represent circular polarization states, namely right-handed circular (RHC) and left-
handed circular (LHC) polarization. The transformation by the first Pockels cell with the phase shift
Γ1 is depicted in blue, whereas the effect of the second Pockels cell, with J̃Γ1,Γ2 as resulting polarization
state, is visualized in red. The subsequent quarter-wave plate is indicated in green alongside with the
final linear polarization state JΓ1,Γ2 (modified in accordance to [Krü17]).
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As can be seen from the complex y-component, the first Pockels cell affects the ellipticity.
Inserting the components of JΓ1 in equations (2.16) and (2.17) indicates that the ellipticity
angle changes to χ = Γ1

2 , whereas the polarization angle is Ψ = 0 due to the induced phase
shift of π

2 between the electric field components. Considering the Poincaré sphere as depicted
in figure 3.7, the polarization change introduced by the first Pockels cell can be described by
a transformation along the meridian. The phase retardation of the first Pockels cell is in the
following set to Γ1 = π

2 , yielding circular polarization for the emergent beam.
The phase retardation Γ2 of the second Pockels cell is kept variable. The effect on the emergent
beam is described by

J̃π/2,Γ2 =

 ei
Γ2
2 0

0 e−i
Γ2
2

 1√
2

(
1
i

)
= 1√

2

 ei
Γ2
2

ie−i
Γ2
2


yielding a polarization angle of Ψ = 45◦ and an ellipticity of χ = π

4 −
Γ2
2 when applying

equations (2.16) and (2.17). In terms of the Poincaré visualization, the influence of the second
Pockels cell can be described by a transformation along a meridian rotated by 90◦ compared
to the meridian for the transformation induced by the first Pockels cell.
The ellipticity of the output wave after the Pockels cells pair is determined by the phase
retardation Γ2. Contrary, the beam’s polarization angle Ψ is fixed to 45◦, which does not
yet meet the requirement of accessing all linear polarization states, i.e. arbitrary Ψ for χ = 0.
Therefore, a quarter-wave plate is added, which introduces a phase shift on the beam described
by

Jπ/2,Γ2 =
(

cos
(
π
4
)

i sin
(
π
4
)

i sin
(
π
4
)

cos
(
π
4
) ) 1√

2
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2

ie−i
Γ2
2


= i
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(

Γ2
2

)
cos

(
Γ2
2

)  = ei
π
2

 cos
(
π
2 −

Γ2
2

)
sin
(
π
2 −

Γ2
2

)  .
Hence, the output wave after the polarization state generator is characterized by a polarization
angle of Ψ = π

2 −
Γ2
2 . This implies that the polarization orientation is defined by the phase

retardation imprinted by the second Pockels cell. The ellipticity amounts to 0, since there is
no phase difference between the two electric field components. The pre-factor of eiπ2 indicates
a phase retardation of π

2 of the whole beam with respect to the incident beam. Visualizing
the effect of the quarter-wave plate on the Poincaré sphere yields a transformation along a
meridian parallel to the one indicating the transformation induced by the first Pockels cell
(see figure 3.7). By changing the applied voltage and hence retardation of the second Pockels
cell, an arbitrary linear polarization orientation of the emergent beam can be achieved. Con-
trary, a constant retardation of π

2 is applied to the first Pockels cell, which hence acts as a
quarter-wave plate and could in an ideal configuration be replaced thereby. Experimentally,
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polarization sensitive components like lenses and dichroic mirrors introduce distortions to the
polarization state, resulting in a change of the ellipticity. The first Pockels cell allows for the
flexibility to nevertheless achieve any desired polarization state and is thus utilized to compen-
sate for such distortions.

Exemplary calibration curves for the two Pockels cells in the polarization state generator are
shown in figure 3.8. They are determined with the help of a polarimeter (Schäfter + Kirchhoff
GmbH, Germany) via a self-written LabVIEW routine. The ellipticity χ, defined by equa-
tion (2.17), serves as the measure for linearity, i.e. χ = 0 corresponds to linearly polarized
light. It is recorded by the polarimeter, which is placed in the beam path behind the quarter-
wave plate of the polarization state generator. For a chosen voltage U2 applied to the second
Pockels cell, the voltage applied to the first Pockels cell is altered until a linear polarization state
is recorded by the polarimeter. The upper threshold for the ellipticity is chosen to χ = 0.005,
corresponding to an ellipticity angle of χ = 0.3◦ and thus yielding an undistorted depletion
pattern according to [Krü17]. The voltage U1 is displayed in figure 3.8(a) and is nearly con-
stant, compensating only for misalignments of the system as well as distortions introduced by
optical components.

Figure 3.8(b) shows the expected linear dependence between the voltage U2 applied to the
second Pockels cell, which is directly related to the induced phase shift Γ2 following equa-
tion (2.39), and the resulting polarization angle Ψ. Contrary to the example curves shown in
[Vin15] and [Krü17], all linear polarization states, i.e. the total range Ψ ∈ [0, 180◦], are ac-
cessible with the configuration of the polarization state generator described herein. Moreover,
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Figure 3.8: Exemplary calibration curves for the Pockels cells of the polarization state generator.
(a) Voltage U1 applied to the first Pockels cell as a function of the voltage U2 applied to the second
Pockels cell. (b) Angle of the output wave’s polarization direction Ψ as a function of the voltage U2
applied to the second Pockels cell. A linear fit outlines the dependence between Ψ and U2.
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the fluctuations of U1 are much smaller compared to the previously presented results. These
advantages originate from the additional quarter-wave plate.

Polarization State Analyzer

In the last subsection, the generation of a linear polarization with arbitrary orientation by
means of the Polarization State Generator has been demonstrated. For the depletion pattern
generation, not only the linear polarization of the incident beam undergoing conical diffraction
is of utter importance, but also the subsequent filtering of beam components in the diffracted
beam. This is conducted by the Polarization State Analyzer as described in the following.

A beam with an incident linear polarization with orientation α, i.e.

J in =
(

cosα
sinα

)
,

passes a series of a quarter-wave plate and two Pockels cells as described in section 3.2. The
Pockels cells’ fast axes enclose an angle of 0◦ and 45◦ with the x-axis, respectively. The quarter-
wave plate is oriented in a 45◦ position similar to the arrangement of the Polarization State
Generator. This results in a polarization vector of

JΓ3,Γ4 = T Γ4(45◦)T Γ3(0◦)T λ/4(45◦)J in

of the emergent beam. Assuming a constant retardation of Γ4 = π
2 imprinted by the second

Pockels cell yields

JΓ3,π/2 = ei
π
2

 cos
(
π
2 −

Γ3
2 − α

)
sin
(
π
2 −

Γ3
2 − α

)  .
The prefactor eiπ2 indicates a phase shift of the whole beam with respect to the incoming beam.
The emergent beam is linearly polarized, with the polarization angle given by Ψ = π

2 −
Γ3
2 −α.

This implies that the polarization angle of incident and emergent beam are linearly related
and thus for fixed phase retardation Γ3 assigned unambiguously. A Glan-Thompson prism
with fixed transmission axis along Ψtrans. = π

2 , placed behind the Pockels cells pair, can hence
be used for filtering of undesired beam components: For transmitting components with initial
polarization orientation Ψ̃ through the complete polarization state analyzer, the retardation is
chosen to be Γ3 = −2Ψ̃. The desired beam components exhibit a polarization orientation of π2
after the Pockels cells and are thus transmitted by the Glan-Thompson prism.

The alignment of the Polarization State Analyzer is, similarly to the calibration of the Po-
larization State Generator, realized by a self-written LabVIEW routine. To simplify the align-
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ment procedure, a thin polarizing foil with known transmission direction is placed before the
Polarization State Analyzer. Via a rotation mount, different angles of the incident beam’s
polarization orientation can then be realized. For each angle, the voltages for the two Pockels
cells are determined such that the emergent beam’s polarization, which is controlled with the
polarimeter, is linearly vertical. The resulting calibration curves are similar to the ones dis-
played in figure 3.8.

Depending on the desired depletion pattern orientation, the transmission direction and thus
the retardation are chosen as described in section 3.2. The polarization of the emergent beam
is determined by the transmission direction of the Glan-Thompson prism and is thus fixed. In
order to match the polarization direction in the back focal plane with the depletion pattern
orientation, the final adjustment of the polarization direction is conducted by a third pair of
Pockels cells. Its working principle is analog to the Polarization State Generator, i.e. any cho-
sen linear polarization direction for the emergent beam can be realized for a fixed polarization
of the incident beam.

Switching frequency

There are two main parameters influencing the switching speed achievable with the setup pre-
sented herein: the optical rise time of the Pockels cells and the rise time of the high-voltage
amplifiers employed. The first is in the range of a few nanoseconds and is thus negligible.
However, the rise time of the amplifiers needs to be considered.

For tomoSTED microscopy, a rotation of the polarization direction by 180 ◦, i.e. a change
of Ψ by π, needs to be realized by an appropriate voltage step. The Pockels cells employed
consist of KD*P, which exhibits a Pockels coefficient of rKD*P = 25 pm/V [GAM]. According to
the manufacturer’s specifications, the half-wave voltage, i.e. the voltage necessary for a phase
retardation of π, is Uπ,λ0=1060 nm ≈ 3 kV for λ0 = 1060 nm. Following equation (2.38), Uπ
depends linearly on the wavelength when neglecting dispersion effects, leading to an expected
half-wave voltage of Uπ,λ0=775 nm ≈ 2.2 kV for the STED wavelength. As the expected polar-
ization angle is given by Ψ = π

2 −
Γ2
2 with Γ2 denoting the retardation induced by the second

Pockels cell of the Polarization State Generator, a retardation of π corresponds to a change of
π
2 of the polarization direction. A half-wave voltage of around Uπ,meas. ≈ 2.2 kV can actually
be deduced from figure 3.8(b), coinciding with the expected value. Also the voltage U1 applied
to the first Pockels cell in order to achieve a λ/4 retardation is in very good agreement with
these observations.

For the experimental implementation presented within this work, high voltage amplifiers with
a voltage change of 3 kV in 2.3µs are utilized to control the Pockels cells. For a full rotation
of the pattern orientation, corresponding to a voltage change of 2Uπ,λ0=775 nm ≈ 4.4 kV, this
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yields an upper bound of ≈ 300 kHz to the switching frequency.
Hence, the switching frequency for a pattern generated by conical diffraction is approximately
three orders of magnitude higher compared to a pattern generated with an SLM, enabling the
desired pixel-wise switching of the pattern orientation.

3.4. Reconstruction algorithms
With the methods discussed beforehand, a 1D depletion pattern with switchable orientation
can be generated and employed for the acquisition of individual sub-images under N different
pattern orientations. These sub-images need to undergo a subsequent image processing step in
order to obtain an, in terms of resolution, sufficiently isotropic estimation of the unknown sam-
ple. In this section, two reconstruction approaches, introduced and evaluated for tomoSTED
microscopy in [Krü17], are summarized and their respective advantages are highlighted.
Regardless of the chosen reconstruction method, a correction for oversampling along the con-
focal axis, as outlined in the following, compensates for a higher noise level as compared to an
ideal sampling and is implemented as additional image processing step prior to the reconstruc-
tion. All reconstruction algorithms were implemented in Matlab by J. Keller-Findeisen and
J.-R. Krüger as described in detail in [Krü17].

3.4.1. Noise correction for oversampling

The choice of the pixel size as a parameter for the image acquisition is crucial for the observable
resolution as well as for the signal-to-noise ratio (SNR). An ideal pixelation obeys Nyquist’s
sampling theorem in order to transfer all spatial frequencies and hence resolution information
from the underlying continuous structure to the finitely sampled image. Contrary, the sampling
for realistic imaging conditions, i.e. in the presence of noise, should be as coarse as possible
to maximize the SNR assuming a constant overall imaging time. For a 1D depletion pattern,
the optimum sampling is direction-dependent due to the non-isotropic expected resolution en-
hancement, resulting in a complex sampling grid which would need to be adjusted dependent
on the chosen depletion pattern orientation.
To simplify the experimental implementation, a sampling grid with squared pixels is chosen
in compliance with the super-resolved axis, resulting in a highly oversampled image in the
direction of the confocal axis. This oversampling can be corrected in order to obtain the same
SNR as in the ideal sampling case, as outlined in the following.

Theoretically, an adequate correction of the noise level is sufficient to compensate for the
oversampling, as explained in detail in [Krü17]. As this is not feasible experimentally, a filter
array is employed to join an adequately chosen number of pixels along the confocal direction to
one single pixel. The size and entries of this filter array are solely dependent on the oversam-
pling factor, i.e. the resolution enhancement k. An artificial enhancement of signal is avoided
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by ensuring that the totality of the entries of the filter array amounts to 1. For k = 5 and
a depletion pattern orientation of 0 ◦, i.e. a vertically oriented high-resolution direction, the
filter is thus given by [Krü17]



0 0 0 0 0
0 0 0 0 0
1
5

1
5

1
5

1
5

1
5

0 0 0 0 0
0 0 0 0 0


.

To match the direction of the confocal axis, a rotation matrix is multiplied with the filter array,
and the respective sub-image is convolved with the associated resulting filter [Krü17].

3.4.2. Maximum-value reconstruction

The individual sub-images for the different pattern orientations, after being corrected for over-
sampling, need to be combined to reconstruct a final image with isotropic resolution enhance-
ment. Theoretically, the best image assembly takes only the high-resolution information from
each sub-image into account, reducing their OTFs essentially to the axis containing the highest
frequencies and thus the highest resolution information (cf. subsection 2.2.2). This can be
achieved by comparing all OTFs of the individual sub-images for every frequency coordinate
and keeping the maximum value for an assembled OTF: Only the largest contribution to each
spatial frequency is preserved, corresponding to the high-resolution information. The inverse
Fourier transform of the assembled OTF subsequently yields the final reconstructed image (cf.
figure 3.9).
For a continuous rotation of the pattern, the assembled OTF equals the in subsection 2.2.2
discussed OTFtomo, scaled. In case of discrete rotation steps, which is the feasible implemen-
tation, the assembled OTF is not fully homogeneous, but rather features a “star-like” shape
[Krü17]. This has however been shown of having no visible effect on the assembled image for
an appropriately chosen number of pattern orientations [Krü17].

Comparing the signal of the reconstructed image with that of the sub-images allows one main
observation. By keeping the maximum value of all OTFs at all frequency coordinates, the
resolution is increased and the signal is narrowed down to a smaller spot. Since the overall
fluorescence signal contained in the amplitude of the OTF at u = v = 0 is approximately equal
for all sub-images and thus directly transferred to the assembled OTF, the peak intensity in
the reconstruction is thus higher. This higher maximum intensity in the reconstructed image
compared to the raw sub-images can also be seen in figure 3.9. This observation, meaning the
conservation of signal, is of particular importance in realistic imaging conditions, i.e. for a low
SNR [Krü17].
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Overall, for an appropriately chosen number of pattern orientations, the 1D resolution enhance-
ment can be preserved without introducing artifacts at a high signal level [Krü17], as also seen
from figure 3.9. Moreover, the method does not require any prior knowledge of the optical
system like the pattern directions or the resolution enhancement, since it forgoes a preceding
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Figure 3.9: Principle of the maximum-value reconstruction (taken from [Krü17]): (a) Demonstration of
the basic idea on simulated images for two depletion pattern orientations. The images are transformed
to Fourier space, the maximum value for each pixel is kept and the assembled image is backtransformed
to real space. (c) TomoSTED image for N = 8 pattern orientations, obtained by maximum-value
reconstruction, and (b) one exemplary sub-image showing a 1D resolution increase. The blue circle
highlights an exemplary area, showing no artifacts for the reconstruction. (e) Intensity plots along line
profiles highlighted in (b,c). All scale bars indicate a length of 0.5µm.



60 3 Material and Methods

determination of the PSF.

Nevertheless as noted in subsection 2.2.2, the signal per sub-image scales with k/N compared
to the 2D STED image for the same total acquisition time and the same resolution enhance-
ment k = k1D = k2D. Here, N denotes the number of pattern orientations chosen for the
acquisition. For challenging imaging conditions with a low SNR, it might thus be appealing to
decrease N even below Nopt as introduced in subsection 2.2.2. As demonstrated in [Krü17], a
choice of N = Nopt/2 can still be adequate under certain circumstances, but ray-like artifacts
and a decrease of the resolution enhancement are unavoidable. The choice of N has therefore
to be seen as a trade-off between a sufficient sampling of pattern orientations or an enhanced
signal at the price of a lower resolution enhancement. A reconstruction approach dealing well
also with less pattern orientations is the so-called Richardson-Lucy deconvolution, which is
presented in the following.

3.4.3. Richardson-Lucy deconvolution

The Richardson-Lucy deconvolution is an iterative deconvolution procedure with the aim of
approximating an unknown object W by means of probability estimates. The basic idea was
first presented by [Ric72] as a method for the restoration of noisy degraded images and by
[Luc74] as a technique for generating estimates to solutions of deconvolution problems in sta-
tistical astronomy. It is summarized subsequently, following the notation introduced in [Krü17].

The imaging process can be mathematically described by the convolution of the real, gen-
erally unknown, object W and the PSF hj of the imaging system. For tomoSTED microscopy,
hj , j ∈ {1, . . . , N} equals the PSF for each depletion pattern orientation, with N being the
number of recorded orientations. The obtainable sub-image Gj for direction j can thus be
expressed as

Gj = W ∗ hj .

The Richardson-Lucy deconvolution exploits a-priori knowledge about the PSF of the imaging
system and the information of the recorded image in order to find an estimation of the object.
The technique is based on Bayes’ theorem on conditional probability and aims on maximiz-
ing the likelihood of the observed sample, conserving constraints on the frequency distribution,
i.e. normalization and non-negativity [Luc74]. Contrary to the maximum-value reconstruction,
the Richardson-Lucy method has the significant advantage of exploiting the overall fluorescence
signal for the deconvolution procedure.

Starting with an initial estimate W 0
est for the object, which is of the same size as the de-

tected image, i.e. an array of ones, the Richardson-Lucy result F i+1
j for the sub-image j,
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j ∈ {1, . . . , N}, and the (i+ 1)-th step is given by [Krü17]

F i+1
j = Gj

Giest,j
? hj

with Giest,j = W i
est ∗ hj denoting the estimated sub-image in step i and ? the 2D correlation.

This estimated sub-image is compared with the real image Gj in order to obtain a weighting
array Gj

Giest,j
included in the Richardson-Lucy result. The overall Richardson-Lucy result for the

(i+ 1)-th step is given by the sum of the results for the sub-images [Ric72], i.e.

F i+1 =
∑
j

F i+1
j

and corresponds to a weighting image, which is subsequently multiplied with the estimated
object to yield an improved estimate

W i+1
est = W i

est · F i+1.

In realistic imaging conditions, i.e. for strongly varying fluorescence signal levels and in the
presence of noise [Krü17], low fluorescence signals are not well conserved, especially if arising
from areas in proximity of high fluorescence signal regions. This enhancement of contrast,
resulting in a loss of information, can be counteracted by an additional regularization as derived
by [CM96]. After each iteration step, an intensity regularization

W i+1
est, reg =

−1 +
√

1 + 2 · αRch ·W i+1
est

αRch

is performed on the updated estimate of the object, with αRch denoting the regularization
parameter.

As for the maximum-value reconstruction, the choice of the number of pattern orientations
is a trade-off between sufficient sampling and a high signal in the individual sub-images. A
characterization of the necessary number of pattern orientations for Richardson-Lucy deconvo-
lution has been performed in [Krü17] by taking radial OTF profiles for the estimated images
for different numbers of iteration steps (see figure 3.10). The radius for the profile was chosen
corresponding to the high-resolution FWHM in real space. For the number of pattern orienta-
tions chosen as Nopt/2, an oscillatory behavior due to the incomplete sampling of the Fourier
space is observable. The averaged intensity at the local minima has been shown to reach 60 %
of the maximal intensity if the number of iteration steps is chosen sufficiently high [Krü17].
This compares to approximately 10 % for the same quantity in case of the maximum-value
reconstruction (cf. figure 3.10), highlighting the better performance of the Richardson-Lucy
deconvolution in case of a low number of pattern orientations.
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Figure 3.10: Principle of the Richardson-Lucy deconvolution (taken from [Krü17]): Simulated data
for a resolution enhancement of k1D = 5 and N = 4 depletion pattern orientations are reconstructed
by (a) the maximum-value reconstruction and (b,c) the Richardson-Lucy deconvolution (αRch = 0) for
one and five iteration steps, respectively. The scale bar indicates a length of 0.5µm and the intensity
scale is chosen such that the ray-like artifacts in (a) and (b) are clearly visible. (d,e,f) are the respective
Fourier transforms of (a,b,c), where the insufficient sampling in case (a) is clearly visible. (g) Normalized
intensity profiles along a circle of radius 1

∆ST ED
(indicated in blue in (d,e,f)) show the increase in the

averaged intensity at the local minima for an increasing number of iteration steps.
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3.5. Adaptive scanning
So far, tomoSTED microscopy has been discussed in the context of a fast imaging technique for
acquiring a two-dimensional image with a pixel-wise pattern rotation. However, it is by far not
limited to this: Pixel-wise pattern rotation opens the path to a variety of applications, including
adaptive scan patterns for filament tracing. Adaptive scan patterns can also be employed for
improving the performance of 2D STED microscopy, as the introduction of the novel technique
FastRESCue reveals. The experimental requirements for both techniques, including a novel
scan system, are discussed herein.

FastRESCue Conventional RESCue STED microscopy [SER+11] (see also section 2.3) al-
lows to reduce the light dose imposed on a sample by switching both the excitation and STED
laser off for the residual pixel time if one of two conditions is met:

• Enough signal has been collected (adjustable upper threshold) or

• no signal arises in the first e.g. 10% of the pixel dwell time (adjustable lower threshold).

This is typically experimentally realized by employing acousto-optic modulators, which pro-
vide switching times in the range of around 200 ns and thus enable the switching of laser states
significantly faster than the pixel dwell time.
In this way an up to fivefold reduction of the light dose [HRH+17] or eightfold bleaching reduc-
tion [SER+11] compared to a conventional pulsed STED microscope could be demonstrated,
depending on the sparsity of the sample. On the contrary, this implies that 80% of the total
acquisition time is spent without recording signal waiting for the scan to continue. This as-
pect of RESCue is refined by not turning the lasers off for the remaining pixel dwell time, but
moving to the next pixel immediately as also suggested in [SER+11], a technique referred to as
FastRESCue in the following. A similar technique has been shown for RESOLFT nanoscopy
recently [DCC+19], yielding a significant speed-up of the acquisition time. However, the pixel
dwell times and hence the probing times for RESOLFT are in the order of several hundreds
and tens of microseconds, respectively, simplifying the experimental implementation drastically.
The proposed FastRESCue technique poses significant challenges on the scanning device, as it
implies an almost-immediate response to the signal count and a varying pixel dwell time and
thus makes the galvanometer scanner utilized in [DCC+19] an unsuitable choice.

Filament tracing In live cells, filaments move within the typical time of an image acqui-
sition as highlighted in section 1. To temporally resolve such dynamics, the total acquisition
time needs to be reduced by a reduction of either the pixel dwell time or the field of view.
FastRESCue as described before is a way to reduce the acquisition time without compromising
on the amount of signal collected. For a further reduction of acquisition time, it is necessary
to limit the field of view. The most efficient way of scan field reduction is obviously to image
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only a narrow band around the filament of interest. This poses the problem of determining the
accurate positioning of this band: For a living cell, the filament will move over time, eventually
moving even out of the initial field of view. Thus, a constant adaption of the region of interest
is necessary, controlled by the results of the previous scan. A fast decision for a scan position
as well as a scanning device with a modifiable scan pattern and fast response is inevitable.

The requirements for the scan system for an experimental realization of these techniques,
namely FastRESCue and filament tracing, can hence be summarized as follows:

• response time at least in the range of the typical pixel dwell time, i.e. some microseconds

• variable scan speed

• flexible positioning control, i.e. no pre-defined scan patterns

• precise positioning in the range of a typical structure size, i.e. some nanometers

• achromatic deflection in the range from λ0 = 649 nm− 775 nm

• several tens of micrometer scan range

The galvanometer scanner in combination with the acquisition software utilized so far does not
fulfill these requirements, as explained in the following.

3.5.1. Galvanometer scanner

The QUAD beamscanner uses four mirror galvanometers, driven by analog voltages, to move
the beam across the sample. The four mirrors are arranged in two pairs, each of which is utilized
to deflect the beam along one of the two scan axes, ensuring that no offset in the back-focal
plane is introduced across the full scan range [BREH11]. Therefore, the positioning of the two
paired mirrors relative to each other and hence also the applied voltages are interdependent.
An exemplary snippet of the voltage courses over time applied to the scanner is displayed in
figure 3.11 for all four mirrors under typical acquisition conditions. For a classical image scan,
a triangular shaped signal is applied to the scanner’s mirrors. Studying exemplarily the x-axis,
which is usually the fast scan axis corresponding to a line in the image, and in particular X1,
the graph can be split in areas of rising and falling voltages with the latter being comparably
short. Areas of continuously increasing voltage resemble the time of a line acquisition, with the
signal collected by the detector during the scan being assigned to the corresponding pixel. The
falling segments are used to move the scanner back to the starting position to acquire a new
line. The y-direction is handled accordingly with a much smaller slope for the voltage increase,
corresponding to one scan cycle per image.
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The dependence between X1 and X2 or Y1 and Y2 is of linear nature and is determined as

UX2 = −0.960 · UX1 − 0.463V,

UY 2 = −0.960 · UY 1 + 0.07V.

In the following, the mirror X1 for the x-direction is studied exemplarily. The slope mX1

on rising segments and the maximal voltage difference ∆UX1 are determined by the image
parameters, i.e. the pixel size ∆x, pixel dwell time ∆t and total number of pixels Nx as well
as a unique calibration parameter γ for the specific setup, determined by imaging a reflective
calibration grid with a known spacing. The slope of the applied voltage as well as the total
voltage difference are given by

mX1 =

γ︷ ︸︸ ︷
13.5 V
85µm ·

∆x
∆t ,

∆UX1 = 13.5 V
85µm︸ ︷︷ ︸

γ

·∆x ·Nx.

For measuring the scanner’s response, the voltage applied to the scanner driver as well as
the monitoring voltage on the scanner driver’s output yielding the actual scan position are
measured while acquiring an image of size 3µm× 3µm with a pixel size of 20 nm× 20 nm and
pixel dwell time of 10µs. The results are displayed in figure 3.12(a), featuring the input and
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Figure 3.11: Voltage applied by Imspector to the driver of the QUAD scanner on the four inputs for a
pixel size of 20 nm× 20 nm, a pixel dwell time of 10µs and an image size of 3µm× 3µm. Each pair of
voltages is linearly dependent. Note the different time scales for the fast scan axis X and the slow scan
axis Y.
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output voltages as well as their difference. Due to the finite response time of the scanner, the
monitored output voltage of the scanner driver has a temporal offset compared to its input,
resulting in a voltage difference at fixed time points. This voltage difference, as displayed in
figure 3.12(a), can be translated into a positioning error, giving the maximal deviation between
nominal and actual scan position. The deviation is dependent on the chosen pixel dwell time, as
shown in figure 3.12(b). The functional dependence can be explained by solving the differential
equations for describing the motion of a galvanometer (cf. appendix A). For a constant slope
of the input voltage, as it is the case during a line acquisition, the nominal and actual scan
position have, in the limit of large times, a constant offset T in time, assuming the system to be
critically damped. This offset T only depends on the characteristics of the galvanometer, but
not on the acquisition parameters. Translating the actual scan position back into a voltage, as
done for the monitoring output, yields a constant delay of the output voltage compared to the
input voltage. The resulting voltage difference amounts to

∆U = m · T = 13.5 V
85µm ·

∆x
∆t · T

with the slope m as determined previously. Calculating the spatial deviation resulting from
this voltage offset yields

∆d = ∆U
13.5 V · 85µm = T · ∆x

∆t .

These considerations are supported by the hyperbolic fit shown in figure 3.12(b) alongside with
the measured data.
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Figure 3.12: Measurement of the scanner’s response as a function of the pixel dwell time. An image
size of 3µm× 3µm and a pixel size of 20 nm× 20 nm are chosen as acquisition parameters. (a) Voltage
applied to the scanner driver (input) and monitoring voltage on the scanner driver’s output (left axis)
as well as their difference (right axis) for a pixel dwell time of 10µs. (b) Maximum spatial displacement
between input and monitoring output as a function of the pixel dwell time.
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As seen from figure 3.12(b), a spatial displacement of more than 2µm between nominal and
monitored scan position occurs for a pixel dwell time of 1µs. Hence, for scanning techniques
with different scan patterns, varying pixel dwell time or tracing possibilities there is the need
for a scanning device with a faster response time, resulting in a lower displacement.

An overview of beam scanning techniques can be found in [MS04], featuring galvanometer
scanners as well as acousto-optic and electro-optic scanners alongside less common scanning
techniques. Most of them, like galvanometer scanners, do not meet the necessary requirements
for speed and response time. Acousto-optic scanners are sufficiently fast, but the deflection is
wavelength dependent and therefore not suitable for the presented experimental setup.
EODs as additional scanning devices fulfill all requirements presented beforehand, lacking only
on the scan range which is, depending on the optical components thereafter, in the range of a
few µm. Since they are driven by an analog voltage, yet have no mechanical parts, they can
deflect the beam almost instantaneously. The deflection is a function of the index dispersion
and is relatively constant over the wavelength range of operation. To realize a larger scan
range, they are combined with the galvanometer scanner utilized so far, a similar architec-
ture as described in [RB14]. The specific properties of the EODs employed herein for such a
combination is discussed in the following.

3.5.2. Electro-optic deflectors

As described in subsection 2.4.4, EODs deflect the beam by means of the electro-optic effect,
resulting in a deflection angle after the EOD which depends on the applied voltage as well as
the system’s parameters. During beam scanning however, the angle of incidence of the beam at
the objective’s back focal plane is the measure of interest and needs to be constantly changed
during the scanning process. Projecting the EOD’s pivot point on the objective’s back focal
plane, i.e. aligning all beam scanning devices in conjugated planes, ensures that the beam
remains in the center of the back focal plane during the entire scanning. The tilt results in a
focus displacement of

d = fobj tanα,

defining α as the angle between optical axis and tilted beam and fobj as the objective’s focal
length. The total scan range of an EOD thus depends on the maximum deflection angle θdef
as well as on the magnification of the imaging system which conjugates the Pivot plane with
the back-focal plane. For a magnification M , the deflection angle at the objective is given by

α = θdef
M

,
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Conoptics M311-A
crystal material AD∗P n0 1.54
aperture diameter a 2.5 mm length L 200 mm
deflection factor 7.1µrad/V voltage range ±700 V

Table 3.1: Properties of the electro-optic scan system.

yielding smaller scan ranges for higher magnification. Since over-illumination of the objective’s
back aperture is essential for a good image quality, the beam diameter wobj at the objective’s
back focal plane cannot be compromised on. Thus, the magnification is mainly determined by
the beam width at the deflector, which has an upper limit as described by equation (2.37).
The resulting maximal deflection angle is

αmax = θdef, max
wobj

(
a− 1

n0
θdef, max · L

)
.

In this work, two EODs are employed, of which one is utilized for x- and one for y-scanning,
implying that their deflection axes are rotated by 90 ◦ with respect to each other. Since the
electro-optic effect is only exhibited for one polarization direction of the incident beam, the
polarization needs to be rotated accordingly, as realized by a half-wave plate in-between as
shown in figure 3.1. A customized EOD model in combination with a standard voltage driver
(Trek Inc., now part of Advanced Energy, USA) is chosen, as also described in [Göt15]. The rel-
evant properties are summarized in table 3.1. The maximum possible beam diameter amounts
to 1.85 mm. For a total magnification of M = 7.3 and an objective lens of focal distance
fobj = 1.8 mm, a total scan range of ±1.2µm is expected. This is experimentally verified by
imaging fluorescent beads, utilizing the 1D STED depletion patterns as described in section
3.2. Here, the galvanometer scanner is employed for the scanning. Images for different voltages
applied to the EODs are recorded and the induced deviation can be determined by measuring
the relative position of single beads with respect to their position for the undeflected zero. For
each EOD, the orientation of the 1D STED pattern is chosen such that the high-resolution
axis and the deflection axis are parallel in order to improve location accuracy. The results
are depicted in figure 3.13 for both deflectors and show the expected linear dependence on the
voltage. At the edge of the voltage range, deviations with respect to the linear fits are visible,
indicating that the maximum deflection of the EOD is reached. This maximum deflection is in
good agreement with the expected total range of ±1.2µm.

For the experimental implementation of EODs, it is worth noting that the emitted fluores-
cence signal cannot be completely de-scanned for confocal detection due to the polarization-
dependence of the electro-optic effect. Hence, a Glan-Thompson-prism in the beam path behind
the EODs (cf. figure 3.1) filters the fluorescence signal accordingly. Assuming an isotropic fluo-
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Figure 3.13: Focus shift on the sample due to EOD deflection as a function of the applied control voltage
to the voltage amplifier. STED images with 1D depletion pattern of Crimson 40 fluorescent beads are
acquired with the high-resolution axis aligned with the scan direction. A resolution enhancement of
k = 5 for a pixel size of 20 nm is chosen.

rescence emission due to a random distribution of fluorophores’ dipole orientations, this implies
a loss of half of the fluorescence signal.

3.5.3. Assembly of the combined scan system

As discussed beforehand, EODs fulfill all requirements regarding speed and deflection efficiency,
but lack the scan range. In order to resolve this problem, two EODs - one for each scan axis -
are combined with a galvanometer scanner as outlined in the following.
Figure 3.14 shows a systematic sketch of the control of the combined scan system. Due to the
limited number of analog outputs on the data acquisition card (see subsection 3.5.4), there are
only two analog outputs for the scan system available, leaving one per scan direction. Hence, a
home-built printed circuit board with adequate components, highlighted in red in figure 3.14,
is utilized to read and to output all necessary voltages. For a control of the galvanometer
scanner, the voltages UX1 and UY 1 are read from the data acquisition card PCIe-7852 and the
linearly related voltages UX2 and UY 2 are set. The EODs are used to compensate a mismatch
between intended and actual scan position, as outlined in subsection 3.5.1 and induced by
the slow reaction time of the galvanometer motors driving the mirrors of the QUAD scanner.
The actual position can be accessed via the the monitoring output UX1,moni, UY 1,moni of the
scanner driver and is, for the two mirrors X1 and Y 1, used as an input to the controller. The
differences between UX1 and UX1,moni and between UY 1 and UY 1,moni are, appropriately scaled,
rerouted to the voltage amplifiers for the EODs. In this way, the EODs compensate for the
spatial displacement introduced by the galvanometer scanner.
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Figure 3.14: Sketch of the combined scan system’s control. Two voltages for the scanner are output
by the FPGA card (PCIe-7852). They serve as inputs to the printed circuit board (red) and are
subsequently linearly transformed. The monitoring output voltages of the scanner are used as additional
inputs to derive the voltages for the EOD drivers.

3.5.4. LabVIEW program

As mentioned beforehand, the Imspector software utilized for standard image acquisition does
not allow the necessary flexibility for adaptive scanning techniques as described in this section.
A modification of the scan pattern is not accessible once the imaging parameters are chosen,
and moreover a direct access to the acquired signal is not available. This poses the necessity
for a different acquisition software. The multifunction reconfigurable I/O device (PCIe-7852)
used for controlling all analog and digital in- and outputs has a direct support for LabVIEW as
development environment which is therefore used as programming interface. This subsection is
dedicated to outlining the most important features of the LabVIEW program associated with
the setup’s operation.

The LabVIEW program consists of two parts: a host program running on the host computer
and an FPGA program, which is compiled on the FPGA of the PCIe-7852 card. The commu-
nication between these programs is managed via FIFO (First In First Out) arrays, which has
the advantage of unsynchronized write- and read-processes. The host program reads the acqui-
sition parameters like pixel dwell time and size, field of view, number of pattern orientations or
RESCue parameters from the user interface. It subsequently calculates all dependent variables
like the necessary voltages for the scan system’s driver as well as for the Pockels cells’ drivers
and hands those over to the FPGA program. It starts the acquisition and can also stop the
acquisition via a hand-over STOP parameter to the FPGA program. Furthermore, it provides
functionalities for saving and displaying the acquired data read from the FPGA program.
The FPGA program runs time-independently of the host program. Compared to a standard
computer program running on the computer’s CPU, which is a sequential processing device, a
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Figure 3.15: Overview of the setup’s operation. A LabVIEW routine running on the host computer
reads the variables like pixel dwell time, pixel size, field of view and RESCue parameters. It calculates
all dependent values and submits them via a FIFO array to another LabVIEW program running on
the FPGA. This program, once compiled, is running independently of the host computer’s CPU and
operating system. It controls analog outputs as well as digital in- and outputs, which are via a breakout
box physically connected to all relevant devices of the experimental setup. Note that only one (out of
two) EOD and only one (out of six) Pockels cell’s driver is shown for simplification.

program compiled on an FPGA can fully exploit the FPGA’s parallel processing capabilities.
This includes the use of Single Cycle Timed Loops (SCTL), for which the entire algorithm of
the loop is executed in a single tick of a 200 MHz-clock. This provides accurate operational
timing, necessary to correctly determine the pixel dwell time.

The FPGA program controls the scan pattern by writing the voltage values UX1 and UY 1 for
the nominal scan positions to analog outputs. Similarly, the pattern orientation is controlled
via the voltages applied to the six Pockels cells, which are also managed by the FPGA program
on the remaining analog outputs. Since there are in total only eight analog outputs available,
the remaining scan control is outsourced as described in the previous subsection. The APD
signal is read via a digital input and directly analyzed for the optimization of scan direction
and pixel dwell time. For the laser control, a pixel trigger is generated on one of the digital
output lines and, post-processed by an electronic switch, routed to the AOMs.
An overview of the setup’s control is depicted in figure 3.15. It features the host computer and
the FPGA, where the according LabVIEW programs are running on, as well as the setup’s
components controlled via the program. A more detailed description of the LabVIEW routines
depending on the concrete application is given in the following.

FastRESCue The workflow of the LabVIEW program for FastRESCue is graphically out-
lined in figure 3.16. The innermost part is an SCTL, cycling on each pixel while the signal
from the APD is acquired. It stops if either one of the two RESCue conditions is met, i.e.
the maximum number of counts is reached or the minimum number of counts has not been
collected in the specified time range, or if the pre-defined pixel dwell time is reached. The col-
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Figure 3.16: Sketch of the workflow of the FastRESCue LabVIEW FPGA program. One continuously
executing while loop contains the for loops for the frame, line and pixel acquisition. At the beginning
of each loop, the corresponding voltages for the scan system or Pockels cells are set. Before each line
acquisition, the STOP parameter is checked and the acquisition continued or interrupted accordingly.
A waiting time at the start of each line additionally guarantees that the galvanometer motors for the
X scan mirrors can return to their starting positions. On each pixel, a SCTL runs until one of the stop
conditions is met. The acquired signal count from the APD as well as the effective pixel dwell time are
output to the host program.

lected signal count as well as the effective pixel dwell time and the actual position are output
to the host program via a FIFO array. The surrounding for loops iterate over the number of
pattern orientations on each pixel, the pixels per line and the lines per frame. At the begin-
ning of each loop execution, the voltages for Pockels cells, X scan axis and Y scan axis are
set respectively. Additionally, before each line acquisition, the STOP parameter from the host
program is checked and the acquisition continued or interrupted accordingly. A waiting time
moreover ensures that the X scan mirrors are reset to their starting positions at the start of
the line. An overall while loop, which is independently running no matter whether the pro-
gram is acquiring or not, is continuously checking for the start of the acquisition and updating
the RESCue parameters. All other parameters, mainly the voltages for scanning and pattern
generation, are read from the FIFO array before the start of this loop.

Filament tracing For the tracing of a filamentous structure, an adaptable scan pattern is
of crucial importance, as outlined in the following. The workflow of the self-written LabVIEW
program for this filament tracing is depicted in figure 3.17.
The basic concept of the algorithm is the scanning of blocks of a certain number of either
vertical or horizontal lines on a pre-defined grid of pixels. The lines have a fixed length, which
is chosen such that the confocal width of the filament is fully covered. On each scanned pixel,
the voltages for the scan system are set appropriately and a for loop iterates over the number of
pattern orientations. For each orientation, the voltages for the Pockels cells are output, before
a SCTL is employed to register the signal count from the APD. The resulting detector signal
is output to the host program for image visualization and post-processing and is additionally
considered as a criterion to define the further scanning path: At the end of each block, i.e. after
a certain number of lines have been acquired, the positioning of the next block is determined
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Figure 3.17: Sketch of the workflow of the tracing LabVIEW FPGA program. One continuously
executing while loop contains for loops for iterating over various pixel positions and pattern directions,
which are determined by a decision algorithm (see details in section 4.3). On each pixel, a SCTL runs
to acquire signal from the APD, which is subsequently output to the host program. At the beginning
of each loop, the corresponding voltages for the scan system or Pockels cells are set. Before each step,
the STOP parameter is checked and the acquisition continued or interrupted accordingly.

based on the registered counts in the last line of the previous block. Here, both the actual
position of the filament as well as its current direction are taken into consideration as described
in detail in section 4.3. In this way, the scan position for the next block as well as the orientation
of the lines for the scan (either vertical or horizontal, cf. section 4.3) are determined, with the
number of lines being calculated at the beginning of the next iteration (for loop ‘block’ in
figure 3.17). A STOP parameter allows the user to interrupt the acquisition at the beginning
of each block. The for loop ‘block’ (cf. figure 3.17) iterates over a pre-defined number of blocks
and thus indirectly determines the length over which a filament is scanned. This for loop is
embedded in an overall while loop, which runs independently of the acquisition and allows to
set the starting position and starting direction for the filament tracing. The scan voltages for
the underlying pixel grid as well as the voltages for the Pockels cells are read from a FIFO,
alongside with all other acquisition parameters, before the start of the outermost while loop.





4. Results and Discussion
The unique features of the beforehand presented experimental setup allow to explore novel
ways for photon-efficient and adaptive STED imaging modes. In the following, three different
approaches are presented. First, tomoSTED microscopy is enhanced by employing conical
diffraction for generating the STED depletion pattern. In this way, a pixel-wise switching of
the pattern orientation can be realized and is first demonstrated on fluorescent microspheres
(see subsection 4.1.1) and second on biological samples (see subsection 4.1.2).
Subsequently, FastRESCue, a novel variant of RESCue aiming on reducing both light dose and
acquisition time, is presented. It makes use of the EOD-assisted fast scanning capability of
the setup by employing adaptive illumination schemes. A characterization of the scan system’s
performance (see subsection 4.2.1) is prepended to results on both fluorescent microspheres as
well as several biological samples (see subsection 4.2.2).
The last section of this chapter (section 4.3) is dedicated to a novel approach for structure
tracing, enabled by the unique combination of fast pattern generation and fast scanning. By
only scanning a single filament instead of the whole field of view, the acquisition speed can be
improved even further.

4.1. TomoSTED microscopy with pixel-wise switching
Conical diffraction has been identified in section 3.2 as a suitable candidate for generating a
1D depletion pattern. A comparison of intensity profiles of simulated patterns suggests a sim-
ilar resolution enhancement for both a pattern generated by conical diffraction and a pattern
generated by a conventional phase mask (see figure 3.3). Pockels cells allow a fast rotation of
the pattern orientation, as discussed in section 3.3, and thus enable switching on a pixel level.
In the following, the depletion pattern is fully characterized employing measurements on flu-
orescent microspheres. Please note that all measurements in this section are conducted with
pulse gating in order to suppress undesired confocal contributions in the STED images.

4.1.1. Imaging of fluorescent microspheres

As described in section 2.2, the applied STED laser power is easily accessible experimentally.
However, it is not the only relevant parameter which governs the fluorescence depletion and
thus the achievable resolution enhancement. The influences of e.g. the fluorophore properties
(STED cross-section), the laser parameters (repetition rate, wavelength) and the microscope
(NA) can be merged into a single parameter, the saturation power Psat. It is given by the
power necessary to deplete the fluorescent signal to half, can be determined experimentally
and allows to compare the performance of different STED patterns regardless of the utilized
microscope.
Therefore, a STED focus with a Gaussian intensity profile is utilized to deplete fluorescence
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and determine Psat. The measurements are conducted for fluorescent microspheres at varying
STED laser power (for all sample protocols refer to appendix B). In order to compensate for
bleaching artifacts, a confocal scan is performed before and after each STED acquisition and
the average of both scans is taken for the further analysis. The sum of the signal count over the
area of 700 nm×700 nm is determined for both confocal scans and the STED acquisition. Sub-
sequently, the respective quantity for the STED image is divided by the average signal count
for the confocal images, yielding the ratio of the signal counts at each STED laser power. The
results are averaged over several beads and displayed in figure 4.1. An exponential fit is used to
approximate the data and allows to determine the saturation power Psat = (0.497± 0.018) mW
from the fit parameters.

The suitability of the suggested STED depletion pattern generated by conical diffraction is ex-
perimentally verified. Both the depletion pattern generated by conical diffraction for ρ0 ≈ 1.3
and a pattern generated conventionally by a 0/π phase plate (data taken from [Krü17]) are
employed for imaging fluorescent microspheres for different STED laser powers. Exemplary
measurements with a depletion pattern generated by conical diffraction for two pattern ori-
entations are depicted in figure 4.2(a) and (b): The upper left corner of each image shows a
confocal image, the lower right corner a STED image with one-dimensional resolution enhance-
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Figure 4.1: Utilizing a Gaussian shaped STED intensity distribution and circular polarization, images
of Crimson 40 microspheres are recorded for different STED laser powers. The resulting signal count
as sum over the area of 700 nm × 700 nm is compared to the respective quantity in confocal mode. To
account for bleaching, the signal count for the confocal mode is determined as average of a confocal scan
before and after the STED acquisition. The average of this ratio over 10 microspheres is shown here
together with an exponential fit. The saturation power can be determined as Psat = (0.497±0.018) mW.
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ment. The corresponding STED PSFs measured on gold beads are depicted in the insets.
A quantitative analysis is conducted by measuring and averaging the FWHM in the direction
perpendicular to the orientation of the 1D STED pattern, i.e. the high-resolution direction.
The measurements are done for the two different pattern orientations shown in figure 4.2(a,b)
as well as for one orientation of the 0/π phase plate (data taken from [Krü17], a homogeneous
resolution increase for different orientations in this case is demonstrated therein) for varying
STED laser power. The measured FWHM is corrected for the size of the microspheres (cf.
[Krü17]) to obtain the effective resolution ∆STED as a function of the saturation factor ζ, de-
termined by scaling the applied STED laser power with the saturation power. The data shown
in figure 4.2(c) are fitted according to equation (2.11) by

∆STED = ∆conf ·
1√

1 + 1
8 ln 2∆2

conf · a · ζ
(4.1)
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Figure 4.2: (a,b) Confocal (upper left corner) and STED (lower right corner) images of fluorescent
microspheres (Crimson 40, 48 nm diameter) with one-dimensional resolution enhancement for a depletion
pattern generated by conical diffraction enclosing an angle of 0◦ (a) and 90◦ (b) with the x-axis. The
scale bar indicates a length of 2µm. Here, PSTED = 38 mW, Pexc = 3.2µW, the pixel dwell time
is set to pT = 30µs and the pixel size to px = 20 nm. The insets show the respective STED PSFs
visualized by gold bead measurements (scale bar 0.5µm). (c) Dependence of the resolution on the STED
laser power for a conically diffracted intensity distribution with orientation of 0◦ (black), a conically
diffracted intensity distribution with orientation of 90◦ (red) and an intensity distribution generated by
a 0/π phase mask (blue). The experimental data are well described by equation (4.1). The respective
Levenberg-Marquardt fits have fitting parameters ∆conf = (269 ± 15) nm, a = (4.9 ± 0.4) 10−5nm−2

(black curve), ∆conf = (278 ± 12) nm, a = (5.0 ± 0.5) 10−5nm−2 (red curve), ∆conf = (261 ± 4) nm,
a = (4.38± 0.12) 10−5nm−2 (blue curve).
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with ∆STED, ∆conf being the FWHM for the effective STED and the confocal PSFs, respec-
tively and a the depletion pattern steepness. The fitting parameters are given by ∆conf =
(269± 15) nm, a = (4.9± 0.4) 10−5nm−2 for the horizontally oriented conical diffraction STED
pattern, ∆conf = (278 ± 12) nm, a = (5.0 ± 0.5) 10−5nm−2 for the vertically oriented conical
diffraction STED pattern and ∆conf = (261 ± 4) nm, a = (4.38 ± 0.12) 10−5nm−2 for a verti-
cally oriented 0/π phase plate. Hence, the parameter a is similar for the two orientations of
the depletion pattern generated by conical diffraction and even larger than for the reference
measurement with the 0/π phase plate. This is also expected from the simulation results pre-
sented in figure 3.3.

Consequently, depletion patterns generated by conical diffraction are, in terms of resolution
enhancement, comparable to or even slightly more efficient than the pattern generated by a
0/π phase plate. Exploiting the high switching rates possible with Pockels cells, a rotation on
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Figure 4.3: TomoSTED microscopy on Crimson 40 microspheres: Comparison of maximum-value
reconstruction and Richardson-Lucy deconvolution. (a) Confocal scan of Crimson 40 microspheres at
an excitation power of Pexc = 7.9µW, a pixel size of px = 20 nm and a pixel dwell time of pT = 90µs.
(b,c) Reconstructed images for the tomoSTED acquisition with 6 pattern orientations at a STED laser
power of PSTED = 46 mW. The individual images for the six orientations are displayed in (d-i). The
maximum-value reconstruction (b) has a significantly lower signal count than the Richardson-Lucy
deconvolution (c), which takes full advantage of all available signal. The Richardson-Lucy deconvolution
was conducted with 20 iteration steps and αRch = 0.0001. Closeups of (j) the confocal, (l) the sub-image
with according pattern orientation, (k) the maximum-value reconstruction and (m) the Richardson-Lucy
deconvolution are shown with the respective line profiles (n) averaged over 3 neighboring lines. The
scale bar indicates a length of 1µm (a-i) and 200 nm in the closeups (j-m).
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a single-pixel level can thus be realized. Such a pixel-wise acquisition is demonstrated on fluo-
rescent microspheres, with the results shown in figure 4.3. Sub-images for six different pattern
orientations (d-i) are displayed alongside with the confocal image (a) and the reconstructed
images (b,c). The maximum-value reconstruction (b) is performed as described in section 3.4.
It shows artifacts due to the insufficient sampling with pattern orientations (cf. figure 2.5) for
the here applied resolution enhancement of k ≈ 6, corresponding to an optimum number of
10 pattern orientations. The under-sampling yields a slightly larger FWHM in the image, as
can be seen from line profiles drawn over a single bead. The corresponding profile is indicated
in the closeups (j-m) and quantitatively shown in (n). The Richardson-Lucy deconvolution
(c,m), performed as described in section 3.4 for 20 iteration steps and regularization parameter
αRch = 0.0001, can compensate for the insufficient sampling, as shown in [Krü17]. It yields the
same image FWHM of 50 nm as in the raw data, corresponding to a FWHM of 42 nm of the
effective PSF.

As a consequence of the results shown in figure 4.2, tomoSTED microscopy with the here
presented depletion pattern yields the same advantages over 2D STED microscopy as for the
variant presented in [Krü17]. Namely, the same resolution enhancement for each sub-image
is obtainable at only half of the STED laser power compared to 2D STED microscopy. For
an adequate comparison of the light dose employed on the sample, the pixel dwell time per
sub-image for tomoSTED microscopy needs to be scaled such that the total pixel dwell time
amounts to the respective quantity utilized for 2D STED microscopy. As shown in [Krü17], the
necessary light dose for image acquisition can be reduced even further by imaging with Nopt/2
number of pattern orientations, yielding an artifact-free reconstruction when employing the
Richardson-Lucy deconvolution. In this way, imaging with only one fourth of the light dose
compared to 2D STED microscopy is possible, as demonstrated in the following on cellular
structures.

4.1.2. Imaging of microtubules in fixed Vero cells

The beforehand characterized depletion pattern is subsequently employed for imaging biological
structures. Microtubules in Methanol-fixed Vero cells are stained with Abberior STAR 635P as
fluorescent dye via antibody-staining. A confocal image is shown in figure 4.4(a) (lower right
corner) with the scale bar indicating a length of 2µm. For a tomoSTED image, a decision on
the number of pattern orientations for the acquisition needs to be taken based on the resolution
enhancement as described in section 2.2. For a chosen STED laser power of 38 mW, a resolu-
tion enhancement of k ≈ 7 is expected, necessitating at least six different pattern orientations
for an artifact-free Richardson-Lucy reconstruction (see figure 2.5 and the description thereof).
These six equally spaced pattern orientations are switched on a single-pixel level with a pixel
dwell time of 5µs per direction, amounting to a total pixel dwell time of 30µs. By scaling the
pixel dwell times of the sub-images, a comparable pixel dwell time as in the 2D case is ensured
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[Krü17], enabling imaging at half of the light dose compared to conventional 2D STED mi-
croscopy. Reordering the signal yields a sub-image per direction, as displayed in figure 4.4(c-h)
on a subset of the whole field of view. A two-dimensionally super-resolved tomoSTED image
(figure 4.4(a), upper left corner) is reconstructed from these sub-images by a Richardson-Lucy
algorithm with 30 iteration steps and regularization parameter αRch = 0.0001. A zoom-in
is shown in figure 4.4(b). The analysis of small fluorophore aggregations yields a width of
less than 40 nm, which confirms the expected 7-fold resolution enhancement (data not shown).
This resolution is sufficient to resolve immunolabeled microtubule filaments. Their expected
diameter amounts to approximately 60 nm, consisting of the size of the unlabeled microtubule
of around 25 nm and the size of the antibodies [WRO78]. Indeed, an exemplary line profile
perpendicular to a filament (figure 4.4(i)) shows a measured structure size of 58 nm.

In order to further reduce the light dose, either less pattern orientations or a shorter pixel
dwell time can be employed. The number of pattern orientations is critical for an artifact-
free reconstruction and is already reduced to the minimum possible value for Richardson-Lucy
deconvolution. On the other hand, the collected signal is still relatively high, allowing a re-
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Figure 4.4: (a) Confocal image (lower right corner) and reconstructed two-dimensionally resolved
STED image (upper left corner) of α-tubulin in fixed Vero cells (fixed in MeOH, Abberior STAR 635P
as fluorescent dye, embedded in Mowiol), based on measurements with six pixel-wise switched pattern
orientations. The scale bar indicates a length of 2µm. Here, PSTED = 38 mW, Pexc = 3.2µW, the
pixel dwell-time is set to pT = 5µs per pattern orientation and the pixel size to px = 20 nm. The
reconstruction was performed by employing the Richardson-Lucy deconvolution with 30 iteration steps
and αRch = 0.0001. (b) shows a close-up of the reconstructed STED image, with (c-h) showing the six
sub-images for the six pattern orientations for the same area (scale bar 1µm). An exemplary line profile
(averaged over 5 neighboring lines) of a filament for excitation and STED image as visualized in (b) is
shown in (i), exhibiting a FWHM of 58 nm in the STED image.
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Figure 4.5: (a) Confocal and (b) reconstructed tomoSTED image (Richardson-Lucy deconvolution
with 30 iterations, αRch = 0.0001) of α-tubulin in fixed Vero cells, based on 6 sub-images for different
pattern orientations. The pixel size is set to px = 20 nm, the excitation power to Pexc = 2.5µW and
the STED laser power to PSTED = 32 mW. The pixel dwell time is pT = 2µs per sub-image, resulting
in a total effective pixel dwell time of only 12µs. The scale bar indicates a length of 2µm. (c) shows a
line profile of a filament (averaged over 5 neighboring lines), yielding the same resolution enhancement
as in figure 4.4.

duction of the pixel dwell time to 2µs per sub-image. In this way, a total pixel dwell time of
12µs can be realized, which is considerably less than typically employed under similar imaging
conditions (cf. subsection 4.2.2). Thus, this yields a tomoSTED acquisition at a significantly
reduced light dose compared to the 2D STED acquisition. Exemplary results on microtubules
are displayed in figure 4.5. Figure 4.5(a) shows a confocal scan and figure 4.5(b) the respec-
tive tomoSTED image. Six different pattern orientations at a pixel dwell time of 2µs each are
switched on a pixel level and reconstructed employing the Richardson-Lucy deconvolution. The
color bar is chosen individually for each image to cover the full dynamic range, while the scale
bar is the same for both images and indicates a length of 2µm. A line profile, averaged over 5
neighboring lines, is displayed in figure 4.5(c) and indicates the same image FWHM as for the
results presented in figure 4.4. Consequently, tomoSTED microscopy enables the acquisition of
super-resolved images of uncompromised quality at a significantly reduced depletion light dose
for a pixel-wise switching of the depletion pattern orientation.

4.2. FastRESCue
TomoSTED microscopy has successfully proven its ability to reduce the light dose imposed on
the sample by a factor of 4 [Krü17]. As discussed in section 2.3, several other techniques have
been developed in the recent years in order to minimize photodamage, with RESCue [SER+11]
being among them. This section is dedicated to the implementation of the novel FastRESCue
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technique (see section 3.5), which enhances the performance of RESCue by not only lowering
the light dose, but also reducing the acquisition time necessary to obtain a high-resolution
image. First, the performance of the scan system introduced in section 3.5 is compared to the
one of the conventional scan via the Imspector software in order to guarantee comparability
of the results. Second, FastRESCue applications on both fluorescent microspheres as well as
various cellular structures are presented.

Being an evolution of RESCue, FastRESCue can obviously be combined with any imaging
technique for which RESCue is applicable. Thus, both tomoSTED and 2D STED microscopy
can take advantage by the novel features introduced by this technique. A 1D depletion pattern
is the ideal candidate for the characterization of the scan system, since potential artifacts or jit-
ters are better visible for the elongated 1D STED PSF. However, to ensure a direct comparison
with the RESCue applications demonstrated in literature during the past years, conventional
2D STED microscopy is employed for most of the imaging part.
Please note that all further measurements within this thesis utilizing the novel scan system are
performed with self-written LabVIEW routines and the resulting images are acquired without
any pulse gating.

4.2.1. Characterization of the EOD-assisted scan system

In this subsection, the scan system composed of the two electro-optic deflectors in combination
with a galvanometer scanner is analyzed and the outcome is compared to scans performed
conventionally via the Imspector software.
A crucial experimental requirement is the positioning of the EODs in such a way that the
pivot point lies in a plane which is conjugated to the objective’s back focal plane. In this way,
the beam only experiences a tilt in this plane while scanning, resulting in a pure displacement
without tilt in the sample plane. In order to verify the correct alignment, a scan is performed
utilizing only the EODs as scanning device. The measurement is conducted for two orientations
of a 1D depletion pattern, corresponding to the two scan axes of the system. The resulting
STED images are displayed in figure 4.6(c,d) in comparison to the conventional scan employing
the galvanometer scanner (figure 4.6(a,b)). The distortions visible at the edges of the images in
figure 4.6(c,d) are due to the lack in scan range and show that the full scan range of the EODs
is slightly smaller than the field of view shown here, as also theoretically predicted. However,
in the central region of the image, corresponding to a scan range of approximately ±1µm, the
homogeneous image quality confirms the correct positioning of the EODs.

Subsequently, the EODs are combined with the galvanometer scanner as described in sub-
section 3.5.3. Scans of fluorescent microspheres for a 1D depletion pattern are acquired con-
ventionally (i.e. by means of a galvanometer scanner and the Imspector software) as well as
utilizing the self-written LabVIEW program with the FPGA. The orientation of the 1D de-
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(a)

(c)

(b)

1   36(d)

Figure 4.6: Comparison of different scanning devices employed for 1D STED images of Crimson 40
microspheres: (a,b) Conventional scan with a galvanometer scanner controlled via the Imspector software
for two different orientations of the STED depletion pattern. The pixel size is set to px = 20 nm, the
pixel dwell time to pT = 30µs, the excitation power to Pexc = 5.5µW and the STED laser power to
PSTED = 50 mW. (c,d) Scan with the electro-optic deflectors for the same acquisition parameters. The
same color bar is chosen for all images for an easier comparison. The scale bar indicates a length of
500 nm.

pletion pattern is chosen such that the high-resolution axis and the fast scan axis coincide for
a higher visibility of eventual distortions. The conventional scan is displayed in figure 4.7(a)
with a closeup shown in figure 4.7(d). To distinguish potential effects caused by the FPGA
scan and effects caused by the combined scan system, a scan with the FPGA program, but
without EODs is conducted. The results are shown in figure 4.7(b) and (e), respectively. Line
profiles, averaged over 10 neighboring lines, are drawn over a single microsphere and com-
pared in figure 4.7(g). Gaussian fits yield a FWHM of (84.1 ± 2.6) nm for the conventional
scan and (80.7± 2.0) nm for the FPGA scan and practically the same peak intensity for both.
Implementing the EODs in the measurements yields the results displayed in figure 4.7(c) and
(f), respectively. From the line profile, a displacement between this measurement and the two
previous measurements is visible. This displacement is caused by the mass inertia of the gal-
vanometer scanner (see figure 3.12) and is present in every image scan. As this displacement
is constant over the whole field of view for constant pixel dwell times, it is usually not visible.
The EODs compensate for this displacement between nominal and actual scan position.
Noticeably, the FWHM and peak intensity obtained for the scan with FPGA and EODs is
unaltered compared to the scan without EODs and moreover to the conventional Imspector
scan. Furthermore, no distortions or artifacts are visible over the whole field of view covering
40µm in the direction of the fast scan axis. Consequently, the combined scan system shows
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the same performance as the conventional scan system for a classical image acquisition.
The same measurement can be conducted switching the fast axis of the scanner in order to also
verify the correct alignment of the second EOD. Similar results are obtained (data not shown).

Finally, the new scan system with EODs is employed for RESCue measurements. For a first
comparison, the same 1D depletion pattern as for the previous measurement (figure 4.7) is
utilized. All scans are performed with the FPGA and various RESCue modalities are studied.
Figure 4.8(a) shows a scan without RESCue, with a closeup displayed in figure 4.8(d). As
before, line profiles of a single microsphere are compared for all imaging modalities in order
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Figure 4.7: Comparison of different scan modes for STED imaging of Crimson 40 microspheres for
a 1D STED depletion pattern: (a) Conventional scan with the Imspector software for px = 20 nm,
pT = 30µs, Pexc = 9.3µW and PSTED = 34 mW. (b,c) Scan with the LabVIEW routine via the
FPGA (b) without and (c) with the EODs for compensating the offset between intended and actual
scan position introduced by the galvanometer scanner. The same color bar is chosen for all images, the
scale bar indicates a length of 2µm. (d-f) Closeups of the images (a-c) with the scale bar indicating
500 nm. (g) Line profiles over a single microsphere (averaged over 10 neighboring lines) as drawn in
(d-f) are compared and fitted by a Gaussian distribution. The fit results for FWHM and amplitude are
stated for comparison.
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to judge potential changes in resolution or signal count. They are displayed in figure 4.8(h)
in combination with corresponding Gaussian fits. A conventional RESCue scan with an up-
per threshold of uTh = 30 counts and a lower threshold of lTh = 2 counts in dT = 25% of
the total pixel dwell time yields a resultant light dose of 36% compared to the conventional
image and is displayed in figure 4.8(b) and (e), respectively. The FWHM of the exemplary
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Figure 4.8: Comparison of different RESCue modes for STED imaging on Crimson 40 microspheres
for a 1D STED depletion pattern. All scans are performed with the FPGA for px = 20 nm, pT = 30µs,
Pexc = 9.3µW and PSTED = 34 mW. (a) Scan without RESCue. (b) Scan with conventional RESCue
for uTh = 30, lTh = 2, dT = 25%, resulting in a light dose of 36% compared to the scan in (a).
(c) FastRESCue scan for the same RESCue parameters as in (b). The scale bar for (a-c) indicates a
length of 2µm, the same color table is chosen for all three images. (d,e,g) show closeups (scale bar
500 nm) of (a,b,c) with line profiles over a single microsphere averaged over 10 neighboring lines. (f) is a
closeup of the same area for a scan performed with FastRESCue, but without the EODs for positioning
correction. A line profile is drawn as well, with the respective data shown in (h). Gaussian fits allow
the comparison of resolution and amplitude. The fit results are given as FWHM = (79.3 ± 2.3) nm,
amplitude = 23.9±0.5 for the scan without RESCue, FWHM = (72.0±1.9) nm, amplitude = 24.5±0.5
for standard RESCue, FWHM = (70.0 ± 1.5) nm, amplitude = 27.3 ± 0.5 for FastRESCue with EODs
and FWHM = (84.6 ± 2.1) nm, amplitude = 15.6 ± 0.3 for the scan with FastRESCue, but without
EODs.
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line profile for the RESCue scan is slightly lowered compared to the conventional scan due to
the better structure detection by the suppression of background, as can be already seen from
the raw data displayed in figure 4.8(h). The image quality of both scans is comparable over
the whole field of view and no artifacts due to the extrapolation of signal for bright pixels are
visible. Ultimately, a FastRESCue acquisition of the same field of view with the same RESCue
parameters is performed and shown in figure 4.8(c) and (g) for the whole field of view and the
closeup, respectively. It exhibits the same image quality as the scan without RESCue and with
conventional RESCue. Moreover, both the FWHM as also the peak intensity are comparable to
the respective quantities in the previous scans. The necessity of the EODs for this acquisition
is illustrated by figure 4.8(f): A closeup of a FastRESCue scan without EODs (large field of
view not shown) exhibits clear distortions. These are caused by the mass inertia of the scanner,
which leads to a changing displacement for a varying pixel dwell time. Consequently, FWHM
and peak intensity (cf. figure 4.8(h)) are significantly worse than the beforehand presented
results.

In conclusion, the novel scan system exhibits the same performance as the conventional scan
via the Imspector software for standard image acquisition both without and with the correction
of the scan position accomplished by the EODs. Moreover, the EOD correction has proven
strictly necessary for the implementation of FastRESCue, which has been shown to yield the
same image quality and resolution at lower light dose and acquisition time. It can hence be
applied for imaging biological structures as conducted in the following.

4.2.2. FastRESCue for imaging

The potential of FastRESCue for reducing both light dose and acquisition time is demonstrated
on both fluorescent microspheres and on several biological structures.
FastRESCue is first applied for tomoSTED images of fluorescent microspheres for a pixel-wise
switched pattern orientation and compared to an acquisition without RESCue. Six different
pattern directions are recorded, with two exemplary directions displayed in figure 4.9(a,b)
for the measurement without RESCue and in figure 4.9(c,d) for the FastRESCue measure-
ment. A comparable image quality can be observed for all four images, as expected from the
measurements presented in subsection 4.2.1. This leads to a comparable image quality also
for the reconstructed images in figure 4.9(g,h). The RESCue parameters have been chosen as
uTh = 30, lTh = 2 and dT = 25%, resulting in an overall light dose of 32% for the FastRESCue
acquisition as compared to the acquisition without RESCue. The resulting pixel dwell times
for each pixel are displayed in figure 4.9(e,f) for the two orientations. Please note that these
dwell times are not consequently identical for all pattern orientations. The overall frame time
of the FastRESCue image amounts to 75% of the overall frame time of the acquisition without
RESCue, which is significantly larger than expected from the light dose. This difference origi-
nates in a wait time implemented to allow for a full switching of the pattern orientation. Due
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Figure 4.9: FastRESCue for tomoSTED imaging of Crimson 40 microspheres. For px = 20 nm,
pT = 30µs per direction, Pexc = 9.3µW and PSTED = 50 mW, tomoSTED images for 6 pattern
orientations are recorded (a,b,g) without RESCue and (c,d,h) with FastRESCue. (a-d) show exemplary
sub-images for two pattern orientations, whereas (g,h) show the reconstructed images, taking into ac-
count all 6 recorded sub-images. The Richardson-Lucy deconvolution is performed with 15 iteration
steps and αRch = 0.0001. (e,f) The pixel dwell time (in µs) for each pixel is graphically displayed for the
FastRESCue acquisition and the two orientations shown in (c,d). The RESCue parameters are set as
uTh = 30, lTh = 2 and dT = 25%, resulting in an overall light dose of 32% compared to the acquisition
without RESCue. A wait time of 50µs is included between the individual pixel acquisitions to ensure
a complete switching of the pattern orientations for both the scan without RESCue and the scan with
FastRESCue. The frame time in the scan with FastRESCue is consequently not much lower than in
the scan without RESCue and amounts to 75% thereof. The scale bar indicates a length of 1µm in all
images.

to limitations in the actual high-voltage amplifiers’ technology, a switching is only guaranteed
in the time span of 50µs. The wait time is constant for both acquisition modes and therefore
highly influences the overall frame time. This limitation can be obviously circumvented by
employing a line- or image-wise switching of the pattern orientation, making the combination
of tomoSTED microscopy and FastRESCue an attractive and feasible choice.

For an adequate comparison of FastRESCue and RESCue as presented in [SER+11], a doughnut-
shaped depletion intensity distribution is employed for the further measurements. It is also
generated utilizing conical diffraction by choosing circular polarization for all three Pockels cells
pairs as outlined in [Bio14] and [Per13]. A representative STED PSF, visualized by imaging
gold beads, is displayed in the inset of figure 4.10(b).
The light dose saving for RESCue is essentially limited by the lower threshold for sparse sam-
ples. Due to background and dead counts of the detector, false positive pixel, i.e. pixels which
exhibit a photon count despite the absence of structure, are relatively common. This aspect can
be tackled by introducing a second lower threshold lTh2, dT2 with lTh2 > lTh1 and dT2 > dT1.
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In this way, the statistical nature of fluorescence emission can be exploited to detect such false
positive pixel and stop the illumination after dT2 instead of illuminating for the whole pixel
dwell time pT .

Preliminary experiments are conducted on fluorescent microspheres again, for which an im-
age acquisition is performed for both confocal and 2D STED microscopy without RESCue,
further referred to as standard STED microscopy. The results are displayed in figure 4.10(a,b),
respectively, with the inset in figure 4.10(b) showing the STED PSF measured by imaging re-
flective gold beads. The corresponding FastRESCue STED image is shown in figure 4.10(c) and
exhibits the same image quality as the reference in figure 4.10(b). This confirms the correct set-
ting of the RESCue parameters, which are chosen as uTh = 50, lTh1 = 1, lTh2 = 2, dT1 = 8%
and dT2 = 12% in this case. The resultant light dose is 6-times lower, amounting to 15.9% of
the light dose necessary for the standard acquisition. The acquisition time for the frame shown
in figure 4.10(c) equals 17.8% compared to the respective quantity in figure 4.10(b). To judge
the decisions taken by the imaging algorithm, the map of the effective pixel dwell times is de-
picted in figure 4.10(d). As immediately apparent, both in areas without structure as well as in
areas of high signal, time and light dose can be saved by applying FastRESCue. Additionally,
few background pixel are detected as false-positive, indicating a not too restrictive setting of
the lower thresholds, which is important to avoid overlooking of dim structures.

As seen from the example of fluorescent microspheres, the resultant light dose (given in percent
of the light dose employed for standard acquisition), further denoted as ‘relative FastRESCue
light dose’, is slightly lower than the resultant frame time (also in percent of the standard ac-
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Figure 4.10: FastRESCue reduces light dose and frame time by a factor of 6: Images of fluorescent
microspheres of 48 nm diameter at a pixel size of px = 30 nm and a pixel dwell time of pT = 100µs for (a)
confocal, (b) standard STED and (c) FastRESCue acquisition (scale bar 1µm). The inset (b) depicts
the STED PSF measured on reflective, 150 nm-sized gold beads (scale bar 500 nm). The excitation
power is set to Pexc = 12.9µW and the STED laser power to PSTED = 80 mW for all conditions. The
RESCue parameters are chosen as uTh = 50, lTh1 = 1, lTh2 = 2, dT1 = 8% and dT2 = 12%, resulting
in a light dose of 15.9% and a frame time of 17.8% compared to the standard acquisition. (d) shows
the effective pixel dwell times, illustrating the potential to speed up acquisition both in areas without
structure as well as in areas of high signal.
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quisition time), denoted as ‘relative FastRESCue frame time’. The remaining difference results
from the overhead of the LabVIEW routine as well as on a line fly-back time for the scanner:
For fields of view larger than the maximum scan range of the EODs, a wait time is implemented
at the end of each line to allow the scan system to go back to the beginning of the line. As
this wait time and the overhead of the program are a constant for both the standard and the
FastRESCue acquisition, the saving in frame time is slightly less than the saving in light dose.
This dependence is analyzed in more detail by imaging fluorescent microspheres for varying
RESCue parameters, yielding different light dose and frame time savings. The resultant rela-
tive FastRESCue light dose and frame time per image are calculated and their dependence is
displayed in figure 4.11.

The measured data for the relative FastRESCue frame time and light dose are close to the
bisectrix, i.e. the curve of equal relative FastRESCue frame time and light dose, which is
visualized in red as reference. The latter is slightly lower than the measured data, with the
difference between relative FastRESCue light dose and frame time increasing for lower light
dose. This difference depends on the chosen maximal pixel dwell time as well as on the constant
overhead of the program, which is more dominant for smaller times. Nevertheless, it is shown
that the light dose saved by conventional RESCue directly translates into a faster acquisition
for FastRESCue imaging. Consequently, the advantages of FastRESCue can immediately be
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Figure 4.11: The light dose saved by conventional RESCue directly translates into a faster acquisition
for FastRESCue imaging: Fluorescent microspheres are imaged for various RESCue parameters, and the
resultant light dose and frame time compared to the standard acquisition is depicted. The acquisition
parameters are chosen as for Fig. 4.10, the scale bar in the example images equals 1µm. The red curve
visualized equal light dose and frame time saving.
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exploited in all applications for which RESCue is advantageous.

Since RESCue is typically employed for imaging biological structures, in the following Fast-
RESCue results for various biological structures are presented. Primarily, the advantages of
FastRESCue are analyzed for fluorescently labeled microtubules in Vero cells, as displayed in
figure 4.12. The FastRESCue image in figure 4.12(b) shows the same image quality as the stan-
dard acquisition in figure 4.12(a), at only 22.7% of the frame time. The detailed distribution
of pixel dwell times in figure 4.12(c) corresponds well with areas of high or very low signal (i.e.
stained structure or background).
To analyze the advantage of FastRESCue on all scales of magnitude, the image in figure 4.12(b)
is divided in disjoint quadratic sub-ROIs of a certain size. The light dose per sub-ROI relative
to the equivalent sub-ROI in the original image in figure 4.12(a) is calculated by the sum of
the respective pixel dwell times. The size of the sub-ROIs is varied and the local light dose
(relative to the standard acquisition) is displayed as a histogram as shown in figure 4.12(d) for
four different sub-ROI sizes. For the histogram, intervals of 5% are chosen, i.e. events between
0 and 5% relative FastRESCue light dose are summed up and displayed at 2.5%. The variance
of this distribution is displayed in figure 4.12(e) as a function of the sub-ROI size.
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Figure 4.12: Analysis of the advantage of FastRESCue depending on the size scale: Images of α-tubulin
in Vero cells (dye: Abberior STAR RED) for (a) standard STED and (b) FastRESCue acquisition with
Pexc = 5.3µW, PSTED = 57 mW, px = 20 nm, pT = 50µs, uTh = 40, lTh1 = 1 and lTh2 = 2, dT1 = 5%
and dT2 = 9% (scale bar 1µm). The global light dose amounts to 20.3% for a frame time of 22.7%
for the FastRESCue acquisition (b) compared to the standard acquisition (a). The distribution of the
effective pixel dwell time (c, in µs) is analyzed in detail by dividing the image in disjoint sub-ROIs of
varying size. The local relative FastRESCue light dose of all sub-ROIs of a specific size is statistically
analyzed. Histograms for different ROI sizes (with edge length 1, 15, 50 and 100 pixel) are displayed in
(d), with the variance as a function of the ROI size being depicted in (e).
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For increasing sub-ROI size, a decrease of the distribution’s variance can be observed: The dis-
tribution itself, as seen from figure 4.12(d), shows two peaks at 2.5% and 97.5% for a sub-ROI
size of one pixel, i.e. 20× 20 nm2, corresponding to the first lower threshold and the maximum
pixel dwell time, respectively. The events at 7.5% correspond to the second lower threshold,
and all other events reflect the pixels where the acquisition was stopped due to the upper
threshold. For increasing sub-ROI size, the outer peaks vanish due to the natural inhomo-
geneities in the structure distribution, as seen from figure 4.12(b). Nevertheless, also for large
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Figure 4.13: Images of various cellular structures: (a,b) Fluorescently labeled α-tubulin in Vero cells
(dye: Abberior STAR RED). The acquisition parameters for the confocal overview (a) are chosen as
Pexc = 2.12µW, px = 100 nm and pT = 30µs. (b) The FastRESCue acquisition is performed with
Pexc = 5.3µW, uTh = 40, dT1 = 4% and dT2 = 7%. The light dose amounts to 22.1% for a frame
time of 24.4% compared to the standard STED acquisition. (c,d) Fluorescently labeled peroxisomes
(PMP70) in Vero cells (dye: Abberior STAR 635P) for Pexc = 2.12µW, px = 100 nm and pT = 30µs (c).
(d) For FastRESCue, the parameters are chosen as Pexc = 8.2µW, uTh = 50, dT1 = 10% and dT2 =
16%, resulting in a light dose of 15.8% and a frame time of 19.0%. (e,f) Fluorescently labeled vimentin
in fibroblasts (dye: Abberior STAR 635P). (e) Confocal overview (Pexc = 3.3µW, px = 200 nm and
pT = 10µs) and (f) FastRESCue acquisition with 17.5% of light dose and 19.8% frame time compared
to the standard acquisition. The parameters for the latter are chosen as Pexc = 16.6µW, uTh = 40,
dT1 = 4% and dT2 = 7%. (g,h) Fluorescently labeled α-tubulin in fibroblasts (dye: Abberior STAR
635P): The acquisition parameters are set to Pexc = 2.12µW for px = 200 nm, pT = 10µs for the
confocal overview (g) and Pexc = 3.3µW, uTh = 40, dT1 = 10% and dT2 = 15% for the FastRESCue
acquisition (h). This enables a resultant light dose of 22.5% and frame time of 24.4% compared to the
standard acquisition. If not otherwise stated, PSTED = 57 mW, px = 20 nm, pT = 50µs, lTh1 = 1 and
lTh2 = 2. The scale bar is given by 5µm (a,c,e,g) and 1µm (b,d,f,h).
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sub-ROI sizes, the main peak remains below 10%, implying that, while a global improvement
of a factor of 5 can be successfully realized, FastRESCue is actually even able to locally speed
up the acquisition up to 10 times.

FastRESCue acquisitions of various representative biological structures are displayed in fig-
ure 4.13 for various cell types, resulting in a relative FastRESCue frame time between 19%
and 25%. For each image, a confocal overview of the cell, highlighting the area chosen for
the FastRESCue STED acquisition, is shown as well. Figure 4.13(a,b) is a second example for
fluorescently labeled microtubules in Vero cells and shows a similar advantage as in figure 4.12.
The RESCue parameters have been slightly modified and found to be optimal as uTh = 40,
dT1 = 4%, dT2 = 7% and pT = 50µs for this field of view.
Figure 4.13(c,d) shows the fluorescently labeled membrane of peroxisomes in Vero cells fixed
with PFA. Despite of the huge variations in size and thus signal, also dim structures are cor-
rectly recognized and imaged. In order to ensure this, the lower thresholds have been chosen
much higher (dT1 = 10%, dT2 = 16% and pT = 50µs) compared to the previous example,
yielding the optimal trade-off between speed gain and image quality. The color table is chosen
appropriately to enable the visibility of all structures.
In figure 4.13(e,f), fluorescently labeled vimentin in fibroblasts is displayed both in the con-
focal overview as well as in the FastRESCue acquisition. The RESCue parameters have been
chosen similarly to figure 4.13(a,b). Despite the more restrictive lower threshold compared to
figure 4.13(c,d), also dimmer structures visible in the background can be correctly resolved.
Finally, figure 4.13(g,h) shows fluorescently labeled microtubules in fibroblasts. The Fast-
RESCue image in figure 4.13(h), at a frame time of 24.4% compared to the standard acquisition,
shows no artifacts or distortions. The RESCue parameters were set to uTh = 40, dT1 = 10%,
dT2 = 15% and pT = 50µs to allow the detection of both dim and very bright structures.

4.3. Filament tracing
Within this work, two techniques for imaging at a reduced light dose at an increased acquisi-
tion speed compared to conventional 2D STED microscopy, namely tomoSTED microscopy and
FastRESCue STED microscopy, have been discussed in detail. The former is based on an opti-
mization of the depletion pattern, while the latter aims at reducing the average pixel dwell time.

A further technique for an increased acquisition speed can be realized by filament tracing
algorithms, where not a whole, pre-defined field of view is imaged, but the scan pattern is
adapted on-line based on the acquired signal. Such a system for the tracing of filamentous
structures based on tomoSTED microscopy relies on a fast switching of the pattern orienta-
tion, as presented in section 3.2, an adaptive scan system, developed in the course of section 3.5,
and a suitable decision algorithm. The latter is developed and presented within this section,
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with a coarse draft of the LabVIEW implementation already discussed in subsection 3.5.4. The
first part of this section (see subsection 4.3.1) is dedicated to results on simulated structures,
with the important aspects of the algorithm being analyzed. In the second part, experimental
data on actin in vitro (see subsection 4.3.2) and microtubules in fixed (see subsection 4.3.3)
and living fibroblasts (see subsection 4.3.4) are presented.

4.3.1. Tracing of simulated structures

To develop an algorithm for the tracing of filamentous structures, suitable criteria for the de-
termination of a filament’s position and direction need to be identified. 1D depletion patterns
yielding a one-dimensional resolution increase seem to be the method of choice for imaging a fil-
amentous structure, which itself only shows a FWHM below the diffraction limit perpendicular
to the structure direction. To verify their suitability, 1D STED images of a ring-like structure
are simulated for 1D depletion patterns of various orientations (see figure 4.14(a-c,e-g)). By
the choice of a circle as underlying structure, all possible structure orientations are considered,
enabling a comprehensive analysis of suitable criteria. All simulations within this subsection
are performed with self-written Matlab (MathWorks, USA) code.
For an on-line adaption of the scan pattern, only the signal acquired at previous scan posi-
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Figure 4.14: Analysis of suitable criteria for determination of a filament’s position and direction.
(a-c,e-g) For a pixel size of 10 nm, the resulting image of a circular structure with a width of two pixels
is calculated for six equally spaced 1D depletion pattern orientations for a resolution enhancement of
k = 8. The scale bar indicates a length of 500 nm. (d) For each pixel, the variance of the intensity over
the pattern orientations is calculated and displayed. (h) Analogously, the pattern direction yielding the
maximum signal count is depicted for each pixel, with 1 denoting the direction yielding an angle of 60 ◦

with the y-axis (as in (a)) and 6 denoting the orientation enclosing an angle of −90 ◦ with the y-axis
(as in (g)). Note that a mask (gray) defined by the variance (d) is applied to the data.
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tions can be taken into account for the decision algorithm. Moreover, no complex analysis
or reconstruction algorithms can be employed due to limited processing power on the FPGA.
Furthermore, for being a valuable tool for live-cell imaging of moving structures, the decision
has to be taken in the order of the pixel dwell time and the algorithm needs to be robust
against possible fluctuations in the total signal count.

For determining the scan pattern, both the structure’s position and its orientation need to
be identified on a pixel basis, i.e. taking into consideration only the signal acquired on a single
pixel for different depletion pattern orientations. For recognizing the structure’s position, the
dependence of the signal’s variance on the depletion pattern orientation has been identified as
a suitable criterion. Applying this criterion on a big field of view yields the results depicted in
figure 4.14(d). On each pixel, the resulting signal count for all six pattern orientations is taken
into account and the variance of those six values is calculated. Obviously, the variance is high
close to the structure, while it is low in the absence thereof. For a filament tracing algorithm,
this implies the necessity of scanning a line roughly perpendicular to the structure, since this
yields the most pronounced peak of the variance. The maximal variance along this line then
indicates the structure’s position.
The direction of a filamentous structure can be determined directly by comparing the signal
on a single pixel obtained for the different pattern orientations. Therefore, the orientations
are numbered as 1 to 6 with n denoting the orientation enclosing an angle of 90 ◦ − n · 30 ◦

with the y-axis. The orientation yielding the maximal signal count for each pixel is displayed in
figure 4.14(h). For a better visualization, the data is masked such that the resulting value is set
to zero wherever the variance at that position is less than 30% of the overall maximal variance
(cf. figure 4.14(d)). It is clearly evident that the chosen pattern orientation can actually well
approximate the real direction of the structure under analysis.
Hence, the filament’s position and direction can be uniquely determined by first identifying
the structure’s position, employing the signal’s variance, and then determining the pattern
orientation yielding the maximal signal at the position of maximal variance.

Based on these results, a tracing algorithm can now be developed. For biological samples,
an upper limit on the structure’s curvature can be assumed, implying that a filament’s di-
rection typically does not change drastically within the course of some pixels. Therefore, the
filament’s direction does not need to be determined on a line-wise basis. Instead, small blocks
of lines are scanned, with the decision algorithm conducted at the end of each block, and the
number of lines per block is chosen depending on the maximal curvature.
Hence, for a given starting position and direction, a scan of a pre-defined number of lines of a
certain length, i.e. pixel number, is conducted (cf. also figure 3.17) on a pre-defined scanning
grid. The orientation of these lines is chosen according to the direction of the structure: For
a horizontally oriented structure, i.e. pattern orientation 6 (see figure 4.15(f)), the lines are
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(a) (b) (c) (d) (e) (f)

Figure 4.15: Sketch of the scan pattern for the tracing algorithm. For a structure direction corre-
sponding to an optimal depletion pattern orientation of 1 to 6 (cf. figure 4.14(h)), the line scan for the
tracing algorithm is chosen as indicated in (a-f) based on a pre-defined scanning grid. A displacement
of the lines in x and y ensures the best possible approximation of the structure’s direction.

initially chosen vertically. Each line is displaced by one pixel in x-direction relative to the
previous line, as schematically illustrated in figure 4.15(f). Analogously, horizontal lines are
chosen for a vertically oriented structure, as indicated in figure 4.15(c). For a structure ori-
entation yielding the depletion pattern orientation 1 optimal, as shown in figure 4.15(a), the
lines are not purely displaced in x-direction, but also in y-direction in order to yield an optimal
scanning of the structure. Therefore, every two lines experience a shift in y-direction by one
pixel, and analogously in x-direction for the pattern orientations 2 (see figure 4.15(b)) and 4
(see figure 4.15(d)).
After a pre-defined number of lines has been scanned, the signal counts for the last scanned
line are evaluated to determine the current position and direction of the filament. The pixel
yielding the maximal variance between pattern orientations is identified as the new position of
the structure. For that pixel, the pattern orientation resulting in the highest signal count is
determined and identified as the new structure’s direction. The scan pattern for the next block
can now be fully determined according to figure 4.15 and the scan is continued.

The tracing algorithm is first tested in Matlab on a simulated filamentous structure. A reso-
lution enhancement of k = 8 is chosen for the simulated PSFs, necessitating at least 6 pattern
orientations when employing Richardson-Lucy deconvolution. The corresponding simulated
images are displayed in figure 4.16(a-c,e-g). The data is reconstructed by both maximum-value
reconstruction (see figure 4.16(d)) and Richardson-Lucy deconvolution (see figure 4.16(h)), with
the former showing slight artifacts at the turns of the filaments due to the insufficient sampling
with pattern orientations. Figure 4.16(i-k,m-o) show the images acquired by the tracing algo-
rithm for the six pattern orientations. Clearly, the inner ring of the structure is successfully
detected and the scanning is limited to a band which fully includes the filament. As seen in
comparison to e.g. figure 4.16(h), also turns of the structure are correctly recognized. Note
that the algorithm is stopped before the starting position is reached again. The data can be
reconstructed employing either maximum-value reconstruction or Richardson-Lucy deconvolu-
tion, with the results presented in figure 4.16(l) and (p), respectively. Both algorithms yield
a good estimation of the structure as compared to figure 4.16(d) and (h). Nonetheless, at the
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Figure 4.16: Results of the first tracing algorithm on a simulated filamentous structure. A filamen-
tous structure is simulated for a pixel size of 5 nm with a structure width of three pixels. (a-c,e-g)
Resulting images of the simulated structure for six equally spaced 1D depletion patterns for a resolution
enhancement of k = 8. The scale bar indicates a length of 500 nm. (d) Maximum-value reconstruction
of the data shown in (a-c,e-g). Negative pixel, resulting from discontinuities in the assembled OTF (cf.
[Krü17]), are set to 0 for the visualization. (h) Richardson-Lucy deconvolution of the same data with
10 iteration steps and αRch = 0.0001. (i-k,m-o) Images acquired by the tracing algorithm for the six
depletion pattern orientations. Only a narrow band of 31 pixel, corresponding to 155 nm, around the
filament is scanned. Scan position and direction are adapted every 5 lines and 120 steps are performed
in total. (l) Maximum-value reconstruction of the data (i-k,m-o). Artifacts arise due to black corners in
the scan at the turns of the filament (highlighted by green arrows). (p) Richardson-Lucy deconvolution
(10 iteration steps, αRch = 0.0001) for the same data. Also here, the filaments seem incomplete at the
positions of the turns.
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turns of the filaments, black areas are visible where the filaments are incomplete (indicated
by green arrows in figure 4.16), especially in the maximum-value reconstruction. These areas
are already visible in the raw data and result from an incomplete scanning of the filament at
the turn: If the orientation of the lines for the scan is changed from horizontal to vertical or
vice versa, parts of the filament are not scanned by this version of the algorithm. This can be
avoided as outlined in the following.

To optimize the algorithm, the change of a horizontal to a vertical line scan is detected during
the decision process. Whenever this occurs, the scan is not continued with the newly deter-
mined scan position and direction, but instead it is still continued in the same direction as
before for a specified number of additional lines. Nevertheless, the newly determined para-
meters are saved and employed as starting position in the next iteration step. The results of
this improved tracing algorithm on simulated data are shown in figure 4.17(a-c,e-g) for the six
depletion pattern orientations. The additional line scans at turns of the filament are clearly
visible and result in a more complete reconstruction, as seen from figure 4.17(d) and (h) for the
maximum-value reconstruction and the Richardson-Lucy deconvolution, respectively. Both re-
construction techniques yield a good approximation of the structure. At the intersection points,
the maximum-value reconstruction even allows an approximation of the initial direction of the
filaments outside the scanned region.
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Figure 4.17: Results of the optimized tracing algorithm on a simulated filamentous structure. The
same structure as in figure 4.16 is simulated. The tracing algorithm is optimized to avoid the formation
of left-out corners in the scan by increasing the number of lines before turns. The results for the six
depletion pattern orientations for otherwise same parameters as in figure 4.16 are displayed in (a-c,e-g).
(d) shows the maximum-value reconstruction and (h) the Richardson-Lucy deconvolution (10 iteration
steps, αRch = 0.0001) for the data shown in (a-c,e-g).
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4.3.2. Tracing of actin filaments

The tracing simulation, as described beforehand, is subsequently translated into a self-written
LabVIEW routine, as already highlighted in section 3.5 (cf. figure 3.17). The results obtained
by utilizing this LabVIEW routine for the tracing of actin filaments in vitro as well as of micro-
tubules in fixed and living fibroblasts are here reported. The measurements are performed with
six different depletion pattern orientations and reconstruction results for both maximum-value
and Richardson-Lucy deconvolution are presented.
Before the tracing algorithm is employed, a confocal scan is performed with the Imspector
software. Starting position and direction as well as the field of view as underlying grid for the
acquisition are determined from that Imspector image and handed over to the LabVIEW rou-
tine. The tracing is subsequently performed on the selected filament for a pre-defined number
of steps.
An exemplary measurement on actin filaments is depicted in figure 4.18. Figure 4.18(a) shows
the confocal scan, highlighting the starting point chosen for the tracing as well as the rough
course of the chosen filament. The output from the tracing algorithm is displayed in fig-
ure 4.18(b), yielding the raw data for the six different pattern orientations. The gray area
indicates non-scanned regions of the overall field of view, visualizing clearly the thin band
around the filament which is scanned by the algorithm. Figure 4.18(c) shows the maximum-
value reconstruction of the data in figure 4.18(b), whereas in figure 4.18(d) the results of the
Richardson-Lucy deconvolution are depicted. Occasionally, the scan region does not fully cover
the filament, as e.g. indicated by the green arrow in figure 4.18(c). This might partly be due
to the relatively low number of pixels per line, which are chosen as 15 here, but, since it is also
more prone to happen at crossings of the filaments, it will be subject to future investigations
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Figure 4.18: Tracing of actin filaments in vitro: (a) The confocal scan, performed with Imspector,
enables the choice of a starting point and direction and is used to set the underlying grid for the tracing
algorithm. The acquisition is performed with Pexc = 1.19µW, a pixel size of 20 nm and pixel dwell time
of 30µs. (b) The raw data for the six pattern orientations are the output from the tracing algorithm
for Pexc = 2.6µW, PSTED = 48 mW, a pixel size of 20 nm and a pixel dwell time of 8µs per pattern
direction. The tracing is performed for 15 pixels per line for blocks of 5 lines each. (c) Maximum-value
reconstruction of the data presented in (b) and (d) Richardson-Lucy deconvolution of the same data
with 10 iteration steps and αRch = 0.0001. The scale bar is valid for all images and indicates a length
of 2µm and the gray area indicates non-scanned regions of the overall field of view.
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and improvements of the algorithm as outlined in chapter 5.
The results presented here demonstrate the ability of the tracing algorithm to successfully iden-
tify and follow the contorted and variegated course of the actin filaments. Even filament regions
characterized by a dimmer staining, as seen in the upper left turn of the filament, do not cause
disruptions, enabling a filament tracing for several µm. For a comparison with the tomoSTED
recordings presented in subsection 4.1.2, filament tracing is performed on microtubules in fixed
cells, as demonstrated in the following subsection.

4.3.3. Tracing of microtubules in fixed fibroblasts

Actin filaments in vitro, as presented in the previous subsection, are a filamentous structure,
but do not come with the typical challenges of cell imaging: The density of the structure can be
adapted, since it is governed by the chosen dilution during preparation, and the labeling back-
ground is negligible. This is caused by the absence of other structures as well as the restriction
of the actin filaments to a thin layer only. Also the properties of the SiR-actin dye are beneficial
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Figure 4.19: Tracing of α-tubulin in fixed fibroblasts (dye: Abberior STAR 635P): (a) In the confocal
overview, acquired with Pexc = 1.19µW, a pixel size of 200 nm and pixel dwell time of 10µs, the area
chosen for the closeup in (b), imaged with Pexc = 3.4µW, a pixel size of 20 nm and pixel dwell time of
30µs, is indicated. The starting position and direction for the filament tracing are indicated in (b), with
the results depicted in (d-i). The acquisition parameters are chosen as Pexc = 10.7µW, PSTED = 35 mW,
a pixel size of 20 nm and a pixel dwell time of 10µs per pattern direction. The tracing is performed for
19 pixels per line for blocks of 5 lines each. (c) Maximum-value reconstruction of the raw data in (d-i).
The scale bar indicates a length of 10µm in (a) and 1µm in all other images.
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in this case: It specifically binds to F-actin and increases its fluorescence intensity more than
100-fold [LRD+14] upon binding, yielding a highly specific staining with low labeling back-
ground. Especially the low background signal obviously facilitates imaging and in particular
filament tracing which relies on detecting differences in signal. Nevertheless, the same tracing
algorithm is shown to successfully trace filaments also in the challenging conditions offered by
the cell cytoplasm environment.
Figure 4.19(a) shows a confocal overview of microtubules stained in fixed fibroblasts. The area
chosen for the closeup in figure 4.19(b) as well as for the underlying grid for the tracing algo-
rithm is highlighted. From the chosen starting position, the tracing is performed over several
µm, with the results displayed in figure 4.19(d-i) for the six different depletion pattern orienta-
tions. The corresponding maximum-value reconstruction is shown in figure 4.19(c). The band
scanned around the structure of interest is again clearly visible, and the algorithm correctly
identifies the course of the filament despite the noticeable background (cf. figure 4.19(b)),
proving its suitability for the imaging of biological structures.

As has been shown so far, the employed algorithm correctly traces the desired structure, but
no conclusion about the quality of the resulting image or the obtainable resolution was drawn.
For this, the results of the tracing algorithm are compared to a conventional tomoSTED ac-
quisition, as presented in subsection 4.1.2. Figure 4.20 depicts such a comparison of both
acquisition modes. In figure 4.20(a), a confocal scan is displayed, highlighting a line pro-
file employed for comparing the resolution between the reconstructed tomoSTED images (b)
and (c) and the reconstructed tracing images (e) and (f) employing maximum-value recon-
struction and Richardson-Lucy deconvolution, respectively. The profile plot in figure 4.20(d),
obtained by averaging over five neighboring lines, yields the same observed structure size in the
maximum-value reconstruction for both the tomoSTED acquisition and the filament tracing.
The comparison of the resulting reconstructed images does not present any sign of artifacts or
distortions caused by the selective scanning performed during the tracing routine.
Hence, this tracing method successfully yields not only a localization of the desired structure,
but also enables super-resolution imaging without the need of scanning the whole field of view.

Two further examples of the tracing algorithm are displayed in figure 4.21(a-d) and (e-h). In
figure 4.21(a) and (e), a confocal overview of the cell is shown, indicating the areas for the close-
ups in (b) and (f), respectively, with the starting positions for the tracing algorithm highlighted
therein. Both maximum-value reconstruction (cf. figure 4.21(c,g)) and Richardson-Lucy de-
convolution (cf. figure 4.21(d,h)) of the raw data are displayed. In figure 4.21(c,d), the tracing
algorithm is performed twice for two different starting positions within the same field of view,
demonstrating the ability of iteratively scanning all structures of interest within a certain area.
However, a more elaborate decision algorithm needs to be employed at positions of crossing
filaments as discussed in chapter 5 in order to avoid multiple scanning of the same filament.
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Figure 4.20: Comparison between tomoSTED acquisition and filament tracing. (a) Confocal scan of
α-tubulin stained in fixed fibroblasts (dye: Abberior STAR 635P) acquired with Pexc = 2.0µW, a pixel
size of 20 nm and pixel dwell time of 30µs. The scale bar indicates a length of 2µm. (b) Maximum-
value reconstruction and (c) Richardson-Lucy deconvolution (10 iteration steps, αRch = 0.0001) of a
standard tomoSTED acquisition with pixel-wise switching of six pattern orientations, acquired with
Pexc = 3.4µW, PSTED = 48 mW, a pixel size of 20 nm and pixel dwell time of 10µs per direction. The
same acquisition parameters are chosen for the filament tracing with the starting position indicated in
(b). The tracing is performed for 19 pixels per line for blocks of 5 lines each. The maximum-value
reconstruction and Richardson-Lucy deconvolution of the data acquired by the tracing algorithm are
displayed in (e) and (f), respectively. Line profiles (averaged over five neighboring lines) of a filament,
as indicated in (a), drawn for the confocal scan as well as the maximum-value reconstruction of both
the standard tomoSTED acquisition and the tracing result are shown in (d).

Figure 4.21(c,d) moreover demonstrates that the algorithm can also handle short disruptions
of the filament at the image border, simply continuing the scan hereafter.
The second example, depicted in figure 4.21(g,h), shows two further characteristics of the algo-
rithm. First, the algorithm is designed to follow a single filament, meaning that the number of
pixels per line is chosen to cover the width of a single filament. For two filaments next to each
other, as identified by the STED acquisition in figure 4.21(g,h) and not immediately apparent
from the confocal scan in figure 4.21(f), the scanned lines will be centered around one of the
two filaments. This might leave the other one only partly scanned, as seen in the right part
of figure 4.21(g,h). Further adaptations of the algorithm, as outlined in chapter 5, will resolve
this issue, leading to a full scan of both filaments. The second characteristic is immediately
visible considering the ending filament in the left part of figure 4.21(g,h). Since no signal is
detected in the continuation of this filament, the algorithm will gradually yield a turn of the
direction, causing a re-scan of the same filament in reverse. After returning to the crossing
point, the tracing can continue along any other filament. In this way, also ending filaments can
be correctly detected and scanned.
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Figure 4.21: Tracing of microtubules in fixed fibroblasts (dye: Abberior STAR 635P). (a) Confocal
overview, acquired with Pexc = 1.19µW, a pixel size of 200 nm and pixel dwell time of 10µs, and
(b) confocal closeup of the highlighted area, imaged with Pexc = 3.4µW, a pixel size of 20 nm and
pixel dwell time of 30µs. The tracing algorithm is performed twice on this field of view for different
starting positions, indicated in (b). The tracing is performed for 15 pixels per line for blocks of 7
lines each (starting position 1) and 19 pixels per line for blocks of 5 lines each (starting position 2),
respectively. The corresponding results are displayed via the (c) maximum-value reconstruction and the
(d) Richardson-Lucy deconvolution (10 iteration steps, αRch = 0.0001). The acquisition parameters are
set as Pexc = 3.2µW, PSTED = 48 mW, a pixel size of 20 nm and pixel dwell time of 10µs per direction.
(e) Confocal overview of a different cell, acquired with the same parameters as for (a), and (f) confocal
closeup of the highlighted area, imaged with the same acquisition parameters as chosen for (b). Tracing
is performed for the starting position indicated in (b) for 19 pixels per line for blocks of 5 lines each,
with the (g) maximum-value reconstruction and (h) Richardson-Lucy deconvolution of the raw data.
The acquisition parameters are set as Pexc = 7.9µW, PSTED = 48 mW, a pixel size of 20 nm and pixel
dwell time of 10µs per direction. The scale bar in (a,e) is set to 10µm, whereas in all other images it
indicates a length of 2µm.

4.3.4. Tracing of microtubules in living fibroblasts

In living cells, the filaments’ movement can cause motion artifacts for a typical image scan
with predefined area, since this area is usually much larger than strictly necessary in order
to ensure that the structure of investigation is fully enclosed. Hence, imaging by means of a
tracing algorithm can allow to observe dynamics which are otherwise not accessible, because
only the structure of interest is imaged. Moreover, in this way areas of the sample which
are not of interest for the process under investigation are not exposed to light. The imaging
of living cells is particularly demanding due to their non-deterministic movement as well as
the requirement for a live-cell compatible staining procedure. Additionally, phototoxicity and
sample damage may result, implying that not every measurement protocol employed for fixed
cells can be directly transferred to live-cell imaging.
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As the application of the tracing algorithm to the imaging of living cells is especially appeal-
ing, this subsection is dedicated to show the performance of this imaging scheme under these,
compared to fixed cells more challenging, imaging conditions.
Microtubules are stained in living fibroblasts as described in the appendix B and subsequently
imaged within the first hour after staining. Figure 4.22(a) exemplarily shows a confocal
overview of a cell. The highlighted subset is subsequently chosen for a more detailed analysis.
For this subset, a confocal pre-scan is performed, as shown in figure 4.22(b) with the red color
table. Within the subsequent 5 minutes, the tracing algorithm is employed on that sample
region for two different starting points, with the results shown in figure 4.22(c) in blue. Here,
the final image is reconstructed from the raw data via the Richardson-Lucy deconvolution and
for better visibility, the color scale for the tracing results is enhanced. In red, the confocal
pre-scan is shown again for comparison, and a further confocal scan, shown in green in (b)
and (c), is performed immediately after the two tracings. The filament’s movement is clearly
visible in both subsets, indicating a displacement and change of shape between the first confo-
cal, the respective tracing and the second confocal scan. The filament can be clearly identified
to be the same in all three scans, implying that the algorithm detects each filament’s current
position and direction. A line scan, shown in figure 4.22(d) and indicated in (c), highlights the
movement as well as the resolution enhancement of the tracing result compared to the confocal
scans.
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Figure 4.22: Tracing of microtubules in living fibroblasts (dye: SiR). (a) Confocal overview, acquired
with Pexc = 6.7µW, a pixel size of 200 nm and pixel dwell time of 10µs, and (b) confocal closeup of
the highlighted area at two time points t0 and t2 ≈ t0 + 5 min, imaged with Pexc = 3.4µW, a pixel size
of 20 nm and pixel dwell time of 30µs. The tracing algorithm with 19 pixels per line for blocks of 5
lines each is performed twice on this field of view for different starting positions, as indicated in (b).
(c) The results of the tracing algorithm (blue, Richardson-Lucy deconvolution with 10 iteration steps,
αRch = 0.0001) are displayed as overlay with the two confocal images. The tracing was performed at a
time point t1 with t0 < t1 < t2. The acquisition parameters for the tracing are set as Pexc = 10.6µW,
PSTED = 40 mW, a pixel size of 20 nm and pixel dwell time of 10µs per direction. The scale bar in (a)
is set to 10µm, whereas in (b) it indicates a length of 2µm. In (c) it depicts 500 nm. (d) shows a line
profile, averaged over 10 neighboring lines, as indicated in (c). The filament’s movement as well as the
resolution enhancement of the tracing compared to the confocal scans is clearly visible.
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Hence, the algorithm is able to identify and trace moving filaments in living cells with super-
resolution and is thus generally compatible with live-cell imaging. This paves the way for many
biological applications, which are discussed in view of further improvements to the algorithm
in chapter 5.



5. Conclusion and Outlook
In the here presented thesis, adaptive scanning for STED microscopy with the focus on low-
illumination and fast-scanning imaging schemes has been presented and successfully applied to
a variety of biological samples.

TomoSTED microscopy, as introduced in section 2.2, has been shown in the past to yield
images of uncompromised quality at a reduced light dose and acquisition time for a line-wise
switching of the pattern orientation when compared to the classical 2D STED variant. It can
directly be combined with other sample-conserving techniques like RESCue and is therefore
the STED variant of choice when low-illumination imaging is required. Unfortunately, with a
line-wise switching tomoSTED microscopy cannot provide the same flexibility as the classical
2D STED variant, since the same pixel needs to be scanned repetitively with a time offset of
more than several hundred µs.
Thus, a method to generate 1D depletion patterns with the possibility for pixel-wise switching
has been developed within this work by employing the phenomenon of conical diffraction (cf.
subsection 2.4.3). By extensive simulations, as presented in section 3.2, optical design para-
meters for a suitable focal intensity distribution have been identified. It has been shown that
utilizing this intensity distribution as a 1D depletion pattern provides the same performance
as the previously employed pattern, which was generated by phase-modulation. Using conical
diffraction for pattern generation has the advantage that the pattern orientation can be con-
trolled by polarization optics, which is why a special focus is put on the generation of suitable
polarization states (cf. section 3.3) by utilizing Pockels cells. The experimental implementa-
tion, as described in section 3.1, has shown to yield satisfactory results: The depletion pattern
compares well with the standard 1D depletion pattern, as seen from resolution measurements on
fluorescent microspheres (cf. subsection 4.1.1). Not only the single depletion pattern exhibits
the same pattern steepness as the standard 1D depletion pattern, which is the crucial parameter
for the resolution enhancement, but also the recording of tomoSTED images with a pixel-wise
switching of the depletion pattern orientation yields the expected high resolution in the final
reconstructed image. By acquiring super-resolved images of microtubules in fixed Vero cells (as
shown in subsection 4.1.2), tomoSTED microscopy with the novel pixel-wise switched depletion
pattern has definitely proven its strength and its feasibility whenever it comes to imaging bio-
logical samples with a combination of high resolution, fast acquisition and light-dose reduction.

To further improve the performance of this novel tomoSTED microscopy variant with respect
to light dose saving and acquisition speed, innovative adaptive scanning methods come into
play. The here presented methods are based on the simple but efficient idea of determining
the next step of a non-predefined scan pattern by the actual detected fluorescence signal, en-
abled by employing a fast-responding scanning device. A scan system with a large field of
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view and a response time below the typical pixel dwell time is not available yet on the mar-
ket. After investigating the state-of-art scanning possibilities already available in the life- and
material sciences, a combination of a galvanometer scanner with electro-optic deflectors has
been identified as the most suitable candidate. The detailed characterization of this scan sys-
tem’s components as well as of its self-written LabVIEW control software has been outlined
in section 3.5. The advantages derived by a careful combination of this scan system with the
beforehand presented depletion pattern generation yields an innovative experimental setup (cf.
section 3.1) with a high flexibility regarding the scan pattern and the switching of the depletion
pattern’s orientation, enabling the further investigation of high-resolution, sample-preserving
and fast imaging techniques.

The first application of this innovative experimental setup has been the combination of two
sample-conserving imaging techniques, namely tomoSTED microscopy and RESCue. RESCue
is widely appreciated for its ability of reducing the light dose, but does not provide any im-
provement of the acquisition speed, which is highly desirable for modern biological applications.
The here presented RESCue variant, namely FastRESCue, exploits the features of the here pre-
sented novel adaptive scanning technique in order to translate the light dose saving into an
acquisition time saving: While in RESCue the lasers are simply switched off for the remaining
pixel dwell time when certain signal conditions are fulfilled, in FastRESCue the lasers are left
on, but the scanning is immediately advanced to the following pixel. The utilized LabVIEW
routine for the setup’s control (described in section 3.5) has shown its suitability for imaging
as reported in subsection 4.2.1. Comparing standard image scans performed via the previ-
ously employed Imspector software and via this LabVIEW routine has shown no significant
differences regarding image brightness or resolution. However, when applying FastRESCue,
the novel scan system has proven inevitable for an undistorted image acquisition (cf. subsec-
tion 4.2.1). In particular for FastRESCue acquisition, the scan system provides the required
response times, enabling imaging at uncompromised quality when compared to the standard
scan without RESCue or with classical RESCue acquisition.
To further prove the abilities of FastRESCue and confirm that the final image quality is com-
parable with the previously presented results for RESCue [SER+11], FastRESCue is subse-
quently applied for a 2D STED depletion pattern on various samples. Imaging of fluorescent
microspheres has demonstrated the direct translation of the light dose saving into a saving of
acquisition time (cf. subsection 4.2.2), enabling a reduction of both light dose and acquisition
time by a factor of more than 5 compared to a non-adaptive scan. By a local image analysis
of a typical filamentous sample, even an improvement of a factor of 10 can be achieved locally.
Various biological samples have been studied subsequently, demonstrating a reduction of light
dose and acquisition time at uncompromised image quality.

Combining FastRESCue and tomoSTED is intriguing, since their individual advantages are
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retained and the resulting reduction of light dose as well as acquisition time is potentially more
than one order of magnitude. The general compatibility of both techniques has been demon-
strated in subsection 4.2.2, with FastRESCue providing an individual pixel-based decision for
each pattern orientation. Unfortunately, the actual technological limitations regarding the
speed of the high-voltage amplifiers used to drive the Pockels cells forced the introduction of
a waiting time between individual pattern orientations. Even though, the resulting switching
frequency is still considerably higher than for the original tomoSTED implementation employ-
ing a spatial-light modulator, leaving also space for future improvement. A combination of
FastRESCue and tomoSTED microscopy is thus, in its current technical implementation, only
competitive for a line-wise or image-wise switching of the pattern orientation.

Adaptive scanning has been demonstrated to increase the acquisition speed of a RESCue ac-
quisition by a factor of 5 by inter alia reducing the pixel time where no structure is detected.
However, the time spent on such areas cannot be arbitrarily reduced due to the statistical nature
of photon counting. A scanning method which can completely avoid scanning structure-free
regions can hence yield an additional, considerable improvement of the acquisition speed. Such
a scan pattern has been developed within this work, with a successful application to filament
tracing (cf. section 4.3), where only a small band around the filaments is scanned. By ex-
ploiting the characteristics of the depletion patterns employed for tomoSTED microscopy, the
determination of the scan direction can be taken on-line without any need for further assump-
tions or even for information based on previously scanned positions: Imaging a filamentous
structure with a 1D effective PSF, whose orientation matches with the structure’s direction,
yields the highest signal count. The actual structure’s direction can thus be determined by
rotating the PSF’s orientation (cf. subsection 4.3.1). This paves the way to an adaptable scan
pattern as developed in the course of subsection 4.3.1 and successfully applied on both actin
filaments in vitro (cf. subsection 4.3.2) and microtubules in fixed (cf. subsection 4.3.3) and
living cells (cf. subsection 4.3.4). The developed algorithm is able to correctly identify the
course of a filament also in the presence of labeling background, and the scanning of a thin
band around the filament allows the reconstruction of a super-resolved image thereof, which
shows the same resolution enhancement as a classical tomoSTED image. Choosing multiple
starting positions for the algorithm within the same field of view allows imaging not only of
one particular filament (cf. subsection 4.3.3), but in future perspective will enable imaging the
whole sample region by only scanning narrow bands around the existing structure. By tak-
ing into account the signal distribution over the pattern orientations in addition to the signal
intensity, a detection of crossing points will also be possible, allowing a deliberate choice of
the further scan direction at these points. Moreover, the corresponding coordinates could, in
a further step, be used to define new starting positions.
Several additional optimization steps can be implemented to further improve the stability and
performance of the tracing algorithm. The optimal algorithm will however inevitably strongly
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depend on the sample structure and the available signal-to-noise ratio. Therefore, an algorithm
developed via training a neural network is very promising: With machine learning techniques,
an optimal algorithm can be obtained by providing some exemplary raw data for each type of
sample.

As already outlined previously, the speed of the tracing algorithm is currently mainly lim-
ited by the waiting time necessary for switching the pattern orientation. This restriction is
not fundamental to the technique itself, but imposed by the employed high-voltage ampli-
fiers’ limitations. With further developments in this technology, a faster switching can be
realized, allowing a powerful combination of pixel-wise switched tomoSTED microscopy with
FastRESCue. The latter can be even further optimized by the same development RESCue has
undergone in the latest years: A confocal pre-scan can e.g. be employed to obtain a first map of
the sample, or the number of lower thresholds can be further increased by a thorough statistical
analysis. Also the control of the scan system itself can be optimized: So far, the electro-optic
deflectors compensate for the total offset between desired and actual scan position, meaning
the compensation includes the - for a constant pixel dwell time - constant offset shown in sec-
tion 3.5. Also for a varying pixel dwell time, the compensation therefore almost always acts
in the same direction, and the employed range of the electro-optic deflectors is not centered in
their total scan range. As an offset of the whole field of view by some micrometers is typically
acceptable, a more efficient implementation could exploit their full scan range: By subtracting
a constant offset, which then depends on the average pixel dwell time (cf. section 3.5), the
applied compensation by the electro-optic deflectors can be centered in their available scan
range and thus yield better performances for highly varying pixel dwell times. This can allow
for larger scan ranges or smaller average pixel dwell times than shown within this work.
Especially for the imaging of living cells, the available signal is a limiting factor due to bleaching.
The general compatibility of the tracing algorithm with live-cell imaging has been demonstrated
in subsection 4.3.4. A further step can be the repetitive scanning of the same filament in order
to investigate its dynamics. With the employed samples, this was not feasible due to a too low
signal count for consecutive acquisitions, preventing the algorithm to take a meaningful decision
about the filament’s position and direction. This aspect can be tackled by further improving
the staining, but mainly by optimizing the setup’s design for that specific application: By the
implementation of the electro-optic deflectors in the excitation, the STED and particularly the
detection beam path, half of the fluorescence signal is lost due to the polarization-dependence
of the electro-optic effect. Since the deflection angle induced by the electro-optic deflectors and
thus also the resulting displacement is small, the de-scanning by the electro-optic deflectors
can be omitted in case a confocal detection is not essential. Thus, excitation and fluorescence
can be separated prior to the electro-optic deflectors, yielding an improvement in signal by a
factor of 2. This however needs to be weighed against the advantages provided by the confo-
cal detection implemented herein, i.e. mainly the z-sectioning capability, and the choice will
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probably depend on the desired outcome.

The here presented adaptive scanning methods are not only applicable to STED microscopy,
but to any other targeted read-out technique. Moreover, the combination with well-established
techniques like DyMIN or ISM can yield further improvements regarding the employed light
dose. Also an extension to dual-color STED microscopy by implementing a second excitation
laser for the simultaneous observation of different structures is feasible. In this way, filament
tracing can also be extended to study interactions like the course of a motor-protein on a fila-
ment.

Hitherto, adaptive scanning has been considered and realized in the view of a two-dimensional
imaging technique. For cellular observations, a three-dimensional imaging of sample volumes
with a resolution enhancement in all spatial directions is often preferable. An extension of the
fast scan system to three dimensions can be realized by exploiting e.g. an electro-optically
actuated varifocal lens for selecting the z-position. According to the data sheet [NTT19] and
related publications [IYTS09, YF14], such a lens can have response times in the range of some
microseconds and thus has a re-focusing speed which is comparable to the respective quan-
tity for the electro-optic deflectors. As RESCue, and thus also FastRESCue, is typically most
efficient in three-dimensional imaging due to the high amount of structure-free volume, this ap-
plication is of particular interest. For combining tomoSTED microscopy with such techniques,
its concept has to be extended towards a 3D high-resolution imaging technique by rotating a
line- or sheet-like PSF around two angles. Such an implementation is very promising, both as
a low-illumination imaging technique, but also in the view of applications beyond imaging like
three-dimensional structure tracing.
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Nomenclature and Abbreviations
General nomenclature
ε a tensor
ε a vector
εa,b different vectors denoting the same underlying physical quantity
ε absolute value of the vector ε
ε̂ unit vector in the direction of ε
εx,y,z,i components of the vector ε with respect to coordinates x, y, z or any

component i
ε0 free space value of ε, i.e. vacuum permittivity

Roman symbols and abbreviations
a crystal’s aperture, also: pattern steepness
A semiangle for the cone of conical diffraction, also: focal area
a1, a2 coefficients for the Taylor expansion of the refractive index
AD*P ammonium dideuterium phosphate
AOM acousto-optic modulator
APD avalanche photo diode
B magnetic induction
B0, B1 integral functions for the theory of conical diffraction
BC biaxial crystal
c speed of light in vacuum
CCD charge-coupled device
d distance, displacement
dx, dy components of the polarization vector in the Jones formalism
DM dichroic mirror
dT fraction of the pixel dwell time for RESCue imaging
D electric displacement field
D transverse profile of conically diffracted beam
DyMIN Dynamic Intensity Minimum
e Euler’s number
E electric field vector
EOD electro-optic deflector
Exc. excitation
f focal length, also: radial polar coordinate
F Richardson-Lucy result
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FIFO First In First Out
FPGA Field-Programmable Gate Array
FWHM Full Width at Half Maximum
G image
GS galvanometer scanner
GT Glan-Thompson prism
hSTED,conf,eff,j respective Point Spread Function
hP Planck constant
H magnetic field strength
H matrix operator for the description of conical diffraction
i imaginary unit
I intensity
J Jones vector
J0, J1 Bessel functions of zeroth and first order
JSTED,sat pulse fluence
k wave vector
k absolute value of the wave vector, also: resolution enhancement, also: rate
KD*P potassium dideuterium phosphate
KTP potassium titanyl phosphate
l, L length of: crystal, Pockels cell, medium
lTh lower threshold for RESCue acquisition
m slope of the scan system
M magnification
M matrix
M material constant for acousto-optic modulators
n refractive index
N number of pixels, also: number of pattern orientations,

also: number of photons per pulse
NA numerical aperture
O object function
OL objective lens
OTF Optical Transfer Function
P transverse wave vector
P absolute value of the transverse wave vector, also: Pivot point,

also: laser power
PC Pockels cell
PH pinhole
PSA Polarization State Analyzer
PSF Point Spread Function
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PSG Polarization State Generator
pT pixel dwell time
px pixel size
Q integration variable
R radius, radial coordinate
R0 radius of the emergent cone of conical diffraction
r linear electro-optic coefficient
R intensity ratio for acousto-optic modulators
< real part of a complex number
RESCue REduction of State transition Cycles
RESOLFT REversible Saturable OpticaL Fluorescence Transitions
s direction of wave normal, k = ks

S Poynting vector
s quadratic electro-optic coefficient
S sample
S0 ground state
S1 first excited state
SNR signal-to-noise ratio
STED STimulated Emission Depletion
t time
T delay in the scan system
T Jones matrix
T1 triplet state
TC telescope
TTL transistor-transistor logic
U voltage
uTh upper threshold for RESCue acquisition
u, v coordinates in Fourier space
vp phase velocity
w beam waist
W object’s function
x,X spatial coordinates
y, Y spatial coordinates
z, Z spatial coordinates
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Greek symbols
α angle
αRch regularization parameter for Richardson-Lucy deconvolution
β ratio between k1D and k2D
γ calibration parameter for the scanning device, also: optical cross section
Γ phase shift
δ angle of the polarizer for conical diffraction
∆ difference of two values, also: Full Width at Half Maximum
∆x, ∆t pixel size and dwell time
ε electric permittivity tensor
ζ scaled axial coordinate for conical diffraction, also: saturation factor
η parameter for description of electro-optic deflectors, also: suppression factor
θ angle, angle of incidence
Θ Heaviside function
κ material constant of the electro-optic deflectors
λ wavelength of an optical wave
Λ wavelength of an acoustic wave
µ permeability tensor

π Ludolph’s number
ρ scaled radial coordinate for conical diffraction
ρ0 parameter for conical diffraction
σ standard deviation
τ lifetime
ϕ phase angle
φ angle polar coordinates
χ ellipticity
Ψ polarization angle
ω angular frequency of an optical wave



A. Appendix

Mathematical description of a galvanometer

A galvanometer is an instrument typically employed for detecting small electric currents. Its
central part is a coil in a constant magnetic field with the current flowing through this coil
[MS04]. By the induced magnetic field, the coil twists, resulting in a change of the pointer’s
angular position. Typically, the movement is adequately damped, yielding a fast settling at
the new position, and an appropriate design of the system yields a linear dependence of the
caused rotation angle on the applied electric current [MS04].
Galvanometers are not only employed for detecting electric current, but also as galvo-motors
to drive rotational movements precisely by applying an electric voltage. The equations for
describing the movement of such a device in dependence on the applied voltage U(t) are given
by [JM76]

0 = J
d2θ

dt2 + rθ
dθ
dt +Kθ −G · I(t),

U(t) = G
dθ
dt + L

dI
dt +R · I(t).

Here, no mechanical torque is assumed to be applied to the galvanometer coil, and the gal-
vanometer is supposed to be fixed in space. J denotes the moment of inertia of the coil, rθ is
the mechanical damping constant, which is assumed to be constant in the following, K is the
stiffness of the coil suspension and G is the galvanometer constant. Furthermore, I(t) is the
resulting current in the coil, including applied and induced current, L denotes the electrical
inductance of the coil and R is the electrical resistance of the coil. Analogously to the analysis
in [JM76], L is presumed to be negligible, allowing the elimination of I(t) from the above
equations. This yields

J
d2θ

dt2 +
(
rθ + G2

R

)
dθ
dt +Kθ = G

R
U(t). (A.1)

For a standard image scan, as presented in subsection 3.5, the applied voltage is varied linearly
with time, i.e. U(t) = m · t. Hence, equation (A.1) rewrites as

d2θ

dt2 +K1
dθ
dt +K2θ = K3 ·m · t (A.2)

withK1 :=
(
rθ + G2

R

)
/J , K2 := K/J andK3 := G/(RJ). A general solution to this differential

equation is given by the sum of the general solution of the homogeneous differential equation
and a particular solution of the nonhomogeneous equation. The corresponding homogeneous
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equation

d2θ

dt2 +K1
dθ
dt +K2θ = 0 (A.3)

is the differential equation of a damped harmonic oscillator. A galvanometer, as described
by this equation, should quickly reach its angular position without oscillating or drastically
overshooting. Hence, the system can be assumed to be critically damped, i.e.

K1 = 2
√
K2.

In this case, the general solution to equation (A.3) is

θ(t) = A1e
−
√
K2t +A2 · t · e−

√
K2t

with A1, A2 being constants. For solving the nonhomogeneous equation (A.2), the ansatz
θ(t) = α0 + α1t is employed. A comparison of coefficients yields

α1 = K3m

K2
, α0 = −K1K3m

K2
2

= −2K3m

K
3/2
2

.

This yields the general solution to equation (A.2)

θ(t) = A1e
−
√
K2t +A2 · t · e−

√
K2t − 2K3m

K
3/2
2

+ K3m

K2
t.

Since the galvanometer is at rest for t = 0, θ(0) = 0 and dθ
dt (0) = 0 need to be fulfilled.

Consequently, A1 = 2K3m

K
3/2
2

and A2 = K3m
K2

hold and thus

θ(t) = 2K3m

K
3/2
2

e−
√
K2t + K3m

K2
· t · e−

√
K2t − 2K3m

K
3/2
2

+ K3m

K2
t −→

large t

K3m

K2

(
t− 2√

K2

)
.

For an ideal, instantaneously reacting galvanometer, the angular position can be derived from
considering equation (A.1) for the stationary case, i.e.

θideal = K3
K2

U.

A comparison with θ(t) for U(t) = m · t yields

θ

(
t+ 2√

K2

)
−→
large t

θideal(t),

corresponding to a constant offset in time between ideal and actual angular position, which
depends on the physical characteristics of the employed galvanometer coil.



B. Appendix
Sample preparation
Samples of fluorescent microspheres (FluoSpheres carboxylate-modified microspheres, 48 nm
actual diameter, crimson fluorescent (625/645); Life Technologies, USA) are typically employed
as a first control for the setup’s performance. A solution of microspheres is diluted 1 : 5, 000
with purified water, incubated on a coverslip coated with Poly-L-lysine (0.1%(w/v) in H2O;
Sigma-Aldrich, USA) for adhesion and subsequently embedded in self-prepared Mowiol. For
visualizing the Point Spread Functions (PSFs), 150 nm sized reflective gold beads (BBI Solu-
tions, United Kingdom) are used, following a similar incubation and embedding procedure as
for the fluorescent microspheres.

Cell measurements are conducted on cells fixed in −20 ◦C cold methanol or in 8% PFA (para-
formaldehyde, Science Services GmbH, Germany) in PBS (phosphate buffered saline, Sigma-
Aldrich, USA). Immunostaining of the structures of interest is performed with Abberior STAR
635P (Abberior GmbH, Germany) or Abberior STAR RED (Abberior GmbH, Germany) as
fluorescent dye coupled to a suitable secondary antibody. Depending on the application, anti-
α-tubulin from mouse (T6074, Sigma-Aldrich, USA), anti-α-tubulin from rabbit (ab18251,
Abcam, UK), anti-vimentin from mouse (V6389, Sigma-Aldrich, USA) or anti-PMP70 from
mouse (SAB4200181, Sigma-Aldrich, USA) is chosen as primary antibody. 2% BSA (bovine
serum albumin fraction V, Carl Roth GmbH, Germany) in PBS is used as blocking agent be-
tween incubation steps. The sample is subsequently embedded in self-prepared Mowiol.

Actin filaments in vitro are prepared by diluting monomeric G-actin (Hypermol, Germany)
to a concentration of 1µg/ml in PolyMix (Hypermol, Germany), which initiates the polymer-
ization of the G-actin into the filamentous F-actin. The addition of Silicon Rhodamine (SiR,
Spirochrome, Switzerland) as fluorescent dye yields a staining of the polymerized F-actin fil-
aments. The solution is incubated on a coverslip for 1 min with a subsequent washing step
performed with MonoMix (Hypermol, Germany). Finally, the sample is embedded in self-
prepared Mowiol.

For imaging of living cells, the cells are seeded on cover glasses until the desired confluency is
reached. The cell culture medium is replaced by the staining solution of 500 nmol SiR-tubulin
(Spirochrome, Switzerland) in cell culture medium and the sample is incubated for three hours
at 37 ◦C and 5 % CO2. Subsequently, the staining medium is removed and the sample is
embedded on a glass slide with a well in ≈ 50µl of DMEMgfp − 2 (Evrogen, Russia).





Acknowledgments
After years of work and effort it is time to acknowledge all the help, assistance and encourage-
ment I received from numerous sides and persons, whom I owe my deep gratitude. Without
the scientific, non-scientific and moral support of colleagues, family and friends my PhD time
would have been much less enjoyable and successful.

I’m grateful to my supervisor and primary advisor apl. Prof. Dr. Alexander Egner
for giving me the opportunity to work on my PhD thesis in a very well-equipped, international
laboratory group. Never tired to think about possible pathways and applications, you set the
basis for many fruitful discussions leading to plenty of new approaches and ideas.
I’d like to thank Prof. Dr. Sarah Köster as my secondary advisor. Thank you for your
encouragement, for your interest in the project and for providing advice, suggestions and help
whenever I asked for.
I moreover thank Prof. Dr. Jörg Enderlein, Prof. Dr. Wolfram Kollatschny, Prof.
Dr. Silvio O. Rizzoli and apl. Prof. Dr. Michael Seibt for spending the time and effort
to complete my thesis committee.

My sincere gratitude is owed to Dr. Claudia Geisler for supervision as well as proof-reading
of the thesis. Thank you for myriads of suggestions and ideas both in the experimental work
as well as in programming or analyzing data. No matter when I asked for, you always found
the time to listen to any stupid problem, even if it was a mouse to be let into freedom. Thank
you for your enthusiasm about little steps towards success and for making lunch breaks more
enjoyable by bringing up other interesting topics than scientific ones.
Furthermore, I’d like to thank Jaydev Jethwa, who - as he already did during my master’s
thesis - helped me whenever high voltages came into play. Thanks to you I’m still healthy and
alive and haven’t burnt down the institute neither.
High-resolution microscopy would not make sense without adequate samples. My gratitude
goes to Blanka Hampe as well as Jasmin Rehman for providing fixed cells and giving
suggestions and ideas on how to improve my antibody-stainings. Thank you for the very
uncomplicated communication and coordination. Moreover, I owe my deep gratitude to Dr.
Kareem Soliman for keeping the cell culture running only for me and for providing fixed and
living cells whenever I asked for.
A special thanks goes to Maik Lübbecke for his help with and realization of the printed
circuit board of the scan system’s control. Thank you for your time and effort in discussing
possible designs, changing them following new experimental insights and finally giving a useful
hand in debugging the system. Thank you for always being positive and for being interested
in the outcome of my experiments.
Furthermore, I thank Dr. Andreas Schönle and Dr. Jan Keller-Findeisen for providing



128 Acknowledgments

the Matlab code for the PSF calculation.

I’d like to express my gratitude to all colleagues at the LLG, especially the administra-
tion for a professional handling of all bureaucratic issues as well as the mechanical workshop
for realizing all adapters, mounting constructions and shieldings not available on the market.
I’m grateful to all former and present members of the Optical Nanoscopy group for provid-
ing a productive working environment.
Parul and Debadrita, thank you for giving a lot of insights into Indian culture and food and
for always being ready to discuss scientific problems as well as the next birthday present.
Kareem, apart from keeping the cells alive, thank you for your suggestions and discussions on
possible structures of interest for the different applications.
Special thanks go to René for introducing me to lab work in the beginning and for being a
constant source of jokes and good humor. Thank you for always being ready to discuss any
problems and for never getting tired of searching lost components in your laboratory. Thank
you for many game evenings, escape and hiking adventures, which successfully distracted me
from thinking about work-related problems.
I’m particularly thankful to Julia: Thank you for sharing the office and lunch breaks with me
and for tolerating me in any mood. Thank you for listening and discussing problems, scientific
and non-scientific ones, and for cheering me up whenever things were not going ahead like I’d
wished for. You became a close friend of mine, sharing a lot of theater and concert evenings as
well as trying to understand the theory and practice of folding (non-perfect, but nice-looking)
origami art-work.

Not only scientific support was crucial to make this thesis become real. Without close friends,
who knew to distract me whenever necessary, I wouldn’t be where I am today. I’d like to thank
Hanna, Claudia and Bettina for the study time together, including a lot of card game
evenings as well as outdoor adventures, and for keeping in touch also afterwards. A special
thanks goes to Damaris for introducing me to math in the very beginning, encouraging me
to pursue this path and moreover for being a very close and constant friend for more than a
decade now - regardless of the often huge spatial distance.
I’d moreover like to thank everyone whom I had the honor to play music with, particularly
Nora. Thank you for your enthusiasm, for being positive and full of energy and for updat-
ing me and inviting me to all your concerts. Special thanks also go to Jasmin, Hanna and
Cornelius, with whom I’ve had the chance to rehearse for more than five years now. Thank
you for never starting a rehearsal without asking how it’s going and for distracting me with
Beethoven, Brahms or Schubert from any possible kind of non-music problem.
Jenny and Carsten, thank you for being such close, encouraging and supporting friends.
Thank you for taking care of me, for distracting me from work, but for also listening to me
whenever problems were too big to be simply pushed aside. Jenny, thank you for all your sup-



Acknowledgments 129

port, smile and happiness, and thank you for proof-reading parts of this thesis in your parental
leave. Thank you both for keeping in touch and for sharing unforgettable memories.

My deep gratitude is owed to those persons knowing me the longest - my parents and sib-
lings. Thank you for making me the person I am, for believing in me and for trusting me to
take the correct decisions even though you were not always familiar with the details of what I
was doing. Thank you for always having an open ear for any not too subject-specific problem
and for listening to all my complaints about things you had no chance to change. Thank you
for your constant support and encouragement.

Last, but definitely not least, thank you, Francesco, first of all for your tenacity and for
buying a panettone with me. Thank you for listening to and discussing scientific problems at
literally any time of the day (and night) and for always being there with me and encouraging
me regardless of the decisions I took and I was about to take. Thank you for believing in me
especially when I didn’t and for introducing me to the Thai Chi mood, just to mention one out
of an uncountable amount of things. Thank you for your unconditional support and for being
the person you are.





Eidesstattliche Erklärung
Hiermit erkläre ich, dass ich die vorliegende Arbeit selbstständig angefertigt, nicht anderweitig
zu Prüfungszwecken vorgelegt und keine anderen als die angegebenen Hilfsmittel verwendet
habe. Sämtliche wissentlich verwendeten Textausschnitte, Zitate oder Inhalte anderer Verfasser
wurden ausdrücklich als solche gekennzeichnet.

Britta Vinçon





List of publications related to doctoral dissertation
Parts of this thesis have been published as follows

1. B. Vinçon, C. Geisler, and A. Egner. Pixel hopping enables fast STED nanoscopy at
low light dose. Opt. Express 28(4), 4516–4528 (2020).


	List of Figures
	1 Introduction
	2 Theoretical Framework
	2.1 Introduction to STED microscopy
	2.1.1 Abbe's diffraction limit
	2.1.2 Breaking the diffraction limit

	2.2 Tomographic STED microscopy
	2.2.1 Resolution increase along one direction
	2.2.2 Isotropic resolution enhancement

	2.3 Sample-conserving imaging techniques
	2.4 Light interaction with crystalline materials
	2.4.1 Description of polarization states
	2.4.2 Birefringence
	2.4.3 Conical diffraction
	2.4.4 Electro-optic effect
	2.4.5 Acousto-optic effect


	3 Material and Methods
	3.1 Experimental realization
	3.2 Pattern generation
	3.3 Generation of polarization states
	3.4 Reconstruction algorithms
	3.4.1 Noise correction for oversampling
	3.4.2 Maximum-value reconstruction
	3.4.3 Richardson-Lucy deconvolution

	3.5 Adaptive scanning
	3.5.1 Galvanometer scanner
	3.5.2 Electro-optic deflectors
	3.5.3 Assembly of the combined scan system
	3.5.4 LabVIEW program


	4 Results and Discussion
	4.1 TomoSTED microscopy with pixel-wise switching
	4.1.1 Imaging of fluorescent microspheres
	4.1.2 Imaging of microtubules in fixed Vero cells

	4.2 FastRESCue
	4.2.1 Characterization of the EOD-assisted scan system
	4.2.2 FastRESCue for imaging

	4.3 Filament tracing
	4.3.1 Tracing of simulated structures
	4.3.2 Tracing of actin filaments
	4.3.3 Tracing of microtubules in fixed fibroblasts
	4.3.4 Tracing of microtubules in living fibroblasts


	5 Conclusion and Outlook
	References
	Nomenclature and Abbreviations
	A Appendix: Mathematical description of a galvanometer
	B Appendix: Sample preparation

