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ABSTRACT

Coupled flow and geomechanics become one of the important research topics in oil and

gas industry for development of unconventional petroleum reservoirs such as gas shale,

tight gas, and gas hydrates. In particular, these reservoirs are naturally born with its com-

plex behavior, exhibiting strong non-linearity, anisotropy, and heterogeneity effects within

each geomaterial and fluid by itself. In addition, the coupling between flow and geome-

chanics is more complicated for unconsolidated reservoirs or shale formations. Thus, it is

critical to assess these complex coupled processes properly through poromechanics with

forward numerical simulation and to provide more accurate solutions in order to predict

the reservoir performance more precisely.

The main objective of this study is to address several numerical issues that are accom-

panied with simulation in poromechanics. We perform in-depth analysis on mathemati-

cal conditions to satisfy for numerically stable and accurate solution, employing various

mixed formulations in space and time discretization.

Specifically, in space discretization, we deal with the spatial instability that occurs at

early times in poromechanics simulation, such as a consolidation problem. We identify

two types of spatial instabilities caused by violation of two different conditions: the con-

dition due to discontinuity in pressure and the inf-sup condition related to incompressible

fluid, which both occur at early times. We find that the fixed-stress split with the finite

volume method for flow and finite element method for geomechanics can provide stabil-

ity in space, allowing discontinuity of pressure and circumventing violation of the inf-sup

condition.

In time discretization, we investigate the order of accuracy in time integration with the

fixed-stress sequential method. In the study, two-pass and deferred correction methods
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are to be considered for studying the high-order methods in time integration. We find

that there are two different inherent constraint structures that still cause order reductions

against high-order accuracy while applying the two methods.

As an additional in-depth analysis, we study a large deformation system, considering

anisotropic properties for geomechanical and fluid flow parameters, the traverse isotropy

and permeability anisotropy ratio. Seeking more accurate solutions, we adopt the total

Lagrangian method in geomechanics and multi-point flux approximation in fluid flow. By

comparing it to the infinitesimal transformation with two-point flux approximation, we

find that substantial differences between the two approaches can exist.

For a field application, we study large-scale geomechanics simulation that can honor

measured well data, which leads to a constrained geomechanics problem. We employ the

Uzawa’s algorithm to solve the saddle point problem from the constrained poromechanics.

From numerical parallel simulations, we estimate initial stress distribution in the shale gas

reservoir, which will be used for the field development plan.

From this study, we find several mathematical conditions for numerically stable and ac-

curate solution of poromechanics problems, when we take the various mixed formulations.

By considering the conditions, we can overcome the numerical issues. Then, reliable and

precise prediction of reservoir behavior can be obtained for coupled flow-geomechanics

problems.
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1. INTRODUCTION

1.1 Overview and Objective of the Research

Geomechanics are getting more attention than ever in petroleum engineering and reser-

voir simulation community since the oil and gas industry is aiming for more cost effective

production from unconventional reservoirs, such as tight or shale play and heavy oil and

gas systems [1]. For example, hydraulic fracturing plays the key role for shale gas and liq-

uid production. There are several factors affecting fracture propagation, such as the rock

type, natural fractures and lateral stress distribution, which all need an optimization pro-

cess including refracturing [2]. Beyond oil and gas systems, different types of new energy

techniques can be closely related to the geomechanical analysis too. For example, the car-

bon (CO2) storage technique, which sometimes may also lead to the enhanced oil recovery

in depleted reservoirs, has opened a new era for environmental and energy industry but it

needs geomechanics to watch for the firm storage of CO2. In addition, a geothermal sys-

tem where higher stress and temperature exists than in the conventional reservoirs needs

to account for the complex geomechanical effects to the flow or vice versa.

Coupling effects between geomechanics and fluid flow can add severe advantage or

disadvantage to production activities or reservoir performance. Two-way streets among

geomechanics and fluid flow generate multiphysical effects to each other and highly non-

linear behavior of the formation [3, 4]. Change in in-situ stress within formations can result

in compaction, which can lead to consolidation or settlement. Volume or porosity change

within formation can affect change in-situ stress and vice versa. For example, production

of oil or gas from hydrocarbon reservoirs decreases pore-pressure, while it increases effec-

tive stress [5, 6]. This physics can cause significant surface subsidence, geological failure,

or instability of well assembly. Another instance lies in oceanic gas hydrate deposits, since
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depressurization for gas production results in dissociation of the hydrate from solid phase

to liquid [7, 8]. Even though geological formation is strong under its virgin condition,

the formation becomes highly deformable after the dissociation because geomechanical

properties highly depend on saturation of the solid phase [9, 10]. Ultimately, low constant

bottom hole pressure with large overburden can cause significant subsidence and well-

failure [11]. Similarly, injection of CO2 induces the uplift of surface due to pressurization

of the reservoir [12]. It might also activate the fault nearby, generating induced seismic-

ity [13, 14, 15]. Hydraulic fracturing in tight or shale gas reservoirs or hydro-shearing in

geothermal engineering show similar physical processes. Water or gas which is injected

into the reservoirs in order to stimulate them creates fractures. As a result, the fracturing

increases permeability and productivity, but it can induce micro-earthquakes [16, 17, 18].

Hence, sophisticated measurement and prediction of the effects from coupled fluid flow

and geomechanics, otherly named poromechanics for the reservoir simulation, is becom-

ing more critical. Poromechanics is the fundamental framework to describe multi-physical

evolving behavior of strongly coupled geomechanics and flow in fully or partially satu-

rated media [19, 20]. Historically for conventional reservoir simulation, geomechanical or

thermal effects are considered simply through rock compressibility and thermal expansiv-

ity. As stated above, however, precise physics and mathematics are needed for accurate

reservoir simulation, calculating fluid and heat flow through unconventional, deformable

porous media.

In the view of continuum mechanics, where the representative elementary volume

(REV) is homogenized at a certain scale [21], poromechanics is a multiphysics problem

of at least two different continua of fluid and solid affecting each other expressed not only

with vector fields, such as fields of displacement, velocity, and stress but also with scalar

fields, such as fields of temperature, pressure, and so on. It was Terzaghi’s brilliant idea

[22] dividing the two continua within a system through effective stress and pore pressure,
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and Biot expanded the idea of coupling into two to three dimensions with poroelasticity

concept [23, 24]. Along with the mathematical implications, the physics beneath them

may be much more complicated. Roughly speaking, fluid flow is more localized tran-

sient phenomena, as expressed with the mass balance equation, whereas geomechanics

has more global scope through quasi-static property with momentum balance equation.

Furthermore, in real cases, very complex conditions can exist together such as non-darcy

or multiphase flow with phase transitions within multicomponents and elastoplastic behav-

ior, all of which can add up the highly nonlinear effects to the whole system. For example,

the crack tip for hydraulic fracturing is where the forefront of fracture propagation is lo-

cated with moving boundary conditions. The stress localization phenomena at the crack

tip is difficult to be addressed mathematically relating to the singularity concept [25, 26].

Even for single phase fluid and simple linear problem with homogeneous, isotropic,

and isothermal conditions, there can be many inhibiting issues to circumvent for accurate

predictions of the coupling phenomena. For example, there has been an issue with pressure

oscillations at an early time of poroelastic simulation [27, 28, 29, 30]. The oscillation,

which is similar to the locking phenomena [31], is related to the violation of the well-

known Ladyzhenskaya-Babuška-Brezzi (LBB) condition [32] in which a formulation such

as both bilinear interpolations using the finite element method (FEM) for displacement and

pressure cannot be satisfied for the unique solution. Wan [27] dealt with the problem and

proposed a penalty method for a mixed formulation to solve the instability at the early time

of simulation for consolidation.

However, the oscillation may also be related to the concept with lack of regularity

or smoothness1 of the solution in numerical analysis, especially at the drainage bound-

ary where abrupt mechanical loading is occuring. This physically interesting phenomena,

1Smoothness for a function is generally meant that at least one derivative of the function exists and it is
continuous [31].
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which has not been thoroughly studied in [27], can also be interpreted in terms of the type

solution as instantaneous hyperbolic2 of partial differential equations (PDEs), which typ-

ically discretized with the finite volume method (FVM), such as shocks in wave or fluid

dynamics instead of elliptic (for quasi-static geomechanics) or parabolic (for transient fluid

flow) property where bounded and smooth solutions can be approximated with piecewise

linear or higher interpolation [33, 31]. Vermeer et al. [29] investigated the incompatibil-

ity of piecewise linear approximation using FEM and proposed a condition against the

unbounded flux (pressure gradient), especially for timestep size during which a certain

enough amount of flux can occur for stability at the drainage boundary. The issue is similar

to the stress localization problem at fracture tip leading to the singularity since it physically

resembles the discontinuous pressure jump at nearly undrained condition, where pressure

gradient cannot be approximated using regular FEM.

Apart from the issue, Vijalapura et al. [34] investigated the order of accuracy in the

index-1 differential algebraic equations (DAEs), and proposed an operator splitting tech-

nique (fractional step method) to achieve higher order of accuracy in time integration. It

has been claimed that the decreasing order of accuracy is attributed to the structure of

DAEs where the mechanics operator, an elliptic PDE, is working as an algebraic con-

straint to a system of ordinary differential equations (ODEs) such as the flow operator in

case for poromechanics. Although they claimed the higher order of accuracy in time can be

achieved through removing the redundancy of algebraic constraint, for coupled flow and

geomechanics, however, geomechanics cannot be omitted since there is no redundancy as

the case of abrupt loading at the time of initialization for simulation.

On the other hand, in the reservoir simulation community, the fluid flow is typically

analyzed with FVM using two-point flux approximation for its spatial discretization with

2Where the information traveling speed is limited such as by the wave speed. While elliptic or parabolic
PDEs share the infinite speed of information leading to smoothness of solutions, if loading is abrupt at a
certain boundary then smoothness of data is required similar to the hyperbolic PDEs [33].
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enough accuracy for engineering purposes. In spite of that, sometimes flow approximation

needs to be properly enhanced using the multi-point approximation scheme [35, 36]. As

for real cases, such as within shale reservoirs, the formation can be highly anisotropic in its

permeability and geomechanical properties, partly due to the stimulation by the hydraulic

fracturing, or due to the soil or rock property itself. Furthermore, there are chances to

solve dynamical full-tensor permeability partly induced from the significant configuration

change, which may be attributable to the nonlinear behavior of geomechanics, such as in

case for big subsidence. This kind of physics can be categorized as the large deformation

system. In this case, the configuration or mesh deformation itself hinders the accuracy

of flow. However, the study of sequential algorithms for the coupled problem of large

deformation (or finite strain) has little been investigated. For the case, non-linear elasticity

must be addressed for its accuracy, and linear assumption is no longer valid. For the

accuracy, the objectivity or frame-invariant calculation of the physical properties is needed

and also for both geomechanics and fluid flow simulation.

Therefore, even for the simple poromechanics problem, there can be several physical

or numerical issues inhibiting accurate calculations, such as displacement and pressure.

In this thesis, we are aiming to seek more accurate solutions over those numerous issues

inhibiting accurate calculations. For the numerical simulations, we start with simple but

straightforward assumptions such as homogeneous and isotropic conditions going toward

more complicated conditions as heterogeneous, anisotropic, with the non-linear elastic

problem and eventually with real stress data. While pursuing more accurate numerical

solutions for several poroelastic problems, we use the fixed-stress split method which

is famous for its unconditional stability and convergence property unlike other sequen-

tial methods, which has been studied and proved as a rigorous operator splitting scheme

[37, 38, 39, 40]. For the simulation, the fixed-stress split method facilitates the use of ex-

isting individual flow and geomechanics codes, only by implementing the interface code
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between the two simulators. We also adopt the implicit backward Euler method for time

discretization. The implicit method is typically used because of its unconditional stability

for the stiff problem with an evolving phenomena (e.g., the reaction or diffusion terms

within parabolic partial differential equations (PDEs)) [41, 42].

1.2 Thesis Outline

The thesis is composed as follows:

• In the starting chapter, fundamental and introductory Mathematical Formulations

for linear poromechanics that are in common for the study are addressed.

• In Spatial Stability, spatial instabilities due to two different conditions are addressed:

the LBB condition and the discontinuity in pressure condition at the boundary re-

lated to the non-smoothness of physical phenomena such as the abrupt mechanical

loading. Dealing with the nearly undrained mechanical response at an early time

of simulation with both compressible and incompressible fluids, we compare sev-

eral spatial discretization methods for mixed formulations, also with two different

solution strategies: the monolithic and the fixed-stress split methods.

• In Accuracy in Time Integration, the order of accuracy of numerical solution for

poromechanics are addressed.We compare two operator spitting schemes for higher

order of accuracy in time integration, motivated by [34]: one is the two-pass algo-

rithm, a symmetric splitting scheme for the flow operator similar to the Strang’s

splitting scheme, and the other one is based on the spectral deferred correction

method.

• In Large Deformation System, we deal with a large deformation system in poroelas-

ticity, where small deformation or infinitesimal transformation–thus linear elasticity–

are no longer valid. In this system, the severe mesh deformation and anisotropic

properties of geomechanical and fluid flow parameters work against the accuracy.
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In order to obtain accurate numerical solutions in this system, we utilize the total

Lagrangian method for the configuration change and multi-point flux approxima-

tion for the flux approximation.

• In the last chapter as an application, Application with Large Scale Simulation, we

perform a large scale simulation with real well data working as constraints for accu-

rate calculations. In order to honor the real well data and avoid the saddle point prob-

lem3 from the constrained mechanics, we use the Uzawa’s algorithm for porome-

chanics to accurately estimate in-situ stress distribution over a domain.

Throughout the study, we find there may exist several different kinds of issues in-

hibiting accurate calculations for numerical solutions in poromechanics problems. With

the fixed-stress split method, using its natural stabilization property and the expandability

in code development, we seek not only the feasible but also more precise and accurate

numerical solutions in poromechanics.

3We deal with this problem in Ch.3 and Ch.6. See more related concept with the compressible and
incompressible mechanics or with the inf-sup condition in Appendix B and E.
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2. MATHEMATICAL FORMULATIONS

Through this chapter, fundamental equations for poromechanics such as governing

equations, constitutive relations, and weak formulations are addressed. Along with them,

some basic concepts about numerical solution, which following chapters have in common,

are also addressed ahead.

2.1 Well-posed Problem and Numerical Solution

Before seeking a more accurate solution or measuring the accuracy of any approximate

or numerical solution, a physical problem expressed with equations (PDE or ODE) needs

to be well defined. For example, a PDE can be regarded as well-posed problem in the

sense of Jacques Hadamard1 if the following properties are satisfied:

• A solution exists.

• The solution is unique.

• The solution continuously depends on data, such as initial conditions, boundary

conditions, source or sink terms, etc.

If the problem to solve is well-posed, then there exists the unique and true solution.

The well-posedness is usually measured through a defined energy type of norm,2 satis-

fying its monotonically decreasing property (the concept of contractivity) [33]. In many

real physics, however, the true solution, which can be explicitly expressed and obtained

through the analytic method, is rare. Thus, we seek the numerical approximate solution,

which may not be unique, instead of the true solution by appropriate numerical meth-

1A French mathematician (Dec. 1865 - Oct. 1963) who made lots of contributions in mathematics
including PDEs, differential geometry and so on.

2Defined in a certain metric space that can measure any distance. As an example, the Sobolev space is
introduced with it norms in Appendix C.
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ods. The appropriate numerical methods basically implies replacing the complex with the

simple, including:

• from differential equations to algebraic equations

• from non-linear equations to linear equations

• from high-order systems to low-order systems

• from infinite formulations to finite formulations: dimensions, space, etc.

The accuracy of numerical solutions is important and directly related to the error that

is measured with a certain type of norm. The error in numerical methods, in general, is

composed of several types [43] such as system, noise, or rounding errors, but in a broad

sense, there are only two types: computation error (rounding, truncation) and data error.

Among the computation error, rounding error is due to representation in digits related to

sufficient number of decimal places. In this study, only truncation error related to algo-

rithm or approximation formula will be addressed.

The truncation error (due to approximating formula) usually can be measured through

Taylor expansion as follows:

f(x0 + h) = f(x0) + f ′(x0)h+
f ′′(x0)

2!
h2 + · · ·+ fn(x0)

n!
hn +

fn+1(X)

(n+ 1)!
hn+1, (2.1)

where x0 is a certain point with known value of f(x0), fn is n-derivative of function f and

it is assumed that the function has derivatives of all orders on an interval I = |x−x0| < h.

Also X is a value of x among the interval I .

Through the Taylor expansion, the order of accuracy of a numerical solution can be

measured. If we approximate a numerical solution as f(x0 + h) ≈ f(x0) + f ′(x0)h, then
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the absolute error E will be the rest,

E =
f ′′(x0)

2!
h2 + · · ·+ fn(x0)

n!
hn + · · · , (2.2)

and from Equation 2.2, it can be expressed E ∼ O(h2), meaning the second order of

accuracy.

While assessing a numerical solution, it can be said that the numerical solution is

approaching to the true solution when the size of discretization or mesh, expressed as h in

Equation 2.1 and 2.2, is reduced and approaching to zero. This is the convergence property

of the numerical solution. And an algorithm or formula approximating an original form is

said to be consistent if it converges to the to original form. For example, a finite-element

discretization of a PDE is consistent if it converges to the original PDE, as grid spacing

and time discretization h goes to zero. There is another concept about the stability of a

numerical solution, meaning that errors from any source will not grow but it is bounded

with time. Then by Lax equivalence theorem [44], for consistent formulation, if and only if

(necessary and sufficient) the stability is satisfied, the numerical solution has convergence

and vice versa is true.

2.2 Strong Form with Governing Equations for Poromechanics

We adopt the mathematical model based on the poroelasticity and poroelastoplasticity

theories [45]. The physical problems in this study are in common that they are assumed

to be isothermal single-phase flow, small deformation (i.e., infinitesimal transformations),

isotropic geomaterial, and no stress-dependence of flow properties, except for Ch.3 where

small deformation, isotropic geomaterial and stress-dependence of flow properties are no

longer valid. We will deal with the specific formulations that belong to large deformation

systems in Ch.3.

The governing equations for coupled flow and geomechanics are derived from the mass
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balance and linear momentum balance, respectively. Under the quasi-static assumption,

the governing equation for geomechanics can be written as

Divσ + ρbg = 0, (2.3)

where Div(·) is the divergence operator, σ is the Cauchy total stress tensor, g is the gravity

vector, ρb = φρf + (1 − φ)ρs is the bulk density, ρf is fluid density, and ρs is the density

of the solid phase. φ is the true porosity, defined as the ratio of the pore volume to the bulk

volume in the deformed configuration. In this study, tensile stress and strain are positive.

For flow, we have the governing equation as follows.

dm

dt
+ Divw = ρf,0f, (2.4)

where w is the fluid mass flux (fluid mass flow rate per unit area and time), and f is a

volumetric source term. The subscript 0 means reference state.

Flow and geomechanics are coupled through the constitutive equation by Biot’s theory

[45, 23, 24, 46], which relates mass and total stress to pressure and strain, expressed as

σ − σ0 = Cdr : ε− b(p− p0)1, (2.5)

1

ρf,0
(m−m0) = bεv +

1

M
(p− p0), (2.6)

where Cdr is the rank-4 drained elasticity tensor, 1 is the rank-2 identity tensor, p is fluid

pressure and m is fluid mass per unit bulk volume. M and b are the Biot modulus and
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coefficient, respectively, and take the forms as follows [45].

1

M
= φ0cf +

b− φ0

Ks

, (2.7)

b = 1− Kdr

Ks

, (2.8)

where cf is the fluid compressibility (1/Kf ), Kf is the bulk modulus of the fluid, Ks is the

bulk modulus of the solid grain, and Kdr is the drained bulk modulus. ε is the linearized

strain tensor under the assumption of infinitesimal transformation:

ε = Gradsu =
1

2
(Gradu+ Gradtu), (2.9)

which can be decomposed into the volumetric and deviatoric parts, as follows.

ε =
1

3
εv1 + e, (2.10)

σ = σv1 + s, (2.11)

where εv = trε is the volumetric strain (the trace of the strain tensor), e is the deviatoric

part of the strain tensor, σv = 1
3
trσ is the volumetric (mean) total stress, and s is the

deviatoric total stress tensor.

Using Equation 2.6, Equation 2.4 can be expressed in terms of pressure and volumetric

strain:
1

M

∂p

∂t
+ b

∂εv
∂t

+ Divv = f, (2.12)

where v = w/ρf,0 is the fluid velocity relative to the solid skeleton, described by Darcy’s

law:

v = −kp
µ

(Gradp− ρfg), (2.13)
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where kp is the symmetric positive definite absolute permeability tensor, and µ is fluid

viscosity.

We then specify initial and boundary conditions to complete the mathematical prob-

lem. The pressure and total stress are specified at initial time as p|t=0 = p0 andσ|t=0 = σ0.

The initial stress field should satisfy mechanical equilibrium, and reflect the history of

stress paths. The initial displacements and strains are, by definition, equal to zero. For the

boundary condition of flow, we have p = p̄ (prescribed pressure) on Γp, and v ·n = v̄ (pre-

scribed volumetric flux) on Γv, where n is the outward unit normal to the boundary, ∂Ω.

For well-posedness, we take Γp∩Γv = ∅, and Γp∪Γv = ∂Ω. For the boundary condition of

geomechanics, we have u = ū (prescribed displacement) on Γu and σ ·n = t̄ (prescribed

traction) on Γσ. For well-posedness, we also take Γu ∩ Γσ = ∅, and Γu ∪ Γσ = ∂Ω.

2.3 Weak Form with Discretization in Space

We partition the domain into non-overlapping elements (grid blocks), Ω = ∪nelem
j=1 Ωj ,

where nelem is the number of elements. Then, using Galerkin’s method [31], the discrete

approximation of the weak form of Equations 2.3 and 2.4 becomes: Find (uh, ph) ∈

Uh ×Qh such that

∫
Ω

Gradsηh : σh dΩ =

∫
Ω

ηh · ρbg dΩ +

∫
Γσ

ηh · t̄ dΓ ∀ηh ∈ Uh,0, (2.14)

1

ρf,0

∫
Ω

ϕh
∂mh

∂t
dΩ +

∫
Ω

ϕhDivvh dΩ =

∫
Ω

ϕhf dΩ, ∀ϕh ∈ Qh,0, (2.15)

where the subscript h indicates discrete approximation in space. U , Q, U0 and Q0 are

the functional spaces of u, p, η and ϕ, respectively, and Uh, Uh,0, Qh and Qh,0 are the

corresponding finite-dimensional subspaces3.

3For clarity, we derive the linearized form for the Q1Q1 space (interpolation with the bilinear function
for both displacement and pressure) from the strong form and the weak form for a 1D problem in Appendix
A.
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Different functional spaces of uh and ph yield different finite elements. For example,

the Q2Q1 element takes

Uh ×Qh :=
{

(uh, ph) ∈ Rndim × R : uhi ∈ H2 (Ω),uh = ūh on Γu, phi ∈ H1 (Ω),

ph = p̄h on Γp} ,

(2.16)

Uh,0 ×Qh,0 :=
{

(ηh, ϕh) ∈ Rndim × R : ηhi ∈ H2
0 (Ω),ηh = 0 on Γu, ϕhi ∈ H1

0 (Ω),

ϕh = 0 on Γp} ,

(2.17)

where ndim is the space dimension of the domain Ω. uhi and ηhi are the components of uh

and ηh, respectively. Hk denotes a Sobolev space4 of degree of k. For the Q1Q1 element,

H2 of both uhi and ηhi in Equations 2.16 and 2.17 are changed to H1. Similarly, for the

Q1P0 element, H1 of both ph and ϕh in Equations 2.16 and 2.17 are changed to L2.

The pressure and displacement fields are approximated as follows:

uh =
∑
a

ηaua, ph =
∑
i

ϕipi, (2.18)

where ua is the displacement vectors at the element nodes, and pi is the pressures at the

element nodes (FEM) or elements (FVM). Precisely, for FVM of flow, Equation 2.15 can

be interpreted as a mass conservation statement element-by-element, changed to

1

ρf,0

∫
Ωi

∂mh

∂t
dΩi +

∫
Ωi

Divvh dΩi =

∫
Ωi

f dΩi, (2.19)

where the second term can be integrated by parts to arrive at the sum of integral fluxes,

4See Appendix C.
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Vh,ij , between element i and its adjacent elements j:

∫
Ωi

Divvh dΩi =

∫
∂Ωi

vh · ni dΓ =

nface∑
j=1

∫
Γij

vh · ni dΓ =

nface∑
j=1

Vh,ij, (2.20)

where ni is the outward unit normal vector of the boundary of element i. nface is the

number of interfaces at an element. The inter-element flux can be evaluated using a two-

point or a multipoint flux approximation [35]. Then, the semi-discrete coupled equations

are written as

∫
Ω

BT
aσh dΩ =

∫
Ω

ηaρbg dΩ +

∫
Γσ

ηat̄ dΓ ∀a = 1, . . . , nnode, (2.21)∫
Ωi

1

M

∂Pi
∂t

dΩ +

∫
Ωi

b
∂εv
∂t

dΩ +

∫
∂Ωi

vh · ni dΓ =

∫
Ωi

f dΩ, ∀i = 1, . . . , nelem, (2.22)

where nelem and nnode are the number of the elements and nodes. The matrix Ba is the

linearized strain operator, which in 2D takes the form

Ba =


∂xηa 0

0 ∂yηa

∂yηa ∂xηa

 . (2.23)

The stress and strain tensors are expressed in compact engineering notation [31]. For

example, in 2D,

σh =


σh,xx

σh,yy

σh,xy

 , εh =


εh,xx

εh,yy

2εh,xy

 . (2.24)
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The stress–strain relation for linear poroelasticity takes the form:

σh = σ′h − bph1, δσ′h = Dδεh, (2.25)

where σ′ is the effective stress tensor, and D is the elasticity matrix which, for 2D plane

strain conditions, reads:

D =
E(1− ν)

(1 + ν)(1− 2ν)


1 ν

1−ν 0

ν
1−ν 1 0

0 0 (1−2ν)
2(1−ν)

 , (2.26)

where E is the Young modulus, and ν is the Poisson ratio.

2.4 The DAEs of Index-1 System

Before moving on to the time discretized system, the discretized governing equations

(Equation 2.21 and 2.22) can be expressed with the primary variables of the spatially-only-

not-temporally-yet discretized vectors, U and P for displacement and pressure, respec-

tively.

Since Equation 2.22 has a time derivative term, it leads to a system of ODE5. Then

Equation 2.21 takes the role of non-differential contraint for the whole system, which can

be expressed as:


Ξ : 0 = g(U ,P , t),

Φ : Ṗ = f(U̇ ,P , t),

(2.27)

where Ξ and Φ represent operators for spatially discretized geomechanics and flow, respec-

5By following the method of line (MOL) approach [47, 48], through which a PDE is taking the form of
a sytem of ODEs.
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tively. Note that if U̇ in Φ is explicitly given or prescribed, Φ is showing pure ODEs with

variable P . Thus Equation 2.27 has the form of the semi-explicit DAEs index-1 system.

According to [47], the index6 of the DAEs is the number of the time derivation needed

for the constraint equation to force the system to have the same form as the implicit ODE

system.

2.5 Time Discretization and Solution Strategy

There are several coupling methodologies or solution strategies in petroleum reservoir

engieering such as one way or explicit coupling which is a type of sequential and itera-

tive coupling but where only one iteration per timestep is performed [4]. For more accu-

rately addressing and solving the multiphysically coupled and transient problem including

poromechanics [20, 41], however, broadly two approaches exist in terms of numerical inte-

gration with a time stepping or marching algorithm: one is the monolithic or fully-coupled

method, and the other one is the sequential or iterative method.

• the monolithic (or fully implicit) approach

• the sequential (or iterative) approach

The monolithic approach solves all variables simultaneously, applying the same scheme

(e.g., the implicit scheme) to all sub-equations for time stepping (e.g., the fully implicit)

and providing unconditional stability. However, it requires effort of code development and

significant computational cost. On the other hand, the sequential method can be used to

overcome this drawback of the monolithic method. It solves one of the variables through

a partition and then moves to the next variable until the convergence is reached among

the variables through iterations. If fully iterated, the sequential method converges to the

monolithic method and both methods are mathematically equivalent [4, 37, 38]. This type

6See Appendix D for the concept.
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of approach, called staggered or partitioned method, has been studied in many engineering

fields including structural analysis and fluid dynamics [49]. Since the sequential method

may suffer the stability issue, however, many studies have been done to find reliable se-

quential methods including operator splitting schemes [50, 51, 52].

A fully discretized system of equations are obtained by discretization in time. In this

thesis, the backward Euler method is used for time discretization, typically used in reser-

voir simulation. Before deriving the fully discrete system, we state solution strategies

above in solving the coupled fluid flow and geomechanics problem: the monolithic and

the sequential scheme in poromechanics. There are several sequential methods that have

been used for poromechanics problems. Among them, we employ the fixed-stress split,

because it is unconditionally stable and convergent with high accuracy7 [53, 38].

2.5.1 Monolithic scheme

The monolithic scheme, also called the fully coupled method in poromechanics, solves

the equations of flow and mechanics simultaneously, typically using the Newton–Raphson

method [54, 20]. Let us denote by A the operator of the original problem (Equations 2.3

and 2.4). The discrete approximation of this operator corresponding to the monolithic

scheme can be represented as [53, 38]:

un
pn

 Amn−→

un+1

pn+1

 , where Amn :


Divσ + ρbg = 0,

ṁ+ Divw − ρf,0f = 0,

(2.28)

where ˙( ) denotes time derivative and the superscript n denotes time level tn.

Using a backward Euler time discretization in Equations 2.21 and 2.22, the residual

7Given the limited computational resources, there are two approaches possible: the staggered method
with a small timestep size and the iterative fully-coupled method with a large timestep size. The accuracy
between the two approaches is still arguable. When the timestep size is refined, the staggered fixed-stress
method can reduce both the time discretization error (the first-order) and the sequential error simultaneously.
Thus we employ the staggered fixed-stress split method in this study.
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form of the fully-discrete coupled equations is:

Ru
a =

∫
Ω

BT
aσ

n+1
h dΩ−

∫
Ω

ηaρ
n+1
b g dΩ−

∫
Γσ

ηat̄
n+1

dΓ ∀a = 1, . . . , nnode, (2.29)

Rp
i =

∫
Ωi

1

M
(P n+1

i − P n
i ) dΩ +

∫
Ωi

b(εn+1
v − εnv ) dΩ + ∆t

∫
∂Ωi

vn+1
h · ni dΓ

−∆t

∫
Ωi

fn+1 dΩ ∀i = 1, . . . , nelem, (2.30)

where Ru
a and Rp

i are the residuals for geomechanics and flow, respectively. The set of

Equations 2.29 and 2.30 is to be solved for displacements and pressures. Given an ap-

proximation of the solution (un+1,pn+1), Newton’s method yields the following system

of equations:

K −LT

L F


︸ ︷︷ ︸

J

δu
δp


n

= −

Ru

Rp


n

, (2.31)

where δ(·)n = (·)n+1−(·)n. J is the Jacobian matrix,K is the stiffness matrix andL is the

coupling poromechanics matrix. F = Q+ ∆tT , which is the flow matrix, whereQ is the

compressibility matrix and T is the transmissibility matrix. The entries of sub-matrices of

the Jacobian matrix are:

K = kab =

∫
Ω

BT
aDBb dΩ, (2.32)

L = lib =

∫
Ω

ϕib(Gradηb)
T dΩ, (2.33)

Q = qij =

∫
Ω

ϕiM
−1ϕj dΩ. (2.34)

The monolithic scheme computes the Jacobian matrix J , and determines δu and δp si-

multaneously. In this study, we assume that a direct solver can be used to solve J in the
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monolithic method.

2.5.2 Sequential scheme: Fixed-stress split

In the fixed-stress sequential method, the flow problem is solved first while fixing the

rate of the total stress (δσ̇ = 0). The original operator is then split as follows:

un
pn

 Apss−→

 u∗
pn+1

 Auss−→

un+1

pn+1

 , where


Apss : ṁ+ Divw = ρf,0f, δσ̇ = 0,

Auss : Divσ + ρbg = 0, p : prescribed.

(2.35)

The initial conditions ofApss are determined from the initial time conditions of the original

coupled problem, which satisfy

Divσ̇t=0 = 0 , Divσt=0 + ρbg = 0. (2.36)

Then, the fully discrete system becomes

K −LT

L F


δu
δp


n

→

K −LT

0 F + S


δu
δp


n

−

 0 0

−L S


δu
δp


n−1

, (2.37)

where S is calculated by fixing the rate of mean stress and by introducing the term b2/Kdr

locally in each element [37, 39]. According to [37], [38], and [40], the fixed stress

split provides unconditional stability and convergence in time, while the fixed-strain and

drained splits are neither unconditionally stable nor convergent. The undrained split is

known to be unconditionally stable but not convergent when incompressible fluid exists.

Also note that the fixed stress split can be applied to a preconditioner of the monolithic
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method [39, 55]. Then, Equation 2.37 can be modified as

K −LT

L F


δu
δp


n,(k)

→

K −LT

0 F + S


δu
δp


n,(k)

−

 0 0

−L S


δu
δp


n,(k−1)

, (2.38)

where (k) denotes the iteration level.
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3. SPATIAL STABILITY

3.1 Introduction for Spatial Stability

Numerical simulation is an effective tool to predict behavior of the aforementioned

complex coupled physical processes. For simple consoliation model such as Terzaghi’s

problem [22] which is a representative linear poroelastic problem in coupled flow and

geomechanics, the approximation in space, geomechanics is typically done with the fi-

nite element method (FEM) with virtual work with variational fomulation [31], whereas

the fluid flow espeically in reservoir simulation community is typically using the finite

volume method (FVM) for its structural mass conserving property. In cases, the finite

element method (FEM) also is frequently employed to solve both coupled flow and ge-

omechanics numerically [54, 56]. However, from the previous studies, the equal order

approximation for pressure and displacement might cause numerical instability in space

[29, 57, 27, 28]. According to [29], when linear interpolation is used for both pressure and

displacement of the one-dimensional (1D) consolidation problem, severe oscillation of

pressure can occur at early times. They then found a lower bound of time step size for spa-

tial stability. Murad and Loula [57, 58] analyzed numerical instability of the consolidation

problem with incompressible fluid, and claimed that the instability is caused by violation

of the well-known LBB condition, also called the inf-sup condition [32]. They showed

that the mathematical problem at early times has the same type of Stoke’s problem1. Be-

cause flow is almost in undrained condition at early times, the coupled flow-mechanics

problem converges to an undrained mechanical problem2. When both the fluid and the

solid grains are incompressible, the undrained bulk modulus is infinite, which results in

an incompressible system. Hence, the inf-sup condition must be satisfied to obtain stable

1See Appendix E.
2See Appendix B for the detail.
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numerical solutions. However, the equal-order approximations of pressure and displace-

ment (e.g., piecewise linear interpolation) do not satisfy the inf-sup condition, causing

numerical instability in space [57, 31].

Several studies have been done in order to remove the instability by introducing a

numerical/artificial stabilizer with the monolithic approach (i.e., fully implicit method)

[27, 28, 59]. Although the stabilization methods can alleviate spurious oscillation, more

investigation is still required to understand the causes of the oscillation, the impacts of

various spatial discretizations, and the sequential approach on the oscillation. For exam-

ple, the oscillation still exists at the drainage boundary, when the fluid is compressible,

even though the space discretization satisfies the inf-sup condition [29, 28]. For a slightly

compressible fluid, at early times, the coupled flow-geomechanics problem reduces to a

compressible mechanical problem, not requiring the inf-sup condition.

The objectives of this chapter are to perform in-depth analysis of the instability, to

find the different characteristics of monolithic and sequential methods with the mixed

discretization, and to show numerical results from various scenarios. The instability orig-

inates from the two parts: the discontinuity of pressure at the drainage boundary and the

violation of the inf-sup condition due to incompressibility. The instability at early times

can result from instantaneous mechanical loading, which causes discontinuity of pressure

at the drainage boundary. Hence, this physics motivates the mixed finite element and finite

volume methods for geomechanics and flow [37, 38], respectively, where we employ the

piece-wise linear (or high-order) interpolation for displacement and the piece-wise con-

stant interpolation for pressure. In addition, a finite element pair that satisfies the inf-sup

condition needs to be used, for example, biquadratic and bilinear interpolations for dis-

placement and pressure, respectively [31]. Nordbotten [60] recently claims that piecewise

linear finite volume discretization for both flow and geomechanics can satisfy the inf-sup

condition, but it needs to be more investigated for the case of the pressure discontinuity of
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consolidation problems. Thus, we will study numerical behavior for various mixed finite

element methods, specifically, Q1Q1, Q1P0, Q2Q1, and Q2P0, where the former Q is used

for displacement using the standard finite element method (FEM), while the latter Q or P

is used for pressure, using the FEM or finite volume method (FVM) with piecewise con-

stant interpolation of pressure, respectively. The number of Q/P indicates the order of the

basis (shape) function (e.g., Q2, Q1, and P0 for piecewise biquadratic, piecewise bilinear,

piecewise constant interploations, respectively).

Furthermore, we will investigate the impacts of the sequential approach (i.e., the fixed-

stress sequential method [38]) on the pressure field at early times, comparing it with the

monolithic method. In previous studies, the fixed-stress method has mainly been studied

for the case where FVM and FEM are employed for flow and geomechanics, respectively

(i.e., Q1P0). For more in-depth analysis, in this study, we will compare the fixed-stress

sequential method with the monolithic method for the Q1Q1, Q2Q1, Q1P0, and Q2P0,

investigating their numerical characteristics of spatial stability.

From a-priori analysis and numerical experiments of this study, we will obtain the fol-

lowing findings. First, Q1P0 and Q2P0 yield stability at early times for the consolidation

problems, while Q1Q1 and Q2Q1 show spatial oscillation near the drainage boundary, re-

gardless of fluid compressibility. However, even for the Q1Q1 element pair that exhibits

severe oscillation, the fixed-stress sequential method can effectively stabilize the oscil-

lation without an artificial stabilizer. For the incompressibility, which might require the

inf-sup condition, the fixed-stress sequential method can yield stability for all the element

choices, while the monolithic method can cause severe instability, except the Q2Q1 pair

known to satisfy the inf-sup condition. The stabilized monolithic method in this study

does not yield good accuracy although it alleviates instability slightly. Thus, the fixed-

stress method can be more stable in space for the cases where the monolithic method

causes severe spatial oscillation, implying that the fixed-stress method can also be a good
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preconditioner for the monolithic method.

3.2 Stability in Space

There are two main causes for spatial numerical instability for consolidation problems:

discontinuity of pressure at the drainage boundary and violation of the inf-sup condition

induced by incompressibility.

3.2.1 Discontinuity of pressure for the consolidation problems

Vermeer et al. [29] analyzed instability for linear interpolation functions for pressure

and displacement with the nodal based finite-element method in the one-dimensional con-

solidation problem for single-phase flow (i.e., Terzaghi’s problem). In this case, the flow

equation is written as

∂p

∂t
+ ω

∂σxx
∂t

= cv
∂2p

∂x2
, cv =

kKc

µ
ω, ω =

1/Kc

1/Kc + φcf
, Kc =

E(1− ν)

(1 + ν)(1− 2ν)
, (3.1)

where Kc is the constrained modulus. When the initial pressure is zero, the resulting

system of equations can be written as [29]



1− 2b∗ b∗

b∗ 1− 2b∗ b∗

· · · · · · · · ·

· · · · · · · · ·

b∗ 1− 2b∗





∆p1

∆p2

· · ·

· · ·

∆pn−1


= ω∆σ



1

1

· · ·

· · ·

1


, (3.2)

where

b∗ =
1

6
− αcv∆t

h2
, (3.3)
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where α is a parameter from time discretization (e.g., α = 1.0 for the backward Euler

method). According to [29], the necessary and sufficient conditions for stability in space

is

b∗ ≤ 0, (3.4)

which yields

∆t ≥ 1

6

h2

αcv
. (3.5)

The lower bound on the time step size implies that sufficient pressure diffusion is required

to obtain a smooth distribution of pressure that can be interpolated by using piecewise

polynomials.

When we use the quadratic interpolations for both displacement and pressure, we have



a11 a12

a21 a22 a23 a24

· · · · · · · · ·

· · · · · · · · ·

a2n−12n−2 a2n−12n−1





∆p1

∆p2

· · ·

· · ·

∆p2n−1


= ω∆σ



2/3

1/3

· · ·

1/3

2/3


,(3.6)

a11 = a2n−12n−1 =
8

15
+

16c∆t

3h2
,

a12 = a21 = a23 = a2n−22n−1 =
1

15
− 8c∆t

3h2
,

a22 =
4

15
+

14c∆t

3h2
, a24 =

1

15
+
c∆t

3h2
.
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from which the condition of the spatial stability becomes

∆t ≥ 1

10

h2

αcv
. (3.7)

Note that Equations 3.5 and 3.7 are not new but found by Vermeer et al. [29]. The quadratic

interpolation provides a less restricted time step size than the linear interpolation. And the

analysis is consistent with the following. Ženǐsek [61] showed the error estimates for the

two-dimensional consolidation problem with an incompressible fluid as

‖p− ph‖l2 + ‖um − umh ‖1 ≤ C
(
hn∆t−1/2

∥∥u0
∥∥
n+1

+ hn + ∆t
)
, (3.8)

where p ∈ Hn, u ∈ [Hn+1]2, C is a constant independent of ∆t and h, and um = u(t =

tm). ‖·‖l2 and ‖·‖k are defined as

‖f‖2
l2

= ∆t
m∑
i=1

∥∥f i∥∥2

0
, ‖f‖2

k =
∑
a=k

‖Daf‖2
L2 , (3.9)

where Daf is the ath order spatial derivative of f . From the first term of the right hand

side in Equation 3.8, we identify the lower bound on the time step size.

In this study, we further extend investigation of spatial stability, introducing different

interpolations for displacement and pressure, and find additional the conditions of space

stability. Specifically, when we use the mixed finite element/finite volume method, pres-

sure is in L2 space, being piecde-wise constant, which allows for jumps in the pressure

field, such as discontinuity at the drainage boundary. Taking the procedure similar to

Equation 3.2, we find that b∗ from the piecewise constant finite-volume method for flow is

obtained as

b∗ = −αcv∆t
h2

, (3.10)

27



which satisfies the stability condition in [29], Equation 3.4. This implies no restriction on

the time step size for spatial stability. Hence, there is no spurious spatial instability around

the drainage boundary.

On the other hand, when we take quadratic interpolation for displacement and linear

interpolation for pressure with α = 1.0, the right hand side vector of Equation 3.2 is

changed to ω∆σ [4/3, 2/3, · · · , 2/3, 4/3]T with

b∗ =
1

6
− 4cv∆t

h2
. (3.11)

Then, we find a condition of spatial stability as

∆t ≥ 1

8

h2

cv
, (3.12)

from which we identify that the mixed interpolations still have a lower bound of time step

size.

3.2.2 Inf-sup condition

The consolidation problems with incompressible fluid result inQ = 0 in Equation 2.31

and 2.34 in the previous chapter. Then, as ∆t approaches zero, F in Equation 2.31 be-

comes 0. Then, the problem has the same form of the Stoke’s problem, expressed as

K BT

B 0


︸ ︷︷ ︸

Gm

δu
δp


n

= −

 Ru

−Rp

 . (3.13)

where B = −L. When KerBT 6= {0}, the column vectors of the linear system are not

independent, which leads to singularity.
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From [32], we have

sup
vh∈Uh

∫
Ω
qhDivvh dΩ

‖vh‖Uh
≥ C̃‖qh‖Qh/KerBTh

, ∀qh ∈ Qh, (3.14)

where || · ||V is a defined norm for space V and C̃ > 0, a constant independent of the mesh

size. The right side of Equation 3.14 becomes zero when qh is chosen from the space of

KerBT
h . This implies that multiple solutions can exist if KerBT

h 6= {0}, just as explained

in Equation 3.13. Thus, the condition KerBT
h = {0} (or KerBT = {0} in a matrix form

of Equation 3.13) is required for uniqueness of solution, which is the inf-sup condition3.

According to [57] and [58], one order lower approximation of pressure, such as Taylor-

Hood elements, can satisfy the inf-sup condition, deriving the following error estimates

[58],

‖ε(u(tm))− ε(umh )‖L2 ≤ C(hn + ∆t) sup
τ∈(0,∞)

φ(τ), (3.15)

‖Gradp(tm)−Gradpmh ‖L2 ≤ C(hl + ∆t) sup
τ∈(0,∞)

φ(τ), (3.16)

φ(τ) = |u(τ)|n+1 + |p(τ)|n + |∂tu(τ)|n+1 + |∂tp(τ)|n + ‖Div∂ttu(τ)‖L2 , (3.17)

where n = l + 1, tm is time at the mth time step, and (·)m is a physical quantity at the

mth time step. In the error estimate, ‖Gradp‖L2 is assumed to be bounded. However,

as aformentioned in the previous section, ‖Gradp‖L2 cannot properly be bounded at the

drainage boundary at early times for the consolidation problems, and small oscillations are

still observed, even though the elements satisfy the inf-sup condition (i.e., Q2Q1)4.

3The original form for Stokes equation is addressed in Appendix E.
4Meanwhile, the piecewise linear FVM for both geomechanics and flow might circumvent violation of

the inf-sup condition [60]. However, this choice of space discretization still has restriction of time step size
from the discontinuity of pressure for the consolidation problems, as Equation 3.12.

∆t ≥ 1

8

h2

cv
,
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Both Q1Q1 and Q1P0 element pairs do not satisfy the inf-sup condition, while the

Q2Q1 element does [31]. The Q1Q1 pair constrains the system too much, and the Q1P0

pair has been criticized by the checker-board pressure oscillation. Then, stabilization tech-

niques have been used to reduce the instability, by introducing to the submatrix 0 of Equa-

tion 3.13 an error term that can preserve consistency in space and time [27, 28].

On the other hand, when the fixed-stress sequential method is used (Equation 2.37),

Equation 3.13 is changed to

K BT

0 S


︸ ︷︷ ︸

Gs

δu
δp


n

=

 0 0

−B S


δu
δp


n−1

−

 Ru

−Rp

 , (3.18)

where all the column vectors of Gs are independent, because K and S are positive-

definite. As a result, Gs is invertible, unlike Gm in Equation 3.13. Therefore, all the

element choices (i.e., Q1Q1, Q2Q1, Q1P0) can provide uniqueness of solution, which do

no require any other stabilization techniques.

For example, the Q1P0 element comes from the mixed formulation of the piecewise

linear finite element method for geomechanics and the piecewise constant finite volume

method for flow, being a natural choice of a sequential scheme in reservoir engineering.

The Q1P0 pair with the fixed stress method can yield spatial stability in space without

exhibiting the checker-board pressure oscillation due to contribution from S of Equa-

tion 3.18, while the monolithic method requires a stabilizer to remove the pressure oscilla-

tion. Furthermore, its piecewise constant interpolation of pressure can yield stability even

if a consolidation problem generates self-discontinuity at the drainage boundary at the ini-

tial time. Thus, the mixed FEM/FVM with the fixed-stress sequential method becomes one

which implies that time step size cannot be refined for accuracy. Thus, the piecewise linear FVM does not
yield convergence in time.
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of the stable spatial and temporal discretization schemes in poromechanics simulation.

We can compare the fixed-stress split scheme with Uzawa’s algorithm. Uzawa’s algo-

rithms are frequently used to solve the saddle point problems [62, 63], writtens as

for k = 1 until convergence, do

Solve Kδuk = −Ru −BT δpk−1 (3.19)

Compute δpk = δpk−1 + γuz
(
Bδuk −Rp

)
(3.20)

end do,

where k indicates the iteration level and γuz is a suitably chosen parameter. Then, the

Uzawa algorithm leads to modification of Equation 3.13 as an iterative solver, as follows:

K BT

B 0


δu
δp


n,(k)

→

K 0

B 1
γuz
I


︸ ︷︷ ︸

Guz

δu
δp


n,(k)

−

0 −BT

0 1
γuz
I


︸ ︷︷ ︸

Nuz

δu
δp


n,(k−1)

, (3.21)

where Gauss-Seidel type iteration is applied. I is the identity matrix. Solvability of Guz

heavily relies on γuz, although Guz theoretically has the full rank. Specifically, when γuz

is too large,Guz become singular, causing an ill-conditioned matrix followed by difficulty

in convergence. Also, for the case not to satisfy the inf-sup condition, Algorithm 3.20 can

possibly be modified to improve convergence, introducing a stabilization matrix Suz, as

Compute δpk = δpk−1 + γuz
(
Bδuk − Suzδp

k−1 −Rp
)
, (3.22)

where Elman and Golub [63] takes Suz = βuzh
2
mAn, where βuz is an arbitrary numerical

parameter, hm is the mesh size parameter, andAn is a discrete Laplace operator defined on

the pressure space, subject to Neumann boundary condition [64]. Along with solvability,
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convergence of Algorithm 3.22 requires
∥∥G−1

uz N uz
∥∥ < 1.0 [65]. For both Uzawa’s algo-

rithms, appropriate determination of γuz and βuz are critical for convergence and accuracy.

On the other hand, the fixed-stress method can be modified for solution of Equa-

tion 3.13 as an iterative solver, as shown in Equation 3.18, when F = 0. Compared to the

Uzawa’s algorithms, S only depends on b2/Kdr, not containing a numerical parameter. It

is worth noting that the fixed-stress method does not require calculating K−1, while S is

very close to LK−1LT . Kim et al. [38] shows that the spectral radius of the fixed-stress

method does not exceed 2/3, which guarantees convergence in solving Equation 3.13.

Now as a simple system, let us introduce a two-gridblock 1D problem, shown in Fig-

ure 3.1. For the FEM/FVM discretization (left of Figure 3.1), pressure is located at a grid

center whereas displacement is at a node. On the other hand, for the FEM/FEM discretiza-

tion (right of Figure 3.1), both pressure and displacement are located at a node. When we

use the mixed FEM/FVM and the FEM/FEM methods with the monolithic approach, the

corresponding Jacobian matrices forQ = 0 (GV
m andGE

m, respectively) are

GV
m =


2Kc
∆x

−b b

b αp −αp

−b −αp αp

 , GE
m =



2Kc
∆x

− b
2

0 b
2

b
2

αp −αp 0

0 −αp 2αp −αp

− b
2

0 −αp αp


, αp =

kp∆t

µ∆x
, (3.23)

where ∆x is the grid spacing. When ∆t approaches zero, αp becomes zero, and thus

both GV
m and GE

m become singular. As a result, a unique solution cannot be obtained. A

very small time step size is typically taken at early times, considering initialization of flow

and/or geomechanics. Thus, if the monolithic approach with a direct matrix solver is used,

the uniqueness of solution might not be guaranteed.
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Figure 3.1: Different space discretizations for flow and geomechanics: FEM/FVM vs.
FEM/FEM.

On the other hand, the fixed-stress sequential method yields

GV
s =


2Kc
∆x

−b b

0 αp + b2/Kc −αp

0 −αp αp + b2/Kc

 ,

GE
s =



2Kc
∆x

− b
2

0 b
2

0 αp + b2/Kc −αp 0

0 −αp 2αp + b2/Kc −αp

0 0 −αp αp + b2/Kc


,

(3.24)

whereGV
s andGE

s are the Jacobian matrices from the mixed FEM/FVM and the FEM/FEM

methods, respectively. Even though ∆t becomes very small, which makes αp zero, both

GV
s andGE

s still have the full rank, yielding a unique solution.

3.2.3 Double/multiple porosity system

When a set of fractures exists, we have local heterogeneity because the fracture and

rock matrix coexist, viewed as dual continua. To consider the local heterogeneity, it is

desirable to use double or multiple porosity models [66], particularly for low permeable

rock matrix, as shown in Figure 3.2.
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Figure 3.2: Left: a schematic diagram of a fracture-matrix system. Right: a conceptual
model of the multiple interacting continuum (MINC) model. In the MINC model, fluid
flows through the fracture medium over the domain. On the other hand, the rock matrix
medium stores fluid and conveys it to the fracture medium. We can have several rock
matrix media in order to model fluid-heat flow accurately.

For flow-only simulation with the double/multiple porosity models, the FVM has been

used in reservoir engineering [66]. Berryman [67] proposed the constitutive relations for

double porosity model of isothermal poroelasticity, and Kim et al. [68] generalized the

model to the multiple porosity thermoporoelastoplasticity with multiphase flow. For the

case of the multiple porosity poroelasticity with single phase flow in isothermal condition,

we have

δσ =

δσ′︷ ︸︸ ︷
Cup : δε−b∗l δpl1, b∗l = Kdr

(αη
K

)
l
,

1

Kdr

=
ηk
Kk

, Cup = Kdr

nm∑
k=1

ηk
Kk

Ck,(3.25)

δζl = b∗l δεv, (3.26)

where double indices indicate summation. Subscript k or l indicates one of the subele-

ments within a gridblock. σ,σ′, and ε are total stress, effective stress, and total strain at the

level of a gridblock. Kdr and Cup are the upscaled elastoplastic drained bulk and tangent
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moduli at the gridblock. αl is the Biot coefficient of the subelement l, (i.e., αl = 1−Kl/Ks,

whereKs is the intrinsic solid grain bulk modulus.). ηl is the volume fraction of the subele-

ment l, and Kl is the drained bulk modulus of the subelement l. ζl is the fluid content for

the material l. δζl = (δm/ρ)l, where ml is the fluid mass of the subelement l.

From Equations 3.25 and 3.26, the multiple porosity model yields


K BT

f BT
m

Bf −∆tT ff −∆tT fm

Bm −∆tT fm −∆tTmm


︸ ︷︷ ︸

Gmpm


δu

δpf

δpm


n

= −


Ru

−Rp
f

−Rp
m

 , (3.27)

where pf and pm are the pressures at the fracture and rock-matrix, respectively. The sub-

scripts f andm indicate fracture and rock-matrix, respectively. Tff , Tfm, and Tmm are also

the matrices from transmissibilities of fracture-fracture, fracture-rock matrix, rock matrix-

rock matrix, respectively. Because the rock-matrix permeabillity is much lower than the

fracture permeability, the transmissibility of the rock-matrix is much smaller than that of

the fracture. Thus, although time step size is not sufficient to make ∆tT ff null, it can

make ∆tT fm and ∆tTmm become almost zero matrices due to the extremely low trans-

missibility [59]. Thus, Gmp
m can be singular, not providing a unique solution. When we

consider the previous 1D example, as shown in Figure 3.1, it is obvious that the monolithic

scheme with the mixed FEM/FVM does not yield a unique solution.

On the other hand, when the fixed-stress method is used, Equation 3.27 is changed to
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K BT

f BT
m

0 −∆tT ff − Sf −∆tT fm

0 −∆tT fm −∆tTmm − Sm


︸ ︷︷ ︸

=Gmps


δu

δpf

δpm


n

=


0 0 0

−Bf −Sf 0

−Bm 0 −Sm



δu

δpf

δpm


n−1

−


Ru

−Rp
f

−Rp
m

 ,
(3.28)

where Sl is symmetric and positive-definite, calculated from b2
l /Kl locally at a subelement

l. Unlike Gmp
m from the monolithic method, Gmp

s has full rank due to Sl. Thus, the fixed-

stress method provides a unique solution.

3.2.4 Comparison with the stabilized monolithic FEM method

Stabilized FEM methods for the same low-order approximation (e.g., Q1Q1) have been

introduced in order to avoid spatial instability of the monolithic method [28, 59, 69].

Specifically, a stabilization matrix [28] is introduced to the null matrix part of Gm in

Equation 3.13, which yields
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K BT

B −S̃


︸ ︷︷ ︸
Gstab
m

δu
δp


n,(k+1)

=

−Ru

Rp


(k)

+

 0

Hstab


(k)

, (3.29)

Hstab =

∫
Ω

τ

2G
[ϕh − Π(ϕh)][p

n+1,k
h − Π(pn+1,k

h )− pnh + Π(pnh)] dΩ, (3.30)

Π(·)|eΩ =
1

Ωe

∫
Ω

(·)dΩ, (3.31)

S̃ =

∫
Ω

τ

2G
[ϕh − Π(ϕh)][ϕh − Π(ϕh)] dΩ, (3.32)

where Ωe is the volume of the element. Π(·) is an operator that takes the element average

at each element. τ(> 0) is a parameter tha can adjust the level of stabilization. From Equa-

tion 3.32, S̃ is symmetric and positive-definite. Thus,Gstab
m becomes invertible, which can

provide a unique solution.

Similar to the fixed-stress method, the stabilized monolithic FEM method also intro-

duces −S̃ into the null sub-matrix. However, in contrast with the fixed-stress method, the

stabilized monolithic FEM method causes high computational cost because of the mono-

lithic scheme. In addition, Gstab
m might not be well-conditioned due to high contrast of

eigenvalues between K and S̃, which requires strong linear solvers. Its accuracy also

highly depends on τ , a user-determined parameter.

In this study, we take a stabilized monolithic FEM for numerical study, specifically

written as
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K BT

B −S̃


︸ ︷︷ ︸
Gstab
m

δu
δp


n

=

−Ru

Rp


n

+

 0

Hstab
n

 , (3.33)

Hstab
n =

∫
Ω

τ

2G
[ϕh − Π(ϕh)][p

n
h − Π(pnh)− pn−1

h + Π(pn−1
h )] dΩ, (3.34)

where Gstab
m is solved by a direct method. Hstab

n of the stabilized monolithic FEM is

calculated from the previous time steps, taking no iterations, in order to have the same

computational cost as the monolithic method of Equation 3.13, while Equation 3.29 re-

quires full iteration, causing significant higher computational cost.

3.3 Numerical Examples

We perform numerical simulation in order to examine mathematical analysis shown in

the previous sections. Specifically, we take four different spatial discretizations for dis-

placement and pressure: Q1-Q1, and three other mixed formulation of Q2-Q1, Q1-P0, and

Q2-P0 (Figure 3.3). For each discretization, We take two different solution strategies for

both compressible and incompressible fluids: the monolithic and the fixed-stress sequen-

tial methods. Then, total 16 combinations are investigated at each numerical scenario.

There are three different test scenarios: Terzaghi’s consolidation problem, a production

problem, a strip-footing plane strain problem (i.e., McNamee-Gibson problem [70, 71]).

In addition, we also test a stabilized finite element method for the Q1Q1 pair with a direct

solver for Gstab
m (Equation 3.33 - Equation 3.34). For the time discretization, we employ

the backward-Euler method for all the examples.

We consider isothermal single-phase flow with isotropic and homogeneous geomate-

rial. We assume no gravitational effects and no stress dependence of flow properties. The

common properties for all three examples are shown in the Table 3.1. Two compressibili-
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Figure 3.3: Four space discretization methods of flow and geomechanics.Q1Q1: bilin-
ear interpolation of both displacement and pressure within an element. Q1P0: bilinear
interpolation of displacement and constant interpolation of pressure. Q2Q1: biquadratic
interpolation of displacement and bilinear interpolation of pressure. Q2P0: biquadratic
interpolation of displacement and constant interpolation of pressure.

ties, 4.0× 10−9 [Pa−1] and 0 [Pa−1], are used for compressible and incompressible fluids,

respectively. We then investigate the numerical instabilities in pressure field at early time,

taking a very small timestep size, which can be caused by incompatibility at the drainage

boundary and/or the violation of the inf-sup condition.

Table 3.1: Common input data for three test scenarios

Property Value
Young’s modulus 100 MPa
Poisson ratio 0 -
Biot’s coefficient 1.0 -
porosity 0.3 -
permeability 50 mD
fluid density 1000 kg m−3

fluid viscosity 1 cp
fluid compressibility 4.0× 10−9 or 0 Pa−1
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3.3.1 Case 1: Terzaghi’s consolidation problem

The domain is discretized with 20 grids, where each grid has a size (∆x×∆z) of 1 m

× 0.25 m, being 5 [m] in depth and 1 [m] in width (Figure 3.4). For geomechanics, 2.125

[MPa] of traction is applied to the top, while a no-vertical displacement boundary is placed

at the bottom, and a no-horizontal displacement boundary is applied to both sides. Flow

has drainage boundary at the top, where pressure is zero, and a no-flow boundary at the

bottom. The initial pressure and total stress are also both zero (i.e., zero excessive pore-

pressure). Then, before the traction is applied, the system is mechanically in equilibrium.

Figure 3.4: Schematics of Case 1: a consolidation problem (i.e., Terzaghi’s problem).
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Again for the stabilized monolithic FEM, we take τ = 1.0 for the stabilization method,

as suggested by [28] for all the Q1Q1 pair, hereafter. The simulation result is after 1

timestep with ∆t = 0.01 [s]. Thus the normalized or dimensionless time for the result is

then, T = cvt/h
2 = 1.9378× 10−6.

Q1Q1: The top of Figure 3.5 shows the pressure distributions of the Q1Q1 pair where

MONO and FSS indicate the solutions of the monolithic and the fixed-stress sequential

methods, respectively while MonoSTAB is White’s stabilized method. For Q1Q1, we find

considerable oscillation near the drainage boundary due to discontinuity of pressure for

compressible fluid, when using the monolithic method, although the inf-sup condition is

not violated. When fluid is incompressible, the oscillation becomes severer because of vio-

lation of the inf-sup condition. However, for both compressible and incompressible fluids,

the fixed-stress sequential method yields much more stable and accurate results than the

monolithic method. The MonoSTAB, the stabilized monolithic method, has the same sta-

bility state for both compressible and incompressible cases with the fixed-stress method

showing very tiny oscillation at the drainage boundary due to the pressure discontinuity

at it. Through the artificial diffusion within the null matrix part of Gm in Equation 3.13,

it removes the oscillation referring to the inf-sup condition as found in the result plots in

Figure 3.5. However, without any artificial factor implementation, these results support the

argument that the fixed-stress method itself can naturally stabilize the oscillation caused

by discontinuity of pressure at the drainage boundary and/or violation of the inf-sup con-

dition.

Q1P0: We find different results from the Q1P0 pair (the bottom of Figure 3.5), as

contrasted with Q1Q1. We do not observe instability at the drainage boundary at the top,

because the pressure field is interpolated as piecewise constant, facilitating discontinuous
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(a) Q1Q1: compressible (left) and incompressible (right)

(b) Q1P0: compressible (left) and incompressible (right)

Figure 3.5: Pressure distributions for Case 1 with Q1Q1 (top) and Q1P0 (bottom) for both
compressible and incompressible fluids.
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pressure distribution. For incompressibility, Q1P0 is known to be more stable than Q1Q1,

although it does not satisfy the inf-sup condition in general. From the bottom of Figure 3.5,

both the monolithic and the fixed-stress methods do not cause oscillation in pressure, be-

ing accurate and not violating the inf-sup condition.

Q2Q1 & Q2P0: The Q2Q1 pair, one of the Tayler-Hood elements, is known as an

LBB-stable element. For Q2Q1 and Q2P0, both the monolithic and the fixed-stress meth-

ods yield identical results, shown in Figure 3.6. We find that Q2Q1 shows oscillation near

the drainage boundary, although it does not violate the inf-sup condition. In addition, the

Q2Q1 pair shows more stable results than Q1Q1, even for the same compressible fluid.

The quadratic interpolation of displacement causes much less oscillation than the linear

interpolation, yielding less strict stability condition (see Equation 3.12). We also find that

Q2P0 is as stable as Q1P0, having no oscillation for both compressible and incompressible

fluids.
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(a) Q2Q1: compressible (left) and incompressible (right)

(b) Q2P0: compressible (left) and incompressible (right)

Figure 3.6: Pressure distributions for Case 1 with Q2Q1 (top) and Q2P0 (bottom) for both
compressible and incompressible fluids.
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3.3.2 Case 2: production problem

For the Case 2 scenario, we take a simple production problem. For the simulation do-

main, we have two different boundary conditions especially with geomechanics as shown

in Figure 3.7. For Case 2-1, (a) in Figure 3.7, we have no displacement normal to all the

boundaries. Reversely for Case 2-2, (b) in Figure 3.7, all displacement boundary condi-

tions are exactly perpendicular to the corresponding boundaries of Case 2-1.

Figure 3.7: Schematics of Case 2: two production problems. Two different boundary
conditions are applied as (a) Case 2-1 and (b) Case 2-2.

There is no overburden stress at the top. For flow, we have no-flow boundary condition
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for all boundaries except for the top drainage boundary. The production well is located at

the bottom block with the rate of Qprod = 106 [kg/m3/day]. Initial pressure and total stress

are 2.125 [MPa], and thus the excessive pore-pressure is zero. The time step size ∆t is

1 second and we use numerical results at 100 seconds. For Case 2-1, we can obtain the

accurate numerical solution by taking the finite-element or finite-volume based flow-only

simulation with the exact rock-compressibility, just like the procedure of the analytical

solution for Case 1, because the directions of stress and flow are one-dimensional. Then,

we use this solution as a reference solution for both cases (Case 2-1 & Case 2-2). The

simulation result is after 1 timestep with ∆t = 0.01 [s], exactly the same condition as

Case 1.

Q1Q1: From the top of Figure 3.8, for Case 2-1, we have all stable results for com-

pressible fluid when we use the monolithic, the stabilized monolithic, and the fixed-stress

methods, because they do not have severe discontinuity effect at the boundary (i.e., no in-

stantaneous pressure jump at the drainage boundary). For incompressible fluid, the mono-

lithic method causes severe oscillation, because it violates the inf-sup condition. Note that

the reference solution is indicated as FLOW ONLY.

Note that Gm of Equation 3.13 is not invertible. On the other hand, both stabilized

monolithic methods and the fixed-stress methods yield stability in space, because Gstab
m

of Equation 3.29 and Gs of Equation 3.18 are invertible, respectively. Both the stabi-

lized monolithic method and the fixed-stress method yield accurate solutions, matching

the reference solution.

From the top of Figure 3.9, for Case 2-2, we have different type of oscillation for

Q1Q1 in both compressible and incompressible conditions. The monolithic method has

a tiny oscillation near the production well even for compressible fluid and this oscillation

becomes severer for incompressible fluid violating the inf-sup condition. These results
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(a) Q1Q1: compressible (left) and incompressible (right)

(b) Q1P0: compressible (left) and incompressible (right)

Figure 3.8: Pressure distributions for Case 2-1 with Q1Q1 (top) and Q1P0 (bottom) for
both compressible and incompressible fluids.
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are probably due to the different displacement conditions, no vertical displacement but

horizontal displacement and vice versa for the top and bottom boundary conditions. All

other methods, the fixed-stress and the stabilized method show no oscillation, stabilizing

the effects in both fluid compressibility cases.

Q1P0: Both the bottom of Figure 3.8 (for Case 2-1) and the bottom one of Figure 3.9

(for Case 2-2) show stable results for both monolithic and fixed-stress methods for com-

pressible fluid, just like the Q1Q1 pair. However, for incompressible fluid, the monolithic

method causes instability unlike Case 1. Aforementioned in [31], we categorize this as the

‘spurious mode’, which can be found the Q1P0 pair, violating the inf-sup condition. On

the other hand, the fixed stress method is stable and accurate, matching the reference solu-

tion and circumventing violation of the inf-sup condition. As for Case 2-2, the notorious

‘checkerboard’ oscillation of Q1P0 for the incompressible case can be found distinctly for

incompressible fluid especially as shown in the bottom of Figure 3.9.

Q2Q1 & Q2P0: For the Q2Q1 and Q2P0 pairs, two different results can be found

depending on the boundary conditions, Case 2-1 and Case 2-2.

Figure 3.10 shows that the monolithic and the fixed-stress methods are stable and ac-

curate, regardless of fluid compressibility, when Q2Q1 is used, albeit a slight tendency

of locking for incompressible fluid near the drainage boundary. As for Q2P0 result, the

biquadratic interpolation of displacement yields much more stable and accurate solution

than the bilinear interpolation of displacement. However, the spurious mode of pressure as

Q1P0 due to the inf-sup condition stays the same for Case 2-1 boundary condition, imply-

ing that Q2P0 is not satisfying the inf-sup condition in general. For Case 2-2 unlike Case

2-1 results, Figure 3.11 clearly shows that the monolithic and the fixed-stress methods are

stable and accurate, regardless of fluid compressibility using Q2Q1 and Q2P0.
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(a) Q1Q1: compressible (left) and incompressible (right)

(b) Q1P0: compressible (left) and incompressible (right)

Figure 3.9: Pressure distributions for Case 2-2 with Q1Q1 (top) and Q1P0 (bottom) for
both compressible and incompressible fluids.
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(a) Q2Q1: compressible (left) and incompressible (right)

(b) Q2P0: compressible (left) and incompressible (right)

Figure 3.10: Pressure distributions for Case 2-1 with Q2Q1 (top) and Q2P0 (bottom) for
both compressible and incompressible fluids.
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(a) Q2Q1: compressible (left) and incompressible (right)

(b) Q2P0: compressible (left) and incompressible (right)

Figure 3.11: Pressure distributions for Case 2-2 with Q2Q1 (top) and Q2P0 (bottom) for
both compressible and incompressible fluids.
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3.3.3 Case 3: plane strain strip-footing

For Case 3, we employ a typical 2D plane strain problem with a strip-footing (Fig-

ure 3.12), known as the McNamee and Gibson problem [70, 71]. For the boundary condi-

tion of geomechanics, we apply no horizontal displacement to the left and right boundaries

and no vertical displacement at the bottom.

Figure 3.12: Schematics of Case 3: plane strain strip-footing (i.e., McNamee-Gibson’s
problem).

The overburden of 2.125 [MPa] is applied to the left 3 [m] at the top. For flow, we have

no-flow boundary along the both sides and at the bottom, while the drainage boundary is
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applied at the top.

For the simulation purpose, we choose the variational timestep size starting ∆t0 =

1.0× 10−4 [s] and doubles its size every timestep until it reaches ∆t = 10 [s]. In order to

monitor the pressure through the simulation, we set the observer point as in Figure 3.12.

The total simulation is for 200 timesteps, which is corresponding to the dimensionless time

of T = 0.8858 for the monitoring spot. We also take a snapshot of pressure distribution

for the whole domain after 10 timesteps, representing at about t = 0.1023 [s], with each

discretization, solution strategy and fluid compressibility.

Q1Q1: For Q1Q1, we have the results similar to Case 1.

Figure 3.13: Evolutions of pressure at the monitoring point for Case 3 with Q1Q1.
L=3 [m].

From Figures 3.13, small deviations from the analytical solution are found for com-

pressible fluid (left), especially for the monolithic method at early times. This is because

of discontinuity of pressure at the drainage boundary, while all the solutions match the
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analytical solution at late times. For incompressible fluid (right), inaccuracy at early times

becomes severer because of the violation of the inf-sup condition.

For compressible fluid, when using the monolithic method, we find from Figures 3.14

that the discontinuous pressure due to instantaneous loading mainly leads to spatial insta-

bility over the whole domain at early times (t = 0.1023 [s]), particularly identifying severe

oscillation around the left corner down to the z/Lz = 0.9 in depth. For incompressible

fluid, the oscillation becomes severer at early times because of voliation of the inf-sup

condition. As shown, the monolithic method is the most unstable among the methods.

Q1P0: The piecewise constant interpolation for pressure facilitates discontinuous spa-

tial distribution induced by the instantaneous pressure jump. Figure 3.15 shows the pres-

sure distributions from the monolithic and the fixed-stress methods when Q1P0 is used.

Both methods provide stability and accuracy for compressible and incompressible flu-

ids, capturing the Mandel-Cryer effect correctly (Figure 3.15a). It is shown that all the

solutions are stable and accurate. Albeit, note that there are some discretization errors in

space between numerical and analytical solutions. No spurious pressure mode from the

violation of the inf-sup condition is found for incompressible fluid, showing that Q1P0 is

a more stable element pair than Q1Q1.
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(a) Pressure distribution for the monolithic

(b) Pressure distribution for the fixed-stress

(c) Pressure distribution for the stabilized

Figure 3.14: Pressure distributions for Case 3 with Q1Q1 at the early time. Pressure is
normalized by the initial overburden of 2.125 [MPa].
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(a) Evolutions of pressure at the monitoring point for Case 3 with Q1P0. L=3 [m].

(b) Normalized pressure distribution for the monolithic at the early time

(c) Normalized pressure distribution for the fixed-stress at the early time

Figure 3.15: Pressure distributions for Case 3 with Q1P0. For (b) and (c), pressure snap-
shot is at t = 0.1023 [s] normalized by the initial overburden of 2.125 [MPa].
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Q2Q1 & Q2P0: From Figures 3.16 and 3.17, we find no severe oscillations for Q2Q1

& Q2P0, when employing the monolithic and fixed-stress methods. Q2Q1 satisfies the inf-

sup condition through this discretization, but we find a little oscillation near the top-left

corner because of pressure discontinuity (Figures 3.16b and 3.16c), while Q2P0 shows

no oscillation just like Q1P0. Still, both element choices show stable and accurate results,

capturing the Mandel-Cryer effect well. The monolithic and fixed-stress methods yield

stability for both compressible and incompressible fluids.

3.4 Summary

In this chapter, we studied spatial stability for poromechanics problems with various

mixed space discretizations (i.e., Q1Q1, Q1P0, Q2Q1, Q2P0). We identified two causes of

spurious oscillation: discontinuity of pressure at the drainage boundary and the violation

of the inf-sup condition. For the pressure discontinuity, a piecewise continuous interpola-

tion of pressure (or higher-order interpolation) can cause spatial oscillation at early times,

while the piecewise constant interpolation of pressure yields stability. Also, we found that

lower approximations of pressure than displacement (Q2Q1, Q1P0, Q2P0) yielded small

or no oscillation. Whereas, we confirmed that the equal-order approximation of pressure

and displacement (Q1Q1) caused severe oscillation. For an incompressible fluid, Q2Q1

was better than Q1P0, when we use the monolithic method, because Q1P0 might not sat-

isfy the inf-sup condition. However, we found that the fixed-stress sequential method can

circumvent violation of the inf-sup condition, including Q1Q1 and Q1P0, as well as that

it can also stabilize the oscillation of the pressure discontinuity for Q1Q1. Since porome-

chanics deal with different physics to solve, related to fluid flow and soil or rock (geo-

material), which have different physical properties, it also naturally leads to the fact that

mixed formulations for spatial discretization need to be considered for more accurate nu-

merical solutions. Through the chapter, it is shown that the fixed-stress split can naturally
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(a) Evolutions of pressure at the monitoring point for Case 3 with Q2Q1. L=3 [m].

(b) Normalized pressure distribution for the monolithic at the early time

(c) Normalized pressure distribution for the fixed-stress at the early time

Figure 3.16: Pressure distributions for Case 3 with Q2Q1. For (b) and (c), pressure snap-
shot is at t = 0.1023 [s] normalized by the initial overburden of 2.125 [MPa].
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(a) Evolutions of pressure at the monitoring point for Case 3 with Q2P0. L=3 [m].

(b) Normalized pressure distribution for the monolithic at the early time

(c) Normalized pressure distribution for the fixed-stress at the early time

Figure 3.17: Pressure distributions for Case 3 with Q2P0. For (b) and (c), pressure snap-
shot is at t = 0.1023 [s] normalized by the initial overburden of 2.125 [MPa].
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overcome the two spatial oscillations which can dominate at an early time of simulation

for poromechanics.
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4. ACCURACY IN TIME INTEGRATION

4.1 Introduction for Accuracy in Time Integration

In the numerical analysis literature, accuracy of solution measures errors resulting from

spatial and temporal discretizations. The order of accuracy quantifies the convergence rate

or degree of consistency of the numerical solution, approaching the true solution of the

original differential equation [43]. For reservoir simulation, after spatial discretization,

the initial value problem results in a system of ODEs, and the time derivative term is

approximated using the finite difference method. If the typical backward Euler method

(the fully implicit method) is employed, stability (A-stable) is achieved and the first-order

of accuracy in time is obtained [72].

On the other hand, high-order of accuracy in time is also desired in computational

mechanics when the sensitivity of other parameters is significant, depending on the flow

of motion. Furthermore, for a complex domain, spatial discretization itself needs high-

order approximations and it requires the high-order temporal discretizations.

There are broadly two types of high-order schemes for ODE integrators to advance

in time [42]. One is the multi-step (or multi-value) approach, targeting higher gradi-

ents approximation (e.g., the backward differentiation formula (BDF)). The other is the

classical family of Runge-Kutta (RK) methods categorized as an one-step or a starting

method. However, both methods are not appropriate for large systems, such as reservoir

simulation, in terms of their computational efficiency. The multi-step methods unlike the

one-step method have large storage requirements and computations for higher derivatives,

which need to be prepared at each timestep. In addition, it is known that the implicit

BDF may not be stable for high-orders [42, 72]. Although the RK methods do not require

derivative calculations generally, this approach still needs multiple functions to evaluate
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recursively within a timestep, such that the number of functions per timestep equals the

order of method [73].

In this point of view, for large scale simulation the deferred or defect correction (DC)

[74, 34] can be a more efficient method for high-order time integration. The advantages

over the aforementioned approaches are that it is easy to construct an error-correction

equation using the original equation for any desired order of accuracy, and that it is a one-

step method, where there is no need to store values other than previous time calculation.

The DC is based on a scheme that accelerates the convergence rate of low-order. Using the

error equation, which has the same structure as the original, and applying the lower order

solution to the original scheme, it removes the low-order term in the truncated error and

obtains the high-order solution [74, 75, 34].

As aforementioned, poromechanics is a system of DAEs that has different physics

and disparity in time scales for its subsystems. In other words, for example in this the-

sis the geomechanics is assumed to be quasi-static, while the flow is assumed to contain

transient/time-dependent physical processes. Thus, it is natural that we can apply different

time integration schemes for the sub-equations. This application is another superiority of

the sequential scheme to the monolithic scheme for poromechanics [41].

There is a recent study to implement the DC to the DAEs index-1 system. Vijalapura

et al. [34] used the fractional step (the operator splitting) scheme to apply the DC method.

They also studied a symmetric splitting as Strang’s spitting [76], named the two-pass al-

gorithm, known as a high-order scheme in ODEs. They found that the desired high-order

in time is only reached by the DC method in DAEs index-1 system, not by the two-pass

algorithm.

We use these two-pass algorithm and DC for the high-order scheme in poromechan-

ics using the fixed-stress split in this chapter. Then, we compare the two-pass algorithm

and DC for the poromechanics problems. The selection of both methods is natural be-
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cause they are simple to construct, based on the operator splitting schemes, using the

typical Euler’s method for reservoir simulation. By combining time integration schemes

for sub-problems, the operator splitting method provides an efficient scheme for the over-

all problem [77]. Likewise, the sequential part or partitioned operator in the sequential

scheme (e.g., the fixed-stress split) is itself based on operator splitting, with each operator

representing a specific physics among multiphysics.

Through the splitting schemes, one can apply different time integration schemes on

different operators or disparate partitions. For example, for the DC method, we apply the

correction step or operator to the pure ODE system, that is, the flow equation only, with

the geomechanical constraint. Specifically, we choose the spectral DC (SDC) method [75]

proposed by Dutt et al. instead of the classical DC (CDC) in order to avoid the numerical

instabilities. Because the construction of error equations in the CDC involves numerical

differentiation of error, which may cause the numerical instabilities, thus Dutt et al. have

proposed a stable method, called SDC with application of the Picard-type integral equation

without approximation for the derivative of the error terms.

In this chapter, we analyze the two-pass and SDC methods as high-order methods in

time integration for the fixed-stress split. To study the order of accuracy, we employ the

Taylor series expansion for the fixed-stress split and two high-order methods: the two-

pass and SDC methods. Then, in the numerical experiments, we take representative tests,

such as Terzaghi’s (1D) consolidation and strip-footing plane strain (2D) problems with

isothermal linear poroelasticity. For spatial discretizations, we use the standard FEM for

displacement and the FVM for pressure: the Q1P0 pair, aforementioned in the former

chapter.

We show that both methods, as high-order methods in time integration, do not enhance

the order of accuracy. For the two-pass algorithm, we find that the order reduction occurs

because poromechanics results in a system of DAEs due to the geomechanics operator
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working as the constraint to the flow operator. For the SDC method, the flow equation of

poromechanics has its own structure that reduces the convergence rate, albeit correcting

errors. Even though the errors are reduced by both methods, the computational effort

required at each timestep is higher than that of the original system, thus we conclude

that the fixed-stress split (a kind of one-pass method) itself is sufficient for the reservoir

simulation in poromechanics.

4.2 Two-Pass and SDC Algorithms

Starting from the fixed-stree split, the Equation 2.35 in the Mathematical Formulations

chapter, let the operators Apss be Φ and Auss be Ξ like Equation 2.27. It can be found that

the fixed-stress split scheme itself solves the DAEs by operator splitting or the fractional

step method and it is categorized as the one-pass method. In other words, the fixed-stress

scheme has the sequence of operators as follows:

· · ·Φh ◦ Ξh ◦ Φh ◦ Ξh ◦ Φh︸ ︷︷ ︸
timestep1

, (4.1)

where Φh and Ξh are the discretized operators of Φ and Ξ respectively with timestep size

h.

4.2.1 Two-pass algorithm

The two-pass algorithm is a type of symmetric operator splitting algorithm based on

Strang’s splitting where conserving the structure is the key for its stability and conver-

gence. [76, 34]. Then for the two-pass algorithm with the fixed-stress split, we split only

the first operator in half in Equation 4.1, since the fluid flow (Φ) is transient and the ge-

omechanics (Ξ) is quasi-static based on our assumptions.

Then the two-pass algorithm for the fixed-stress is taking its form as follows:
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· · ·Φh/2 ◦ Ξh ◦ Φh/2 ◦ Φh/2 ◦ Ξh ◦ Φh/2︸ ︷︷ ︸
timestep1

. (4.2)

4.2.2 SDC algorithm

Dutt et al. [75] has proposed the SDC method modifying the classical DC or defect cor-

rection method [74]. Unlike the classical DC, the SDC doesn’t need to take the derivative

solving errors in error equations, thus it leads to numerically stable solutions [75].

Suppose we have an initial value problem,

ut = Lu, u(0) = u0, (4.3)

where ut is time derivative of u andL is a differential operator, having Lipschitz-continuity

in variable u and time t, through which the existence and the uniqueness of the solution

are guaranteed [33, 72, 42]. The solution of the original ODE 4.3 can be written in terms

of the Picard integral equation [72, 73] as

u(t) = ua +

∫ t

a

Lu(τ, u(τ))dτ, (4.4)

where u(t = ta) = ua.

From Equation 4.4, we can define the residual function R to measure the quality of

approximation of the time integration as:

R(t) ≡ ua +

∫ t

a

Lu(τ, ũ(τ))dτ − ũ(t), (4.5)

where ũ(t) is the approximation solution for u(t).

Then we derive the error equation e(t) for the SDC method as:
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e(t) = R(t) +

∫ t

a

Lu(τ, ũ(τ) + e(τ))dτ −
∫ t

a

Lu(τ, ũ(τ))dτ, (4.6)

through which we can obtain the error without any numerical differentiation term leading

to numerical stability.

Now we can obtain the error for the backward Euler (or implicit) method especially

expressed as:

ei+1 = ei + ∆t(Lu(ti+1, ui+1 + ei+1)− Lu(ti+1, ui+1)) +R(ti+1)−R(ti), (4.7)

where ei = e(ti) and

R(ti+1)−R(ti) =

∫ ti+1

ti

Lu(τ, ũ(τ))dτ − (ui+1 − ui). (4.8)

Thus, from Equation 4.7 and 4.8, we can obtain the corrected new solution ui+1,N as:

ui+1,N = ui+1 + ei+1 = ui + ei + ∆t(Lu(ti+1, ui+1 + ei+1)− Lu(ti+1, ui+1))

+

∫ ti+1

ti

Lu(τ, ũ(τ))dτ.
(4.9)

having the same structure as the original time marching scheme, the inherent property of

the deferred correction method.

Thus, Equation 4.9 is leading to how we perform the numerical approximation of the

integral including
∫ ti+1

ti
Lu(τ, ũ(τ))dτ and it depends on the sub-nodes, the quadrature

points between ti and ti+1 and this is why it is called SDC.

If we have 1 to m sub-nodes for [ti, ti+1] for example, then the numerical algorithm
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for SDC is as:

1. Compute an approximation solution at the sub-nodes 1 to m

2. Compute successive corrections expressed as:

Do j = 1 to m

Do k = 0 to m− 1

uji+1 + eji+1 = uji + eji + ∆t(Lu(tji+1, u
j
i+1 + eji+1)− Lu(tji+1, u

j
i+1))

+

∫ tk+1

tk

Lu(τ, ũ(τ))dτ

End Do

End Do (4.10)

4.3 Error Analysis of the Monolithic Method

Following [20], Equation 2.27 and 2.31 in the previous chapter can be expressed

matrix form with Uand P which are spatially discretized before time discretization as1

K −LT

0 T


︸ ︷︷ ︸

C

U
P


︸ ︷︷ ︸
x

−

0 0

L Q


︸ ︷︷ ︸

D

U̇
Ṗ


︸ ︷︷ ︸
ẋ

=

su
sp


︸ ︷︷ ︸
s

, (4.11)

where K,L,Q are following Equation 2.32, 2.33, 2.34 and T are the transmissibility

matrix. Note that for linear poroelasticity problem the whole system is expressed into a

linear ODE by following the MOL approach with C,D, s and x.

Cx−Dẋ = s. (4.12)
1See Appendix A.
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When x̃ along with Ũ and P̃ is a discretized variable both in space and time, the

Equation 4.11 and 4.12 is taking a discretized form with a backward Euler method as

(∆tC −D)︸ ︷︷ ︸
A

x̃n+1 = −D︸︷︷︸
B

x̃n + ∆tsn+1︸ ︷︷ ︸
f

. (4.13)

Then it can be expressed as

x̃n+1 −A−1Bx̃n −A−1f = 0. (4.14)

Let us we have the true solution of x for t = tn+1 and t = tn as x(tn+1) and x(tn) and if

x̃n+1 = x(tn+1) as exact solution, then from Equation 4.14,

x(tn+1)−A−1Bx(tn)−A−1f = en+1, (4.15)

where en+1 is the error due to truncation at t = tn+1.

From Taylor expansion (Equation 2.1),

x(tn) = x(tn+1)−∆tẋ(tn+1) +
∆t2

2!
ẍ(tn+1) +O(∆t3). (4.16)

Since x(tn+1) as a true solution satisfies the following equation from Equation 4.12,

Cx(tn+1)−Dẋ(tn+1) = s, (4.17)

then, from Equation 4.15, and 4.17,

en+1 = −1

2
ẍ(tn+1)∆t2 +

1

2
A−1Cẍ(tn+1)∆t3 +O(∆t4), (4.18)
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where the local error of the monolithic is en+1 ∼ O(∆t2) , meaning that the global error

is convergent to O(∆t). This property will be addressed in more detail in the following

section for the fixed-stress split error analysis.

4.4 Error Analysis of the Fixed-Stress Split

Before we perform the local and global error analysis for the fixed-stress split, here

we first postulate a function ψ derived from the constraint function of geomechanics for

momentum balance, g in Equation 2.27 that is for operator Ξ. Using the implicit function

theorem2, the following relations for near a solution are induced as:

U = ψ(P ), U̇ = ψ̇(P ), (4.19)

where (̇) is time derivative of a function.

Then it is leading to a pure ODE system for flow expressed as:

Φ : Ṗ = f(ψ̇(P ),P ). (4.20)

4.4.1 Local Error Analysis

Local error is defined as a discretized error between timesteps [72, 73]. From Equa-

tion 2.27 and 4.1, the variable U and P are approximated in space but not in time, yet.

Here we study the local error of Ξh ◦ Φh in Equation 4.1 for the fixed-stress split.

For the local error analysis of Ξh ◦Φh, we perform Taylor expansion for t ∈ [tn, tn+1].

2Implicit function theorem is a principle telling that if there is a solution where it is smooth enough to
have partial derivatives for multivariable function on some conditions, then there is a implicit function around
that solution satisfying such as Equation 4.19 although it is not explicitly expressed. Another example can
be representing a graph of a function by relation between variables on specific regions or a coordinate
transformation if mapping function is not singular, that is, the determinant of Jacobian is not zero.
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From the exact or true solution of P (tn) at t = tn, Taylor expansion of P provides

P (tn+1) = P (tn) + ∆tṖ (tn) +
∆t2

2!
P̈ (tn) +O(∆t3)

(from Equation 2.27)

= P (tn) + ∆tf(U̇(tn),P (tn)) +
∆t2

2!
P̈ (tn) +O(∆t3)

(from Equation 4.19)

= P (tn) + ∆tf(ψ̇(P (tn)),P (tn))

+
∆t2

2!
∂Uf(ψ̇(P (tn)),P (tn))ψ̈(P (tn))

+
∆t2

2!
∂P f(ψ̇(P (tn)),P (tn))Ṗ (tn) +O(∆t3),

(4.21)

where ∂Uf = ∂f
∂U

and ∂P f = ∂f
∂P

.

If the approximate solution for P is P̃ and we assume P̃ n satisfies P̃ n = P (tn) for

the local error analysis starting from the exact solution, then for the discretized Φh where

an approximate solution P̃ n+1 at t = tn+1 expressed as

P̃ n+1 =P̃ n + ∆tf(ψ̇(P̃ n), P̃ n) +
∆t2

2!
∂Uf(ψ̇(P̃ n), P̃ n)∂tψ̇(P̃ n)

+
∆t2

2!
∂P f(ψ̇(P̃ n), P̃ n) ˙̃P (tn) +O(∆t3).

(4.22)

Since we have the fixed constraint with true solution asU(tn) = ψ(P (tn)) and U̇(tn) =

ψ̇(P (tn)) at t = tn, fixing the rate of stress as δσ̇ = 0 for the fixed-stress split, Equa-

tion 4.22 yields

P̃ n+1 = P (tn) + ∆tf(ψ̇(P (tn)),P (tn)) +
∆t2

2!
∂P f(ψ̇(P (tn)),P (tn))Ṗ (tn) +O(∆t3).

(4.23)

Then the local error forP within t ∈ [tn, tn+1], that is, P̃ n+1−P (tn+1) is by extracting
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Equation 4.21 from Equation 4.23 as

P̃ n+1 − P (tn+1) = en+1∆t2 +O(∆t3), (4.24)

where en+1 is the error induced from the splitting (including the fixing the rate of stress

change for the fixed-stress split).

Then, we move to the geomechanics operator Ξh as in Equation 4.1 seeking for the

approximate solution ofU(tn+1) expressed as Ũn+1. Since P̃ n+1 = P (tn+1)+en+1∆t2+

O(∆t3) (Equation 4.24) and using linear property of function ψ,

Ũn+1 = ψ(P̃ n+1) = ψ(P (tn+1) + en+1∆t2 +O(∆t3))

= ψ(P n+1) + ∆t2ψ(en+1) +O(∆t3).

(4.25)

Because the true solution for displacement is

Un+1 = ψ(P n+1), (4.26)

then from Equation 4.25 and 4.26, the local error for U becomes

Ũn+1 −U(tn+1) = ∆t2ψ(en+1) +O(∆t3). (4.27)

Thus from Equation 4.24 and 4.27, Ξh ◦Φh has the local error of O(∆t2) from the true

solutions, P (tn) and U(tn).

4.4.2 Global Error Analysis

Global error is attributed to the propagation and accumulation of the local errors. As-

suming a standard Lipschitz condition for the local error, and for a single step method such

as the Euler method, the convergence is obtained for the global error [72, 47]. Although
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we do not perform the actual convergence analysis for error in this study, it can be done

using the Gronwall’s inequality [34].

Because the accumulation of the errors is proportional to the number of timesteps,

which can be expressed as O(∆t−1) for the uniformly discretized equation, we can eas-

ily infer the order of accuracy for global error by multiplying O(∆t−1) to the order of

accuracy for the local error obtained from the local error analysis.

Since the fixed-stress split has the local error of O(∆t2) starting from the exact solu-

tions as analyzed above, we can deduce that the fixed-stress split, the one-pass algorithm,

is globally the first-order of accuracy, O(∆t), in time.

4.5 Error Analysis of the Two-Pass Algorithm

With the same manner of these error analysis for the fixed-stress split, we perform the

error analysis of the two-pass algorithm for the fixed-stress split. As expressed with the

discretized operators as Equation 4.2, the global error of the two-pass algorithm for the

fixed-stress split can be analyzed with the local error analysis just as the same way as the

one-pass algorithm, the fixed-stress split above.

Rather tedious but we can easily derive that the local error of the first step, Φh/2 ◦Ξh ◦

Φh/2 in Equation 4.2 has O(∆t2) likewise the one-pass fixed-stress split and thus globally

O(∆t) in time. Let us start with exact solutions P (t = tn) and likewise Equation 4.24,

we have

P̃ n+1/2 − P (tn+1/2) = O(∆t2). (4.28)

Using Equation 4.23 with fixing the rate of stress,
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P̃ n+1 =P̃ n+1/2 +
∆t

2
f(ψ̇(P̃ n+1/2), P̃ n+1/2)

+
∆t2

4 · 2!
∂P f(ψ̇(P̃ n+1/2), P̃ n+1/2) ˙̃P n+1/2 +O(∆t3),

(4.29)

and since originally it is true that

P n+1 =P n+1/2 +
∆t

2
f(ψ̇(P n+1/2),P n+1/2)

+
∆t2

4 · 2!
∂Uf(ψ̇(P n+1/2),P n+1/2)∂tψ̇(P n+1/2)

+
∆t2

4 · 2!
∂P f(ψ̇(P n+1/2),P n+1/2)Ṗ (tn+1/2)

+O(∆t3),

(4.30)

where P n+1/2 = P (tn+1/2), the exact solution at t = tn+1/2. Thus from Equation 4.28,

4.29 and 4.30,

P̃ n+1 − P (tn+1) = O(∆t2). (4.31)

The only difference is in Ξh. Unlike the one-pass split, when updating Ξh for t =

tn+1, we ought to use P̃ n+1/2 in approximating U(tn+1) and obtain Ũn+1 = ψ(P̃ n+1/2),

resulting in

Ũn+1 −U(tn+1) = O(∆t). (4.32)

Note that the local error of P is not affected by the the local error of U or vice versa.

Although the local error for displacement is reduced, it can be regarded as the flow operator

(or the pure ODEs with the implicit function theorem) eventually controls the local and

global errors for the whole system. However, if the geomechanics operator does not work
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as contraint and the whole system is the pure ODEs as one, then the two-pass algorithm

will enhance the local and the global order of accuracy. Due to the constraint as it is

shown, therefore, the two-pass algorithm for the fixed-stress split, does not enhance the

order from the fixed-stress split. This is consistent with the following interpretation as

[34]: the two-pass algorithm (Equation 4.2) can be expressed as

· · ·Φh/2) ◦ Ξh ◦ (Φh/2 ◦ Φh/2) ◦ Ξh ◦ (Φh/2 ◦ Φh/2) ◦ Ξh ◦ Φh/2

= · · ·Φh ◦ Ξh ◦ Φh ◦ Ξh ◦ Φh ◦ Ξh︸ ︷︷ ︸
first−order in global

◦ Φh/2︸︷︷︸
initialization

, (4.33)

where the operator Φh/2 at the first timestep takes a role for initialization, and the rest

operators lead to the global first-order of accuracy as the two-pass algorithm advances in

time. The result also can be interpreted as the order reduction that occurs for stiff ODEs

and DAEs problems [47].

4.6 Error Analysis of the SDC Algorithm

The operator splitting using SDC for our study can be expressed as

· · ·Φh ◦ Ξh ◦ §h ◦ Φh ◦ Ξh ◦ §h ◦ Φh︸ ︷︷ ︸
timestep1

, (4.34)

where §h is the correction operator for the flow operator Φh.

The order of accuracy of SDC depends on the the numerical approximation of the

integral including
∫ ti+1

ti
Lu(τ, ũ(τ))dτ and it depends on the sub-nodes between ti and

ti+1, through which we take the quadrature formula for the numerical integration (Equa-

tion 4.10). As for this study, we employ the second-order SDC method, thus only two

quadrature points which are just the two points ti and ti+1 for t ∈ [tn, tn+1] are needed.

From the local error analysis of Ξh◦§h◦Φh, because the approximate value ofP (tn+1),
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P̃ n+1 by the operator Φh satisfies P̃ n+1 = P (tn+1) + ∆tf(ψ̇(P (tn)),P (tn)) + O(∆t2),

we obtain

P̃
O

n+1 = P (tn+1) +O(∆t2), (4.35)

where the superscript O in P̃
O

n+1 indicates the previous value before correction (i.e., pre-

dictor). Then using Equation 4.10,

P̃
N

n+1 = P (tn)+
∆t

2
[f(ψ̇(P (tn)),P (tn))+f(ψ̇(P (tn+1)+O(∆t2)),P (tn+1)+O(∆t2))],

(4.36)

where the superscript N in P̃
N

n+1 indicates the new value after correction (i.e., corrector).

Note that the SDC for the second-order accuracy has the same form as the modified Euler

method for ODEs with predictor and corrector. The modified Euler is known to be second-

order for the order of accuracy in time [43].

Hence, the order of accuracy for the local error of Ξh ◦ §h ◦Φh becomes O(∆t3) from

Equation 4.24 and 4.27 where the en+1∆t2(see Equation 4.35) is corrected by the deferred

correction3, leading to

||P (tn+1)− P̃N

n+1|| = O(∆t3), (4.37)

where || · || is an appropriate norm.

Strictly, however, we must consider the approximation term for poromechanics. While

not only fixing the displacement but also fixing the rate of stress or strain, we approximate

3Thus we can interpret that the classical DC or SDC eliminates the accumulation of the local errors, thus
the order of accuracy for global error is the same as that of the local error if the scheme works.
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ψ̇ in flow by discretization with staggered method4 as

ψ̇ ≈ ψ̃n =
P n − P n−1

∆t
, (4.38)

fixing the rate of stress change (δσ̇ = 0) for the fixed-stress split. Considering the dis-

cretization error working as another factor inhibiting the accuracy enhancement, ψ̃ =

ψ̇ + O(∆t), the local error for the SDC for the fixed-stress split using fractional step (op-

erator splitting) is polluted and can only be estimated as

P (tn+1) +O(∆t3) < P̃ n+1 ≤ P (tn+1) +O(∆t2), (4.39)

and we obtain the first-order of accuracy for global error.

4.7 Numerical Experiments

For the numerical test, we perform the same Terzaghi’s (1D) and the strip-footing

plane strain (2D) consolidation problem as Chapter 1. In these cases as well, we take a

fully-saturated isothermal single-phase fluid flow with drainage boundary at the top.

For the spatial discretization in 2D, we use a mixed formulation pair of Q1P0, which is

a typical pair for reservoir simulation as mentioned in the previous chapter. The diplace-

ment is approximated with piecewise linear interpolation using bilinear basis functions at

the element node and the same conforming standard Galerkin’s method. The pressure is

approximated with piecewise constant interpolation at the center of element volume using

FVM (Figure 4.1).

All the properties are the same as Chapter 1 as well. We apply a traction of 2.125 [MPa]

at the top drainage boundary. No displacement is assumed against the normal direction to

4Since we use the staggered method without iteration, there is high error occuring especially at the
early stage of simulation for a large timestep size. However, this splitting or sequential error decreases
exponentially when smaller timestep sizes are taken [38].
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Figure 4.1: Domains of Terzaghi’s problem (left), strip-footing plane strain problem (cen-
ter), and the mixed formulation (Q1P0 pair) for spatial discretization (right).

all boundaries as well. In this study, we further assume isotropic homogeneous geomaterial

with no gravitational effects and no stress dependence of flow properties. The rest input

data for geomechanics and fluid flow parameters for both problems are shown in Table 4.1.

For the temporal discreization, we adopt the aforementioned backward Euler, a typi-

cal method in reservoir simulation. In order to calculate the global errors and the order

of accuracy in time, we take numerical solutions by the monolithic method with a very

tiny timestep size as two problems’ reference solutions. Thus we can draw the effect of

removing the errors that come from the spatial discretization and we can consider errors

only from the temporal discretization. For this purpose, we take reference solutions of

displacement and pressure values after total simulation time of 400 [s] with dt = 0.078125

[s] and the number of timesteps of 5120 for both problems. Then, we analze the erros

from different solution strategies with 8 different timestep sizes and number of timesteps

as shown in Table 4.2.
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Table 4.1: Main input data

Property Value
Young’s modulus 100 MPa
Poisson ratio 0 -
Biot’s coefficient 1.0 -
porosity 0.3 -
permeability 50 mD
fluid density 1000 kg m−3

fluid viscosity 1 cp
fluid compressibility 4.0× 10−9 Pa−1

Table 4.2: Timestep size and number of timesteps for numerical tests

Timestep size (dt) [s] Number of Timesteps
20 20
10 40
5 80

2.5 160
1.25 320

0.625 640
0.3125 1280
0.15625 2560
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For the error analysis, we employ L2-norm to measure the errors, defined as follows:

||u(x)−Uh(x)||L2 =

√∫
Ω

|u(x)− Uh(x)|2dΩ ≈
√∑

ele

∫ xi

xi−1

|u(x)− Uh(x)|2dx. (4.40)

We first study the order of accuracy using both the monolithic and the fixed-stress split

method. Then, we compare the two-pass algorithm and SDC for the fixed-stress split.

4.7.1 Order of accuracy for the monolithic and fixed-stress split methods

Figure 4.2 shows performance of convergence for the monolithic(‘MONO’) and fixed-

stress split(‘FSS’) method for 1D (Figure 4.2a) and 2D (Figure 4.2b) problems, respec-

tively. Since we employ the staggered method for the fixed-stress split, the absolute error

itself is bigger than the monolithic. However, we identify that the errors decrease with the

order of 1 for pressure and displacement, as the timestep size is refined and the number

of timesteps increases. Therefore, the convergence rate in time follows the first-order in

average, both for the monolithic and fixed-stress split method.

4.7.2 Order of accuracy for the two-pass and SDC methods

Figure 4.3 shows performance of convergence for the two-pass(‘2-Pass’) and SDC

methods for the same 1D (Figure 4.3a) and 2D (Figure 4.3b) problems, respectively. We

find that both methods have the first-order of accuracy, being consistent with estimates

from the mathematical analysis. Especially for displacement, we find the order of accuracy

converges to that of pressure although the order of local error is not and is reduced by

P̃ n+1/2 for approximating U (tn+1) (Equation 4.32). And it can be found that the two-

pass algorithm experiences order reduction into the first-order after the first two and three

largest timestep sizes, especially for displacement, from the right of Figure 4.3a and from

the right of Figure 4.3b, respectively. From the results, however, we cannot conclude that

the two-pass algorithm or the SDC method is better than the other in terms of accuracy.
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(a) Terzaghi’s problem

(b) strip-footing plane strain problem

Figure 4.2: The order of accuracy of the monolithic and fixed-stress split method for
pressure (left) and for displacement (right).
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(a) Terzaghi’s problem

(b) strip-footing plane strain problem

Figure 4.3: The order of accuracy of the two-pass and SDC method for pressure (left) and
for displacement (right).
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4.8 Summary

In this chapter, we studied the possibility of high-order accuracy in time integration for

poromechanics, by applying the fixed-stress split with the staggered fractional step (oper-

ator splitting scheme) to the two-pass and SDC methods. We found that both fixed-stress

type two-pass and SDC methods reduce the absolute error values from the fixed-stress

split. However, The two-pass method applied to the stiff ODEs does not provide high-

order accuracy, causing the order reduction, because poromechanics problems result in

the DAEs index-1 system. The SDC method can remove time discretization errors rapidly

at the early times of simulation, because it stimulates convergence, correcting truncation

errors. However, this method also does not improve the order of accuracy for porome-

chanics significantly. Because of the approximated total stress and its rate term in the flow

equation, the order of accuracy stays the first-order even for the SDC method as well.

Thus, it is concluded that not only the operator itself can be a constraint to the whole

system’s accuracy, but also the numerical discretization itself can be another factor against

the high-order method, which are both inherent structures for poromechanics. Considering

that the computational cost for the two methods is higher than that of the original one-pass

method, the one-pass fixed-stress split itself is sufficient for the reservoir simulation in

poromechanics.
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5. LARGE DEFORMATION SYSTEM

5.1 Introduction for Large Deformation System

Small deformation along with infinitesimal transformation is typically assumed in

reservoir geomechanics simulation [78, 5, 4, 79]. This assumption is usually valid in

reservoir engineering problems associated with rock, which include small deformation.

However, the assumption might be invalid in largely deformable unconventional reser-

voirs, such as oceanic gas hydrate deposits and fractured/crashed salt domes [11, 80]. Fur-

thermore, anisotropic reservoirs are profoundly sensitive to substantial changes in reser-

voir configuration, having full-tensor permeability and elastic moduli during deformation.

This causes non-orthogonal grids in flow simulation. However, the modeling of largely

deformable anisotropic reservoirs has little been investigated.

In this chapter,we employ the total Lagrangian method for coupled flow and geome-

chanics. Through the method, the coordinate system remained fixed both for flow and

geomechanics. Instead, the deformation gradient reflects the change of reservoir config-

uration, which yields mathematical equivalence to the updated Lagrangian method [29,

81, 82]. The total Lagrangian method also induces full-tensor permeability from the Piola

transformation, even if the initial permeability tensor is diagonal [83]. To accurately model

full-tensor permeability, we use the multi-point flux approximation (MPFA) method [35].

Then, the total Lagrangian method with MPFA method can provide high accurate and rig-

orous modeling, honoring the objective stress rates (i.e., Lie derivatives) [84]. Thus, we

consider the total Lagrangian method with MPFA method as the reference model in this

study.

We first compare the reference model with the two-point flux approximation (TPFA)

method, while the total Lagrangian method is still employed. TPFA method is typi-
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cally used in reservoir simulation, but causes numerical errors for high anisotropic non-

orthogonal grid systems [36], for example, near the stimulated or fractured wellbore area.

Then, we also compare the reference model with an approach that updates the coordinate

system each time step (without the total Lagrangian method) whereas employing small

deformation assumption with TPFA method. This updated method, not the same with up-

dated Lagrangian method, is intuitive, tracking the deformation of the grid system, but it

might not honor the objectiveness of stress properly1. Additionally, numerical errors can

be also caused by TPFA method. Thus, we will show numerical results and comparisons

for these three numerical methods, taking various anisotropy ratios in initial permeability

and elastic modulus for the numerical examples in this chapter.

5.2 Mathematical Formulations for Large Deformation System

We consider two configurations:

• the reference (or initial) configuration2

• the current (or deformed) configuration3

as shown in Figure 5.1.

To describe the motion of a body, we introduce the deformation gradient F as follows

[82, 84, 85, 86, 87]:

F (= FaA) = GRAD(x) =
∂x

∂X

(
=

∂xa
∂XA

)
= 1 +

∂u

∂X
,

x(= ϕ(X, t)) = X + u,

(5.1)

where X and x are the coordinates of the reference and current configurations. GRAD

is the gradient operator of the reference configuration, and u is the displacement from the

1See the detail in Appendix F.
2Also called as material coordinates or Lagrangian description.
3Also called as spatial coordinates or Eulerian description. At the initial time (t = 0), it is identical with

the reference configuration.
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Figure 5.1: Mapping between the current and reference configurations (domains).

reference configuration. 1 is the rank-2 identity tensor. The Green-Lagrangian strain (E)

and right Cauchy-Green tensors (C) are defined respectively as,

E =
1

2
(GRAD(u) + GRADT (u) + GRADT (u) ·GRAD(u)), (5.2)

C = F TF , (5.3)

The governing equations for geomechanics in the current and reference configurations

are written respectively as,

div · σt + ρtbg
t = 0, DIV · P + ρ0

bG
0 = 0, (5.4)

P = JσF−T , J = det(F ) = dΩt/dΩ0, (5.5)
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where superscripts t and 0 indicate the current and reference configurations. σ is total

Cauchy stress, P is the first Piola total stress, J is the Jacobian between the configurations

(J |t=0 = 1). ρb is bulk density, G is the gravity vector, and div and DIV are the diver-

gence operators in the current and reference configurations, respectively. Tensile stress is

positive. Two equations of Equation 5.4 are related by mapping one equation to the other

domain (i.e., push-forward and pull-back).

Two equations of Equation 5.4 can be transformed into the weak forms, respectively,

written as,

∫
Ωt
σt : d dΩt =

∫
Ωt
ρtbg

t · u̇ dΩt +

∫
Γt
t̄
t · u̇ dΓt, (5.6)

∫
Ω0

S : Ė dΩ0 =

∫
Ω0

ρ0
bG

0 · u̇ dΩ0 +

∫
Γ0

t̄
0 · u̇ dΓ0, (5.7)

where d in Equation 5.6 is corresponding to the Cauchy infinitesimal strain (i.e., d =

sym[Ḟ F−1], the spatial rate of deformation). t̄t is the traction vector on the boundary

Γ of the domain Ω and S in Equation 5.7 is the second Piola total stress which can be

expressed as S = JF−1σF−T . See the conjugate pairs between the variables. The

first term of Equation 5.6 can also be expressed showing the path-independent behavior

(invariant) of the internal (virtual) work per unit mass as,

∫
Ωt
σt : d dΩt =

∫
Ω0

τ : d dΩ0, (5.8)

where τ (= Jσt) is the Kirchhoff total stress.

The governing equations of isothermal single flow in the current and reference config-

urations are written respectively in the integral forms as [83, 45],

d

dt

∫
Ωt
mf dΩt +

∫
Ωt

div ·wt
f dΩt +

∫
Ωt
qtf dΩt = 0, (5.9)
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d

dt

∫
Ω0

Mf dΩ0 +

∫
Ω0

DIV ·W 0
f dΩ0 +

∫
Ω0

Q0
f dΩ0 = 0, (5.10)

wheremf , qf ,w
t
f are fluid mass, source, mass flux in the current configuration andMf , Qf ,

and W 0
f are corresponding variables in the reference configuration. wt

f , and W 0
f are re-

lated to pressure via the constitutive relation of Darcy’s law, written as,

wt
f = ρtfv

t
f , v

t
f =

kt

µf
· (grad pf − ρtfgt), (5.11)

W 0
f = ρ0

fV
0
f , V

0
f =

K0

µf
· (GRAD pf − ρ0

fF
TG0), (5.12)

where pf , ρf are fluid pressure and density. grad,kt,vtf are gradient operator, intrinsic

permeability tensor, volumetric flux in the current configuration and GRAD are gradi-

ent operator within the reference configuration and K0,V 0
f intrinsic permeability tensor,

volumetric flux mapped on the reference configuration. Specifically,

K0 = JF−1ktF−T , (5.13)

where kt itself can depend on deformation requiring full-tensor permeability calculation.

Following [83], the strong form of Equation 5.9 on dΩ0 is as,

Ṁf + Jdiv ·wt
f + Jqf = 0. (5.14)

We describe coupling between single phase flow and geomechanics in a rate and spatial

form, using poromechanics theory [83, 45] as,

Lvτ = Lvτ
′ − bB ṗf1 on dΩ0, Lvτ

′ = ct : d, (5.15)
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ṁf

ρtf
= bB ε̇v +

1

MB

ṗf on dΩt, ε̇v = d : 1,

ε = logJ,
1

MB

= φcf +
bB − φ
KS

,

(5.16)

where τ ′ indicates the effective stress. bB and MB are the Biot coefficient and modulus.

ct is the spatial elasticity tensor. Lv is the Lie derivative for an objective stress rate,

specifically written as,

Lvτ = F ṠF T , Lvτ
′ = F Ṡ

′
F T , (5.17)

The above constitutive equations can also be rewritten in the reference configuration

as,

Ṡ = C0 : Ė︸ ︷︷ ︸
Ṡ
′

−bBBB ṗf on dΩ0, (5.18)

Ṁf

ρ0
f

= bB
J̇

J
+

J

M0
B

ṗf on dΩ0,
J

M0
B

=
1

MB

, (5.19)

where ṀfdΩ0 = ṁfdΩt and ρ0
fdΩ0 = ρtfdΩt. Then, the elasticity tensor in the reference

configuration, C0, is related to ct as [84],

ctabcd(= ct) = FaAFbBFcCFdDC
0
ABCD, C

0 = C0
ABCD, (5.20)

where ct itself can depend on deformation as well.

5.3 Methodology: Numerical Discretizations for Large Deformation System

We employ the fixed-stress type sequential method proposed by Kim [88] for large

defomation system. The proposed sequential method freezes the second Piola-Kirchhoff

total stress field, S, leading to one of the fixed-stress split in large deformation, which
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yields

Mn+1
f −Mn

f

ρ0
f

=
( 1

MB

+
b2
B

Kdr

)
(pn+1
f − pnf )− b2

B

Kdr

(pnf − pn−1
f ) + bB(εn+1

v − εnv ),

Kdr = α
1 : ct : 1

9
,

(5.21)

where α is an additional stabilization term for anisotropic elasticity (e.g.,transverse isotropy).

By using the above discretized equation, we solve flow first, followed by geomechanics.

In space discretization, the FVM is used, whereas the FEM is used for geomechanics as

a typical pair. There are two approaches in modeling full-tensor permeability: Two-point

flux approximation (TPFA) and multi-point flux approximation (MPFA). For example,

when the flux of fluid at an interface is calculated in two dimensions, TPFA uses two

adjacent grid blocks, while MPFA uses six grid blocks [35], as shown in Figure 5.2.

To implement the total Lagrangian method for finite-strain geomechanics (large defor-

mation), we refer to [82, 81].

5.4 Numerical Examples

We investigate coupled flow and geomechanics for anisotropic reservoirs such as frac-

tured geological formations. Transverse isotropy can typically be employed for frac-

tured/layered reservoirs. Then, for a set of horizontal fractures or layers, the spatial elas-

ticity tensor under plane strain condition is given in an engineering notation as [89],


σ′xx

σ′zz

σ′zx

 =
1

H


1−νpzνzp
EpEz

νzp+νpνzp
EpEz

0

νpz+νpνpz
E2
p

1−ν2p
E2
p

0

0 0 Gzp




dxx

dzz

2dzx

 ,
H =

(1 + νp)(1− νp − 2νpzνzp)

E2
pEz

,
νpz
Ep

=
νzp
Ez

,

(5.22)
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Figure 5.2: Schematics of calculation of transmissibility by using TPFA (left) and MPFA
(right) for 2D regular grids.

where Ep and νp are Young’s modulus and Poisson’s ratio in the horizontal (x-)plane,

respectively, while Epz and νpz are those in the vertical (z-)direction. Gzp is shear modulus

of the x-z plane.

Then, we test three methods for various anisotropic reservoirs:

1. Total Lagrangian method with MPFA: TL-MPFA,

2. Total Lagrangian method with TPFA: TL-TPFA,

3. Infinitesimal transformation with TPFA: IT-TPFA.

Since TL-MPFA is more accurate, it is the reference solution, because MPFA provides

accurate solution, while TPFA can cause error due to non-orthogonality between perme-

ability and the grid interface [35, 36]. Along with these three methods, we investigate two

cases:
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• deformation-independent spatial intrinsic Young’s modulus (E) and permeability

(kt)

• deformation-dependent spatial intrinsic Young’s modulus (E) and permeability (kt)

We consider two cases for numerical experiments. Both domains take 27×27 grid

blocks in x- and z-directions, respectively with non-uniform grid spacing, as shown in

Figure 5.3 and Figure 5.4. The lengths of each domain in the x- and z-directions are both

100 [m]. We have a single layer in the y-direction, and its thickness is 1 [m] for both cases.

Figure 5.3: Domain of simulation with no stimulated zones (homogeneous): Case 1.
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For Case 1 geomechanics, we consider two weak layers, having Ep2 = 50 [MPa] from

29.5 [m] to 39.5 [m] and from 60.5 [m] to 70.5 [m] in the z-direction (section colored blue

in Figure 5.3). The rest of areas have Ep1 = 900 [MPa]. We take νp = 0.1, Epz = 100

[MPa], νpz = 0.01, Gzp = 45.5 [MPa] (see Equation 5.22). The Biot’s coefficient, bB =

1.0. No gravity is considered for both flow and geomechanics.

For flow, the initial porosity is 0.3. The density, viscosity, and compressibility of fluid

are 1000 [kg/m3], 10−3 [Pa.s], 4.4 × 10−10[Pa−1], respectively. For permeability, we

consider center-line fracture in the z-direction only, which has width of 1 [m] and it has

kxx = kzz = 10 [mD] (section colored green in Figure 5.3). The domain has 1 [m]-

surrounding layers to employ no flow boundary condition (i.e., zero permeability). For

the other areas, we use take the following permeability: kxx = 0.1 [mD], kzz = 0.00001

[mD], kxz = kzx = 0 [mD].

We have four production wells at the center area (oval-shaped blue line in Figure 5.3),

where the rate is 0.5 [kg/m3/s] for each well, thus the total production rate for 4 wells is

2.0 [kg/m3/s]. The production period is for 3.47 days. Initial pressure and total stress are

both 10 [MPa], and overburden stress is 12 [MPa]. We have α = 0.2 for stable coupled

flow and geomechanics simulation.

We also consider another geological system: Case 2 (Figure 5.4). The difference be-

tween Case 1 and Case 2 lies in anisotropic permeability ratio and heterogeneity of per-

meability. For Case 2, we consider the stimulated zones between 29.5 [m] and 70.5 [m]

in each direction. The zone is composed of two outer zones, which are from 29.5 [m] to

39.5 [m] and from 60.5 [m] to 70.5 [m] in the z-direction, respectively (section colored

green in the middle square area in Figure 5.4). One inner zone is located between the two

(section colored red in the middle square area in Figure 5.4). The two outer (green area)

zones have kxx = 0.1 [mD], kzz = 0.001 [mD] and the inner zone has kxx = 0.1 [mD],

kzz = 0.01 [mD]. Even for these zones, we have the same value for kxz = kzx = 0 [mD]
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Figure 5.4: Domain of simulation with the stimulated zones (heterogeneous): Case 2.

as well. Thus, when we define the anisotropy ratio of permeability as λ = kxx/kzz, the

outer stimulated zones have λ = 100 and the inner zone has λ = 10 in Figure 5.4. The rest

areas of Case 2 have the same permeability as those of Case 1 with λ = 10000: kxx = 0.1

[mD], kzz = 0.00001 [mD], kxz = kzx = 0 [mD].

In other words, we have small anisotropy ratio for the stimulated zone in Case 2. We

also consider the same fracture zone as kxx = kzz = 10 [mD] in the center.

5.4.1 Deformation-independent elasticity moduli and permeability

Figure 5.5 shows deformation of the reservoir for Case 1 by using TL-MPFA. Due

to the center fracture which has higher permeability (kxx = kzz = 10 [mD]), the largest

subsidence occurs along the center line of the domain. We also identify subsidence, which

cannot validate the assumption of infinitesimal transformation (small deformation).
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Figure 5.5: Deformation of the reservoir with TL-MPFA for Case 1.

From Figure 5.6, we find that IT-TPFA induces noticeable differences in displace-

ments, compared to TL-TPFA and TL-MPFA, because the assumption of infinitesimal

transformation is no longer valid.

In Figure 5.7, we also identify some errors in spatial distributions of volumetric strain

and pressure between TL-MPFA and TL-TPFA. Specifically, the maximum difference in

volumetric strain is over 0.01 (1 %), and the maximum relative difference in pressure is

around 0.14 (14 %). Those errors are considerable and cannot be ignored. The errors

occur mainly in the upper left and right sides, where large shear deformation occurs. This
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(a) Displacements in x-direction

(b) Displacements in z-direction

Figure 5.6: Displacements of x (a) and z (b) directions at the top for Case 1.
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(a)

(b)

Figure 5.7: Comparison between MPFA and TPFA in deformation-independent elasticity
moduli and permeability for Case 1 (large λ): volumetric strain (top) and pressure (bot-
tom).
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(a)

(b)

Figure 5.8: Comparison between MPFA and TPFA in deformation-independent elastic-
ity moduli and permeability for Case 2 (small λ): volumetric strain (top) and pressure
(bottom).
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large shear deformation changes configuration of the domain, yielding full-tensorK0.

For Case 2, we observe less errors between TL-MPFA and TL-TPFA, compared to

Case 1, because small anisotropic ratio in x-direction and z-direction is assigned in the

stimulated zone (green and red colored section at the center square in Figure 5.4). Still,

the maximum relative error in pressure is beyond 0.1 (10 %) (see Figure 5.8), which is

significant. As the anisotropic ratio increases, permeability becomes more sensitive to

deformation.

5.4.2 Deformation-dependent elasticity moduli and permeability

The intrinsic elasticity tensor and permeability can depend on deformations, such as

rotation. Thus, we use rotation-dependent elasticity and permeability in this section. We

take polar decomposition following [84].

F = RU , (5.23)

where R is the rotational tensor and U is the right stretch tensor. When ct is rotation-

dependent, written as

ctabcd(= ct) = RamRbnRcpRdqc
t,ini
mnpq, (5.24)

where ct,inimnpq is the initial intrinsic spatial elasticity tensor. Then, we have

ctabcd(= ct) = UaAUbBUcCUdDC
0
ABCD. (5.25)

Similarly, when permeability, kt, is rotation-dependent, written as

kt = Rkt,iniRT , (5.26)
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where kt,ini is the initial intrinsic permeability, then we obtain

K0 = JU−1kt,iniU−T . (5.27)

Figure 5.9 and 5.10 show differences between TL-MPFA and TL-TPFA for Cases 1

and 2, respectively, which are both noticeable.

From the results of Cases 1 and 2, as the anisotropy increases, the differences in volu-

metric strain and pressure between the two methods become larger, but they are less than

those from the deformation-independent case.

For the case of the rotation-dependent elasticity and permeability, we find smaller dif-

ferences between TL-MPFA and TL-TPFA compared the rotation-independent elasticity

and permeability in their absolute values. For example, the maximum error in volumetric

strain is 0.004 (0.4 %) and the maximum relative error in pressure is around 0.04 (4 %).

However, the errors have pattern that is distributed over the domain especially around the

center where more rotation may occur (as showed in Figure 5.5) with relatively high het-

erogeneity of permeability and flow is occuring actively due to stimulation, thus still those

errors cannot be neglected.

Especially for Case 2, between the rotation-independent and rotation-dependent cases,

the errors are slightly scattered in the rotation-dependent case, although the absolute value

itself decreases (Figure 5.10).

5.5 Summary

Through this chapter, we proposed and investigated numerical methods of largely de-

formable anisotropic reservoirs in the context of two-way coupled flow and geomechanics.

We compared the three methodologies to solve problems for the large deformation system

sensitive to anisotropic properties: the total Lagrangian method with MPFA, the total La-

grangian method with TPFA, and the method based on infinitesimal transformation with
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(a)

(b)

Figure 5.9: Comparison between MPFA and TPFA in deformation-dependent elasticity
moduli and permeability for Case 1 (large λ): volumetric strain (top) and pressure (bot-
tom).
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(a)

(b)

Figure 5.10: Comparison between MPFA and TPFA in deformation-dependent elasticity
moduli and permeability for Case 2 (small λ): volumetric strain (top) and pressure (bot-
tom).
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TPFA. From numerical tests, we found there were considerable differences between the

total Lagrangian method and the method of the infinitesimal transformation. We also

identified noticeable differences between the MPFA and the TPFA. Although more com-

plicated or realistic scenarios for large deformation need to be investigated in the future,

and we tested only limited cases for the study, we found out that severe mesh deformation

with considerable configuration changes or non-linear elastic behavior can be highly sen-

sitive to the anisotropic properties of geomechanics and fluid flow. It can be said that for

more accuracy in the anisotropic large deformation system for poromechanics, appropriate

mixed formulations, such as the total Lagrangian with the MPFA methods, are needed in

seeking more accurate solutions close to the true or real physics.

102



6. APPLICATION WITH LARGE SCALE SIMULATION

In this chapter, as an application, large scale numerical simulations for a real field and

their results are addressed. The objective is to estimate the in-situ stress distribution by

honoring the well data over the domain.

The usual unconstrained mechanics have no delimitation existing in the scope of solu-

tion or in the degree of freedom as long as the solution vector satisfies the prime equation,

the momentum balance. For this chapter, constraints are added to the unconstrained me-

chanics with measured stress data at well locations. As we consider the linear case without

any non-linearity, this constrained mechanics belongs to the linear constraint problem.

Through the study, we find that this is mathematically the same type of problem as

the saddle point problem aforementioned in the study, and in order to overcome the con-

straint and obtain the feasible and accurate solution, we employ the Uzawa’s algorithm

(Equation 3.19 and 3.20).

6.1 Considerations for the Simulation

6.1.1 Assumptions

In order to estimate the in-situ stress distribution in the TAMU field depth near 6000

m, there are several assumptions that need to be set up for the numerical simulation. The

assumptions are the followings:

• No interaction with fluid exists.

• The pressure is constant over the domain as a single value for the initial state.

• No explicit faults (geometry, properties) are considered.

• Constant geomechanical parameters are considered: linear elastic problem.
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• The reservoir is perfectly horizontal and its thickness is constant having the same

overburden stress for the top layer.

6.1.2 Numerical conditions and input data

The target domain for the simuation is only PETE formation in the TAMU field1. The

domain is discretized with over 1 M cells, thus the super computing system within Texas

A&M High Performance Research Computing (TAMU HPRC) center is utilized. The

concrete figures for the domain and its discretization are as Table 6.1 below. Since we only

consider the reservoir formation, PETE, the simulation domain is rotated 36.9° toward the

north, the direction with y-axis in green arrow, along with z-axis, the direction with blue

arrow in Figure 6.1, respectively.

Table 6.1: Discretization figures for the simulation targeting PETE.

Parameters Value Unit
Length(∆x) 28,957.5 m
Width(∆y) 23,400.0 m

Thickness(∆z) 500.0 m
Number of gridblocks in x 405 -
Number of gridblocks in y 312 -
Number of gridblocks in z 8 -

Number of gridblocks in total 1,010,880(= 405× 312× 8) -
dx 71.5 m
dy 75.0 m
dz 62.5 m

The average values such as principal stresses, fluid pressure and other geomechanical

parameters for the PETE are shown in Table 6.2. The average maximum horizontal stress

direction is along the y-axis direction in Figure 6.1. We adopt the Young’s modulus and
1The original field data are restricted to publish. Thus we name it as PETE for the reservoir and as TAMU

for the field.
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Figure 6.1: The top view of PETE reservoir domain in TAMU field (36.9°rotated in az-
imuth): the lower left corner has coordinates of (0, 0) for its x- and y-directions.

Poisson’s ratio value as representative and use them for all cells over the domain (homo-

geneous). Since we don’t consider any change in geomechanical parameters being initial

conditions over time, the simulation is a typical linear problem.

Boundary conditions for the geomechanics is no displacement boundary (Dirichlet

boundary) toward each layer’s normal direction except the top layer where the traction

boundary (Neumann boundary) is given, and boundary conditions for flow is no flow

boundary all over the domain.
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Table 6.2: Average properties for the simulation.

Parameters Value Unit
σHmax 131.0 MPa
σhmin 110.0 MPa
σV 148.0 MPa

Overburden stress (traction) 144.0 MPa
Fluid pressure (p) 72.5 MPa

Young’s modulus (E) 25.0 GPa
Poisson’s ratio (ν) 0.25 -
Bulk density (ρb) 2,600 kg/m3

Biot’s coefficient 1.0 -

6.1.3 Well data

Total 11 wells are located in the PETE formation (Table 6.3) and their locations are

indicated in the Figure 6.2.

Table 6.3: Well data for the simulation.

Well Number Name Locations in (x, y) Type
1 Well 1 (25838.6, 9003.1) full data
2 Well 2 (28064.1, 9491.2) full data
3 Well 3 (9728.4, 11694.6) full data
4 Well 4 (28607.5, 2808.8) full data
5 Well 5 (22981.6, 10517.8) full data
6 Well 6 (20640.0, 7663.4) full data
7 Well 7 (7885.6, 8333.4) full data
8 Partial Well 1 (13130.7, 21820.2) partial data
9 Partial Well 2 (6863.3, 18481.0) partial data
10 Partial Well 3 (10164.1, 18038.3) partial data
11 Zero Well (15627.1, 12708.9) no data

The type in the last column for (Table 6.3) is indicating data existence of each well

such that ‘full data’ type means a well has both principal stresses data and average maxi-
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Figure 6.2: Wells in PETE: green wells have full data, yellow wells have partial data
without maximum stress direction and no data for the red well.

mum stress direction but ‘partial data’ type means a well has no average maximum stress

direction values but principal stresses. They are figured with colors in Figure 6.2: green,

yellow and red. For example, the Zero Well, which is in red has no data at all. The first

7 wells are to be the constraints for the constrained mechanics where further case study is

discussed.

Each grid block that belongs to each well location has a single value for each principal

stress which are volume averaged from the raw data. Since the domain of PETE for the

simulation has been rotated, the maximum stress direction of each well must take into

account the rotation angle, 36.9°, and we consider the 6 components of stress data or

geographic coordinate system stresses from principal stresses, applying the tensor rotation
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(transformation) formula (Equation 6.1, [5]).

Sg = RT
s SsRs, (6.1)

where Ss is principal stresses and Sg is stresses in geographic coordinate system. And

Rs =


cos β cos γ + sinα sin β sin γ − cosα sin γ − sin β cos γ + sinα cos β sin γ

cos β sin γ − sinα sin β cos γ cosα cos γ − sin β sin γ − sinα cos β cos γ

cosα sin β sinα cosα cos β

 ,

where α, β, and γ is rotation angle along the x-, y-, z-axis respectively.

6.2 Case Study

We deal with a total of 4 case studies for the simulation. Figure 6.3 is showing the

frame chart for methodology for 4 cases. There are the two different strategies: one is

about the heterogeneity and the other one is about the constraint. We start with the base

case, Case 0, where initial input stress is homogeneous and no well data is constrained.

For homogeneous stress distribution cases (Case 0 and Case 1) the following averaged

gradient values are used for principal stresses and fluid pressure (Table 6.4). Table 6.2 in

the previous section has the same values in MPa at 6250 m with the gradient values in

Table 6.4 which are the input for Case 0 and Case 1 (Figure 6.3).

Table 6.4: Gradient values for homogeneous stress input.

Parameters Gradient Value Unit
σHmax 2.10 g/cc
σhmin 1.75 g/cc
σV 2.40 g/cc

Fluid pressure (p) 1.16 g/cc
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Figure 6.3: Case study chart.

Case 1 and Case 3 are the constrained mechanics against the unconstrained mechanics.

In these cases, efforts have been made to honor the well data (see Table 6.5) which are

volume averaged from the measured real data over the well locations. In order to overcome

the saddle point problem, we use the Uzawa’s iteration method mentioned earlier.

For heterogeneous stress distribution cases, we have Case 2 and Case 3 for hetero-

geneous stress distribution as initial input data where we use ordinary Kriging method,

and for that purpose we generate the data using an open source software for geostatistics,

SGeMS (Stanford Geostatistical Modeling Software), based on the same well data in Ta-

ble 6.5. From Case 0 through Case 3, other geomechanical parameters such as Young’s

modulus and Poisson’s ratio including fluid pressure are the same for all cases as Table 6.2

which are constant variables following the assumptions previously stated.
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Table 6.5: Seven constrained well data: volume-averaged σHmax, σhmin, σV in [MPa] and
constant mean azimuth degree of σHmax

Well 1

Depth [m] σHmax [MPa] σhmin [MPa] σV [MPa] Mean azimuth of σHmax
6031.25 121.11 100.09 144.75 248.2
6093.75 124.19 102.95 146.78 248.2
6156.25 127.35 105.96 148.37 248.2
6218.75 128.98 107.36 149.87 248.2
6281.25 129.50 107.65 151.64 248.2
6343.75 130.16 108.06 153.52 248.2
6406.25 128.86 106.45 155.03 248.2
6468.75 129.89 107.25 156.54 248.2

Well 2

Depth [m] σHmax [MPa] σhmin [MPa] σV [MPa] Mean azimuth of σHmax
6031.25 120.58 99.57 144.75 183.1
6093.75 122.68 101.41 146.58 183.1
6156.25 124.40 102.91 148.37 183.1
6218.75 126.00 104.67 149.87 183.1
6281.25 127.31 105.37 151.38 183.1
6343.75 128.33 106.18 152.88 183.1
6406.25 129.55 107.17 154.39 183.1
6468.75 130.64 108.05 156.04 183.1

Well 3

Depth [m] σHmax [MPa] σhmin [MPa] σV [MPa] Mean azimuth of σHmax
6031.25 128.22 107.98 144.75 185.3
6093.75 126.55 105.52 146.42 185.3
6156.25 126.56 105.26 148.37 185.3
6218.75 128.99 107.50 149.87 185.3
6281.25 130.69 109.00 151.38 185.3
6343.75 133.10 111.23 152.88 185.3
6406.25 133.04 110.87 154.92 185.3
6468.75 131.79 109.33 156.54 185.3
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Table 6.5: Continued

Well 4

Depth [m] σHmax [MPa] σhmin [MPa] σV [MPa] Mean azimuth of σHmax
6031.25 122.19 101.12 144.75 246.2
6093.75 124.80 103.57 146.61 246.2
6156.25 126.19 104.72 148.37 246.2
6218.75 126.29 104.59 149.87 246.2
6281.25 129.16 107.25 151.38 246.2
6343.75 129.50 107.37 152.88 246.2
6406.25 132.07 109.73 154.95 246.2
6468.75 133.82 111.31 156.54 246.2

Well 5

Depth [m] σHmax [MPa] σhmin [MPa] σV [MPa] Mean azimuth of σHmax
6031.25 121.20 100.18 144.75 250.3
6093.75 123.43 102.21 146.25 250.3
6156.25 124.79 103.34 147.83 250.3
6218.75 128.12 106.52 149.87 250.3
6281.25 129.05 107.24 151.38 250.3
6343.75 126.81 104.78 152.88 250.3
6406.25 131.41 109.14 154.39 250.3
6468.75 132.09 109.55 155.90 250.3

Well 6

Depth [m] σHmax [MPa] σhmin [MPa] σV [MPa] Mean azimuth of σHmax
6031.25 121.05 100.10 144.75 211.7
6093.75 122.77 101.61 146.34 211.7
6156.25 125.98 104.59 148.37 211.7
6218.75 126.97 105.31 149.87 211.7
6281.25 129.61 107.79 151.38 211.7
6343.75 130.97 109.01 152.88 211.7
6406.25 131.86 109.60 154.39 211.7
6468.75 136.02 113.82 155.90 211.7
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Table 6.5: Continued

Well 7

Depth [m] σHmax [MPa] σhmin [MPa] σV [MPa] Mean azimuth of σHmax
6031.25 122.59 101.60 145.01 350.0
6093.75 124.63 103.41 146.86 350.0
6156.25 125.97 104.50 148.37 350.0
6218.75 127.95 106.25 149.87 350.0
6281.25 129.69 107.77 151.38 350.0
6343.75 130.90 108.72 152.88 350.0
6406.25 132.69 110.29 154.39 350.0
6468.75 132.92 110.25 155.90 350.0

6.3 Results and Discussion

In the section, we put some results for the case study. For visualization purpose

only, we plot each result at the domain where i = 15, 30, · · · , 405 (group of 27), j =

12, 24, · · · , 312 (group of 26) for the layers in which k = 1 and k = 5 (group of 2)

where the depth of reservoir is from 6000 to 6062.5 [m] and from 6250 to 6312.5 [m],

respectively. All the result figure plots are rotated with the original azimuth (36.9°).

6.3.1 σHmax and σhmin for CASE 0: homogeneous stress distribution with uncon-

strained data

The following are result plots of and for the base case, Case 0. Since we simulate

with the volume-averaged single value as in Table 6.2 or Table 6.4, we do not have much

variation and difference over the domain.

6.3.2 σHmax and σhmin for CASE 1: homogeneous stress distribution with con-

strained data

Next are result plots of σHmax and σhmin for Case 1 where the well data is constrained

and honored. Although we simulate with the same input as Case 0, we have a bit more
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Figure 6.4: Direction of σHmax for CASE 0.

113



Figure 6.5: σHmax values for CASE 0.
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Figure 6.6: σhmin values for CASE 0.
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Figure 6.7: σhmin/σHmax ratio for CASE 0.
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variation of σHmax and σhmin over the domain, especially around the 7 well locations that

are constrained. Note that σHmax direction is identical as Case 0 which is the average

direction for the whole domain.

Figure 6.8: Direction of σHmax for CASE 1.

117



Figure 6.9: σHmax values for CASE 1.
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Figure 6.10: σhmin values for CASE 1.
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Figure 6.11: σhmin/σHmax ratio for CASE 1.
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6.3.3 σHmax and σhmin for CASE 2: heterogeneous stress distribution with uncon-

strained data

The plots that follow are result plots of σHmax and σhmin for Case 2 where we gen-

erated initial input stress data using ordinary Kriging method. In this case, we do not

constrain any well data. We can see severe variations due to heterogeneity not only in

σHmax direction and value but also in σhmin with their ratio.

Figure 6.12: Direction of σHmax for CASE 2.
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6.3.4 σHmax and σhmin for CASE 3: heterogeneous stress distribution with con-

strained data

The last is the result plots of σHmax and σhmin for Case 3 where we generated initial

input stress data using Kriging method and we constrain all the 7 well data. For these re-

sults of σHmax and σhmin distribution plots, however, not much difference can be detected

from Case 2, since the variations occur around the constrained well locations.

6.3.5 Differences between input and output: initial guess and result data of σHmax

distributions for all CASEs

We calculate the absolute difference values between input and output in σHmax value

by just subtracting the result values from the input data in each case. As we can see from

Case 0 through Case 3, the delta values are increasing by heterogeneity and the constrained

data, although not much differences between Case 2 and Case 3 are shown in the plots as

well.

6.3.6 7 constrained well data for homogeneous and heterogeneous cases

In this section, we plot the stress distribution of σHmax, σhmin and σV for 7 constrained

sets of well data over the layers, k = 1, 2, · · · , 8. The black lines indicate the measured

data and we can see that the red lines are well honoring the same data for all cases, homo-

geneous and heterogeneous. Since we use the single averaged value for direction, vertical

straight lines are plotted for the direction values. Unlike the homogenous case where

σHmax, σhmin and σV are linearly plotted, we see the zig-zag or nonlinear distribution of

them for constrained well data over the depth due to honoring the well data.

6.4 Summary

We simulated total 4 cases using unconstrained and constrained mechanics with ho-

mogeneous and heterogeneous stress distribution for initial input data. For constrained
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Figure 6.13: σHmax values for CASE 2.
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Figure 6.14: σhmin values for CASE 2.
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Figure 6.15: σhmin/σHmax ratio for CASE 2.
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Figure 6.16: Direction of σHmax for CASE 3.
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Figure 6.17: σHmax values for CASE 3.
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Figure 6.18: σhmin values for CASE 3.
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Figure 6.19: σhmin/σHmax ratio for CASE 3.
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Figure 6.20: ∆σHmax for CASE 0.
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Figure 6.21: ∆σHmax for CASE 1.
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Figure 6.22: ∆σHmax for CASE 2.
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Figure 6.23: ∆σHmax for CASE 3.
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(a) homogeneous for Well 1

(b) heterogeneous for Well 1

Figure 6.24: Well 1 data and simulation results for σHmax, σhmin and σV .
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(a) homogeneous for Well 2

(b) heterogeneous for Well 2

Figure 6.25: Well 2 data and simulation results for σHmax, σhmin and σV .
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(a) homogeneous for Well 3

(b) heterogeneous for Well 3

Figure 6.26: Well 3 data and simulation results for σHmax, σhmin and σV .
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(a) homogeneous for Well 4

(b) heterogeneous for Well 4

Figure 6.27: Well 4 data and simulation results for σHmax, σhmin and σV .
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(a) homogeneous for Well 5

(b) heterogeneous for Well 5

Figure 6.28: Well 5 data and simulation results for σHmax, σhmin and σV .
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(a) homogeneous for Well 6

(b) heterogeneous for Well 6

Figure 6.29: Well 6 data and simulation results for σHmax, σhmin and σV .
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(a) homogeneous for Well 7

(b) heterogeneous for Well 7

Figure 6.30: Well 7 data and simulation results for σHmax, σhmin and σV .
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mechanics, we used the Uzawa iteration algorithm to overcome the saddle point prob-

lem. For heterogeneity, ordinary Kriging method was applied. Through the simulations,

we obtained satisfying results of the in-situ initial stress distribution for the domain, and

we conclude that input data and the constrained mechanics are the key for the estima-

tion. Through this application, we find out that honoring the real data in poromechanics

can work as a constraint against the accurate calculations. Using an appropriate formula-

tion of a numerical algorithm, however, we can honor the data correctly and obtain more

feasible and accurate solution.
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7. SUMMARY AND CONCLUSIONS

With gaining importance of geomechanics in petroluem engineering nowadays, the

accurate prediction of reservoir performance with geomechanical effects is getting highly

critical. From both the a-priori and the a-posteriori analysis, with mathematical formula-

tions and numerical experiments of this study, we found that there can be several numerical

and physical issues inhibiting accurate calculations, accompanied with poromechanics, all

of which are working against the precise and accurate solution.

As the spatial stability issue, for an early time of simple consolidation simulation, we

found that there can be the discontinuity condition in pressure at the drainage boundary

and even that the whole system sometimes can lead to the incompressible system, related

to the inf-sup condition. Violating either condition leads to severe instabilities with oscil-

lations in space, even to the non-uniqueness of solution. In order to obtain the accurate

numerical solutions, appropriate spatial discretizations with proper solution strategy must

be chosen, and specifically for reservoir simulation, the Q1P0 with the fixed-stress split is

recommended through our study.

Furthermore, poromechanics itself possess the inherent structures working against the

accuracy, especially when we seek the higher-order of accuracy in time integration using

operator splitting schemes. We applied the two higher-order operator splitting methods

using the two-pass and SDC methods, but we found out that both methods do not work,

due to two different factors: the DAEs index-1 system and the numerical approximation

with fixing the rate. Thus, for the computational efficiency, the fractional-stepping, the

one-step fixed-stress split method itself is recommended.

For the large deformation system with the non-linear elastic mechanical response, we

found that the system can be highly sensitive to anisotropic properties with geomechanics
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and fluid flow. Through numerical experiments, we found out that the inaccuracy within

the system can be overcome with the total Lagrangian method for the configuration change

and the MPFA for the flux approximation.

Finally as shown in an application, we performed a large field scale simulation with

real well data. Through the study, we confirmed that appropriate formulation of the algo-

rithm, such as the Uzawa’s algorithm for the constrained mechanics with the saddle point

problem, is recommended for overcoming the constraint while honoring data and for more

feasible and accurate solutions.

In this study, we investigated various mixed formulations in space and time for the

fixed-stress split method in poromechanics. Possessing the natural stabilization and con-

vergence properties, we found out that the fixed-stress split method is a proper way to

obtain more accurate solutions over some inhibiting issues. Further in-depth study should

be followed, such as rigorous stability and convergence of the mixed formulations for more

realistic conditions and problems. Nevertheless, through the study, along with appropriate

mixed formulations in space and time discretizations for poromechanics, it is concluded

that the fixed-stress split method can be the efficient and accurate strategy, compared to

other methods.
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APPENDIX A

THE LINEARIZED FORM USING Q1Q1 FOR A 1D PROBLEM OF

POROMECHANICS

In this appendix, we derive the final linearized form of poromechanics using the Q1Q1

formulation for a simple 1D problem as an example.

A.1 Strong Form

When we assume the no gravity and 1D space, then for the momentum balance for

geomechanics, Equation 2.3, expressed as,

Divσ = 0, (A.1)

and for the mass balance for fluid flow, Equation 2.4, expressed as,

dm

dt
+ Divw = ρf,0f. (A.2)

A.2 Linearized Form

Since the Q1Q1 space takes the same shape function of ηh for both displacement and

pressure, the approximations for both fields are as follows:

uh =
∑
a

ηaua, ph =
∑
a

ηapa, (A.3)

Then using the virtual work method, the variational form with discretized equations
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can be expressed similar to Equation 2.14, and 2.15

∫
Ω

Gradsηhσh dΩ =

∫
Γσ

ηht̄ dΓ, (A.4)

1

ρf,0

∫
Ω

ηh
∂mh

∂t
dΩ +

∫
Ω

ηhDivvh dΩ =

∫
Ω

ηhf dΩ. (A.5)

Using the constitutive relations of Equation 2.5 and 2.6,

∫
Ω

BT
a σh dΩ =

∫
Γσ

ηat̄ dΓ, (A.6)∫
Ω

ηa
1

M

∂ph
∂t

dΩ +

∫
Ω

ηab
∂εv
∂t

dΩ +

∫
Γσ

Bavh dΓ =

∫
Ωi

ηaf dΩ, (A.7)

which is for ∀a = 1, . . . , nnode. Note that σh = D∂xua − bph, Ba = ∂xηa, where D =

E(1−ν)
(1+ν)(1−2ν)

, and b and M are Biot’s coefficient and modulus, respectively.

When the spatially discretized variable uh and ph are expressed with U and P , using

Galerkin’s method, Equation A.6 and A.7 are transformed into

∫
Ω

BT
aDBb dΩ︸ ︷︷ ︸
K

U −
∫

Ω

bBaηb dΩ︸ ︷︷ ︸
LT

P =

∫
Γσ

ηat̄ dΓ︸ ︷︷ ︸
su

, (A.8)

∫
Γσ

BaλBb dΓ︸ ︷︷ ︸
T

P +

∫
Ω

bηaBb dΩ︸ ︷︷ ︸
L

U̇ +

∫
Ω

1

M
ηaηb dΩ︸ ︷︷ ︸
Q

Ṗ =

∫
Γσ

ηaf dΩ︸ ︷︷ ︸
sp

, (A.9)

for ∀a = 1, . . . , nnode, ∀b = 1, . . . , nnode and where λ = − k
µ

, the mobility ratio. Thus, the

final matrix form isK −LT

0 T


︸ ︷︷ ︸

C

U
P


︸ ︷︷ ︸
x

+

0 0

L Q


︸ ︷︷ ︸

D

U̇
Ṗ


︸ ︷︷ ︸
ẋ

=

su
sp


︸ ︷︷ ︸
s

, (A.10)
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which is the same form as Equation 4.11.
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APPENDIX B

COMPRESSIBLE AND INCOMPRESSIBLE MECHANICS

In this appendix, the mechanics problem which is expressed with the static momentum

balance equation is addressed in conjunction with mechanical pressure or mean stress with

two different compressibilities: compressible case vs. incompressible case.

B.1 Energy Form

Basically, the variational form of momentum balance equation has the final discretized

or matrix form based on the Hooke’s law as

Ku = f , (B.1)

whereK is stiffness matrix, u is displacement vector, and f is force vector.

It should be noted that Equation B.1 is equivalent to the solution of minimizing energy,

where the energy or work for elastic problem can be expressed with

1

2

∫
Ω

ε : σdΩ, (B.2)

where Ω is a domain to be considered. Then, the energy function F is defined as

F (u) =
1

2
uTKu− uTf , (B.3)

and with Equation B.3, the minimization is taken from

min F (u)⇒ d

dε
F (u+ εc)|ε=0 = 0⇔Ku = f , (B.4)
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where ε is a perturbation coefficient and c is an arbitrary vector. The proof of this equiva-

lence is omitted here.

B.2 Compressible Mechanics

Since the stress and strain tensor are composed of the volumetric (mean) part and the

deviatoric (shear) part as Equation 2.10 and 2.11 in Mathematical Formulations, Equa-

tion B.3 is decomposed into

F (u) =
1

2
uTKu− uTf =

1

2
uTK̃u− uT B̃T

pM − uTf , (B.5)

where pM is a mechanical pressure (scalar), K̃ belongs to the deviatoric part and B̃

belongs to the mean stress, corresponding to the mechanical pressure, from K. Let us

minimize F (u).

F (u+ εc) =
1

2
(u+ εc)TK̃(u+ εc)− (u+ εc)T B̃

T
pM − (u+ εc)Tf

=
1

2
(u+ εc)TK̃(u+ εc)− (uT + εcT )B̃

T
pM − (uT + εcT )f

=
1

2
(uTK̃u+ εuTK̃c+ εcTK̃u+ ε2cTK̃c)− (uT B̃

T
pM + εcT B̃

T
pM )

− (uTf + εcTf).

(B.6)

Then, d
dε
F (u+ εc) is expressed as

d

dε
F (u+ εc) =

1

2
(uTK̃c+ cTK̃u+ 2εcTK̃c)− (cT B̃

T
pM )− cTf . (B.7)
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Thus, d
dε
F (u+ εc)|ε=0 is

d

dε
F (u+ εc)|ε=0 =

1

2
(uTK̃c+ cTK̃u)− (cT B̃

T
pM )− cTf

= cTK̃u− cT B̃T
pM − cTf

= cT (K̃u− B̃T
pM − f). (B.8)

Therefore, we have K̃u− B̃T
pM = f , equivalent to Equation B.4.

Since the volumetric strain (scalar) εv = B̃u = − 1
K
pM where K is the bulk modulus,

we finally have the equation of matrix form from Equation B.8 as

K̃ −B̃T

B̃ CM


 u
pM

 =

f
0

 , (B.9)

where CM = diag(1/K).

B.3 Incompressible Mechanics

In order to account for the compressibility constraint from above, the Lagrangian mul-

tiplier method needs to be introduced. Assuming that the constraint is expressed with

Bu = g and if we set a variable, p, as the Lagrangial multiplier, then the Equation B.3 is

expressed with L(u,p) as

L(u,p) =
1

2
uTKu− uTf + (Bu− g)p. (B.10)

Thus, let us minimize by taking derivative of ε with arbitrary variables of c and m corre-

sponding to u and p as

min L(u,p)⇒ d

dε
L(u+ εc,p+ εm)|ε=0 = 0. (B.11)
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Following the same procedure above,

L(u+ εc,p+ εm) =
1

2
(u+ εc)TK(u+ εc) + (u+ εc)TBT (p+ εm)

− (u+ εc)Tf − (p+ εm)Tg

=
1

2
(u+ εc)TK(u+ εc) + (uT + εcT )BT (p+ εm)

− (uT + εcT )f − (pT + εmT )g

=
1

2
(uTKu+ εuTKc+ εcTKu+ ε2cTKc)

+ (uTBTp+ εuTBTm+ εcTBTp+ ε2cTBTm)

− (uTf + pTg + εcTf + εmTg).

(B.12)

Thus, d
dε
L(u+ εc,p+ εm)|ε=0 is

d

dε
L(u+ εc,p+ εm)|ε=0 =

1

2
(uTKc+ cTKu) + (uTBTm+ cTBTp)

− (cTf +mTg)

= cTKu+ cTBTp− cTf +mTBu−mTg

= cT (Ku+BTp− f) +mT (Bu− g).

(B.13)

Therefore, we haveKu+BTp = f andBu = g. In matrix form,

K BT

B 0


u
p

 =

f
g

 , (B.14)

and when the constraint is incompressibility (g = 0) then,

K BT

B 0


u
p

 =

f
0

 . (B.15)
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Note that it has the same form as Equation B.9 when K →∞ through which incompress-

ible mechanics is addressed and also it is the same form as the incompressible Stoke’s flow

equation.
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APPENDIX C

SOBOLEV SPACES OF FUNCTIONS

Following [31], there are classes of functions need to be introduced which possess gen-

eralized derivatives including weak derivatives and certain integrability properties. Among

them, Sobolev spaces are particular examples especially for weak formulations and finite

element spaces of elliptic boundary value problems (PDEs).

Sobolev spaces are defined as

Hk = Hk(Ω) =

{
ω|ω ∈ L2;ω,x ∈ L2; · · · ;ω,x . . . x︸ ︷︷ ︸

k times

∈ L2

}
, (C.1)

where

L2 = L2(Ω) =

{
ω|
∫

Ω

ω2dΩ <∞
}
, (C.2)

that is square integrable space. Thus, H1 space is the space where upto the first derivative

of a function can be integrable.

Then we can define norm to measure the distance within space such as for u, L2 norm,

expressed as || · ||0 with

||u||0 =

(∫
Ω

u2dΩ

)1/2

, (C.3)

and H1 norm expressed as || · ||1 as

||u||1 =

(∫
Ω

(
u2 + u2

,x

)
dΩ

)1/2

. (C.4)
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APPENDIX D

THE DAES AND ITS INDEX

Following [47], a function u(t) is a classical (generally not numerical) solution of the

general nonlinear DAE

F (t, u, u̇) = 0, (D.1)

on a certain interval I it satisfies Equation D.1 for all time t ∈ I . (̇) is a time derivative.

Chances are that u is continuously differentiable (C∞) for some interval but it can be just

continuous (C0) on other portion of I , leading to DAE’s can exhibit all the behavior of

ODE’s plus additional behavior other than ODE.

The minimum number of times that all or part of Equation D.1 must be differentiated

with respect to time in order to determine u̇ as a continuous function of u and t is the index

of the DAE of Equation D.1.

For example, if we have a semi-explicit type of DAEs

ẋ = f(x, y, t), (D.2)

0 = g(x, y, t), (D.3)

similar to the equations for poromechanics, then the constraint equation D.3 can be differ-

entiated with time t once,

ẋ = f(x, y, t), (D.4)

gx(x, y, t)ẋ+ gy(x, y, t)ẏ = −gt(x, y, t), (D.5)

where subscripts mean partial differentiation. If gy is nonsingular that it can be invertible,
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then the system of Equation D.4 and D.5 leads to be an implicit ODE, thus it has index 1.

The number of differentiation steps required in the constraint equation in this case is the

number of index of DAEs.
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APPENDIX E

INF-SUP CONDITION FOR STOKES PROBLEM

Let us consider Stokes problem for incompressible fluid flow within a domain, Ω ∈ Rd,

seeking u ∈ H1
0 (Ω)d and p ∈ L2

0(Ω) (Q1P0) with governing equations as

−∆u+ Gradp = f in Ω, (E.1)

Divu = 0 in Ω, (E.2)

u = u0 on ∂Ω, (E.3)

where f ∈ L2(Ω)d.

Then weak form or the variational formulation is seeking (u, p) expressed as,

∫
Ω

Gradu : Gradv dΩ−
∫

Ω

pDivv dΩ =

∫
Ω

fv dΩ for ∀v ∈ H1
0 (Ω)d, (E.4)∫

Ω

Divv q dΩ = 0 for ∀q ∈ L2
0(Ω). (E.5)

Let V and Q be Hilbert spaces, then the above can be expressed with bilinear forms of

a : V× V→ R, b : V×Q→ R and a linear formulation of L : V→ R as

a(u,v) + b(v, p) = L(v) for ∀v ∈ V, (E.6)

b(v, p) = 0 for ∀q ∈ Q (E.7)

In order to have a unique solution pair of (u, p) ∈ V×Q, there exists a constant β > 0

such that

164



inf
q∈Q

sup
v∈V

b(v, q)

‖v‖V ‖q‖Q
≥ β, (E.8)

which is the inf-sup condition that must be satisfied for the uniqueness of the solution

(u, p) ∈ V×Q.

The above inequality is identical with

⇔ for ∀q ∈ Q, sup
v∈V

b(v, q)

‖v‖V ‖q‖Q
≥ β,

⇔ for ∀q ∈ Q, ∃v ∈ V, b(v, q) ≥ c1c2 ‖q‖Q ‖v‖V ,

⇔ for ∀q ∈ Q, ∃v ∈ V, b(v, q) ≥ c1 ‖q‖2
Q and ‖v‖V ≤ c2 ‖q‖Q ,

where c1 > 0 and c2 > 0 are certain constants.

Going back to our problem, this implies the subjectivity of the divergence operator for

Stokes equation from H1
0 (Ω)d → L2(Ω), since ∀q ∈ L2

0(Ω), ∃v ∈ H1
0 (Ω) as:

∫
Ω

Divv q dΩ ≥ c1 ‖q‖2
L2
0(Ω) , (E.9)

‖v‖H1
0 (Ω) ≤ c2 ‖q‖L2

0(Ω) , (E.10)

which can be also viewed as the constraint of the incompressibility for Q1P0 pair.
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APPENDIX F

OBJECTIVE STRESS RATE AND LIE DERIVATIVE

In this section, objective stress rate with Lie derivative concept is summarized follow-

ing [84].

F.1 Objective Stress Rate

Material objects, any tensor fields on the reference configuration, remain unaltered

under spatially superposed rigid body motions. By a proper orthogonal transformation

which is depending only on time, any distance between two points is preserved and this is

why it is called rigid. A spatial tensor field is regarded as transforming objectively under

superposed rigid body motions if it transforms with the property.

However, in general spatial objects or any tensor field on the spatial configuration does

not guarantee the objectivity. For example, even if the Cauchy stress tensor is objective,

its material time derivative is not objective and this is why we need the objective stress

rate with the total Lagrangian method.

F.2 Lie Derivative

Objective stress rates are modified time derivative of the Cauchy stress tensor to pre-

serve the objectivity.

Following [90, 84], the Lie derivative of the Kirchhoff stress tensor (τ = Jσ) is
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defined as

Lvτ t : =

{
F t

∂

∂t

[
F−1
t (τ t ◦ϕt)F−Tt

]
F T
t

}
◦ϕ−1

t ,

=

{
F t

[
∂

∂t
St

]
F T
t

}
◦ϕ−1

t , (F.1)

=

{
F t

∂

∂t
F−1
t (τ t ◦ϕt)F−Tt F T

t

}
◦ϕ−1

t

+

{
F tF

−1
t

∂

∂t
(τ t ◦ϕt)F−Tt F T

t

}
◦ϕ−1

t

+

{
F tF

−1
t (τ t ◦ϕt)

∂

∂t
F−Tt F T

t

}
◦ϕ−1

t .

where ϕ is representing a motion, S is the second Piola total stress and the subscript t

is indicating that it has the time for its variable. Since for the derivative of the inverse,

∂
∂t

(
F−1
t

)
= −F−1

t
∂F t
∂t
F−1
t and using the material time derivative over a certain material

Y expressed with y, the spatial quantity as,

DY (X, t)

Dt
=
∂y(x, t)

∂t
+ (v(x, t) · ∇)y(x, t), (F.2)

where v is the spatial velocity, then we have the following expression for the Lie derivative,

Lvτ t = τ̇ t − (∇vt) τ t − τ t (∇vt)T , (F.3)

which is satisfying the objectivity.

When c is the spatial elasticity tensor and d is the spatial rate of deformation, then we

have the relation of the constitutive equation as

Lvτ t = c : dt. (F.4)
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