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Abstract—We proposed a spatial coherence-based PSD es-
timation and source separation technique in [1] using a 32-
channel spherical microphone array. While the proposed spher-
ical microphone-based method exhibited a satisfactory perfor-
mance in separating multiple sound sources in a reverberant
environment, the use of a large number of microphones remains
an issue for some practical considerations. In this paper, we
investigate an alternative array structure to achieve spatial
coherence-based source separation using a planar microphone
array. This method is particularly useful in separating a limited
number of sound sources in a mixed acoustic scene. The simplified
array structure we used here can easily be integrated with many
commercial acoustical instruments such as smart home devices
to achieve better speech enhancements.

Index Terms—Planar array, PSD estimation, source separation,
spherical harmonics

I. INTRODUCTION

Source separation is an important technique used in many
practical devices such as intelligent home assistants, video
telephony, and other automatic speech recognition systems.
Furthermore, these devices often operate in a reverberant room
where the room reflections affect speech quality and intelli-
gibility [2], [3]. Due to the compact nature and cost model
of most contemporary commercial products, it is important
to attain such speech enhancements with a simple and small
microphone array. In this paper, we propose a simple planar
microphone array to separate multiple sound sources in both
reverberant and non-reverberant environments.

Many multi-channel source separation techniques are found
in the literature which employ a microphone array to enhance
the speech signal in a desired manner. Beamforming is one
of the most fundamental techniques that use a microphone
array to boost signals from a desired direction [4], [5]. A
beamformer is often complemented with a Wiener filter for a
better signal enhancement [6]. Conventionally, a multi-channel
signal enhancement is performed with a multi-channel Wiener
filter (MWF) [7] which requires the explicit knowledge of
the undesired signal power spectral density (PSD) at each
microphone position, especially in a reverberant room where
the desired and undesired signals are correlated. The authors of
[8], [9] used a combination of beamformers and single-channel
Wiener filter to separate multiple sources in a non-reverberant
room. However, the authors considered the sources to be on
the same plane as the microphone array. In the scenario when
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the sources lie on a 3D plane, beamforming with a planar
array is a challenging task and often results in performance
degradation.

We proposed a solution to separate sound sources on a
3D plane using a 32-channel spherical microphone array [1].
While the technique described in [1] is capable of separating
a large number of sources in a reverberant environment, it
is not always commercially viable to use a large number of
microphones or a spherical array, especially when dealing with
a small number of sources or a non-reverberant environment.
In this paper, we solve this issue by proposing a hybrid
planar array with a circular microphone array and an additional
microphone at the origin. The experimental validations were
carried out with 6 microphones which offers an attractive
solution for a commercial product. We estimate the PSD
components at the origin using a multichannel PSD estimation
technique [1] and employ a single-channel Wiener filter to the
received signal at the origin. We measure the performance of
the proposed method in practical and simulated environments
and compare it with other contemporary techniques.

II. PROBLEM FORMULATION

Considering an omni-directional microphone located at
xq = (14,04, ¢q), the expression for the recorded sound field
is given by

L
p(q ) = Y set) (A" (g, 1) + 1 (@ t)) ()
{=1

where ¢ is the discrete time index, ¢ € [1, L] with L being the
total number of sound sources, s,(t) is the /" sound source
excitation, * denotes the convolution operation, and hfgd)(-)
and hy)(-) are respectively the direct and reverberation path
components of the room impulse response (RIR) between the
£t" source and the microphone positions. Converting (1) to
frequency domain using short-time Fourier transform (STFT),
we obtain

L
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where {P,S,H} represent the corresponding signals of
{p, s,h} in the STFT domain, 7 is the time frame index,
k = 2xnf/c, f is the center frequency of the corresponding
frequency bin, and c is the speed of sound propagation. Given
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the measured sound pressure p(x,,t) Vg, where ¢ denotes the
microphone index in an array, we want to estimate the source
signals sg(t) V¢ with a single-channel Wiener filter driven by
a multi-channel PSD estimator.

III. SOURCE SEPARATION WITH A SPHERICAL
MICROPHONE ARRAY

In this section, we review the PSD estimation and source
separation technique proposed in [1].

Formulating the room transfer functions in the spatial do-
main, (2) can be written as

L
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where Gf)(k;) represents the direct path gain at the origin
for the ¢** source, i =+/—1, e is a unit vector towards the
direction of the ¢! source, and Gﬁ”(k,g) is the reflection
gain at the origin along the direction of ¢ for the ¢*" source.
The time frame index 7 is omitted in (3) as well as in the rest
of the paper for brevity.

Let us now consider a spherical microphone array of radius
r consisting of () pressure microphones. Hence, the spherical
harmonics decomposition of the sound field at ¢** microphone
is given by [10, ch. 6]
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where Z Z Z , sound field order N = [kr] [11],
n=0m=-—n

[] denotes the ceiling operation, j,(-) denotes the n‘" order
spherical Bessel function, and Y,,,,(:) is the spherical har-
monics of order n and degree m. The sound field coefficients
anm (k) can be calculated using a spherical microphone array
by [12], [13]

mCI? nm( Q7¢q) (5)

anm
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where w, is the weight of ¢*" microphone and @ > (N +1)2.
Furthermore, spherical harmonics decomposition of a plane
wave is given by [14, pp. 9-13]
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Using (4) and (6) in (3), we obtain
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As the gains of different reflection surfaces are indepen-
dent in nature and assuming uncorrelated sources, the cross-
correlation between the sound field coefficients is derived as!
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where ®,(k) is the ¢*" source PSD at the origin, C,,,, =
167%™~ , and T',, (k) is the harmonics power of the rever-
beration sound field of order v and degree u. The source-

independent constant W, nmvu is defined as
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with W75 representing a multiplication between two Wigner-3j

symbols [16] as
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Considering the cross-correlation between all the available
modes v, (k), we obtain a system of (N+1)* equations from
(8) which can be solved for ®,(k), Iy, (k), and hence, the
total reverberation power at the origin <I> (k) =V/Ar Too(k),
provided that (N +1)* > L+ (V +1)%

Finally, a Wiener filter is used at the output of a beamformer
to estimate source signals by

A (k)
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where Zy(k) is the output of a suitable beamformer steered
towards the ¢! sound source.

IV. PROPOSED SOLUTION WITH A PLANAR ARRAY

In this section, we describe our approach to use the afore-
mentioned source separation technique with a planar array.

A. Motivation for a planar array

The motivation for a simple planar array comes from the fact
that, though [1] offers a useful technique for PSD estimation
and source separation, it requires a minimum (N + 1)2
microphones when used with a spherical microphone array
[12], [13] or (2(N + 1)? — 2) omni-directional microphones
with a hybrid differential microphone array [17]. Reduction of
the number of microphones in an array is desirable from many
commercial perspectives, especially when a smaller number of
sources are to be considered. Furthermore, a planar array has
less design complexity compared to a spherical microphone
array. Hence, we design a hybrid planar microphone array
which can be used in the source separation technique of [1],
but with a significantly smaller number of microphones.

IFor a detailed derivation of (8), please refer to [1], [15].



B. The proposed method

In this section, we describe a simpler array structure that
works with [1] with two specific goals - (1) use of a planar
microphone array, and (2) eliminate the requirement for a
beamformer.

It is evident from (8) that [1] works with any type of
microphone arrays that are capable of producing enough
number of sound field coefficients (k) such that we have
at least L + (V + 1)? spatial correlation coefficients. Hence,
we consider a planar circular array on the XY-plane which
can extract only the even sound field coefficients as the odd
spherical harmonics diminishes on the X Y-plane?. For an N*"-
order sound field, there exists ((IN41)(N+2)/2) active even
modes, hence, the necessary condition to solve (8) is

(N +1)(N+2)\>
(=52

5 > L+ (V+1)>2

12)
To achieve the second design criteria, i.e. eliminating the
beamformer, we propose to use an omni-directional micro-
phone at the center of the microphone array and apply the
Wiener filter at the received signal at the origin. The use of the
signal at the origin as the input to the Wiener filter also agrees
with the definition of ®,(k) and @, (k) which are defined at
the origin. Therefore, the estimated source signal under the
new model is changed from (11) to

Se(k) = P(xo, k) — elk)

3 P (R) + @0 ()
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where ¢ = (0,0,0) indicates the origin.

C. Extract the even coefficients using the proposed array
structure

The extraction of the even sound field coefficients using
multiple circular arrays was first proposed in [18]. With the
proposed array structure, we readily calculate agg (k) from the
received signal at the origin by setting ¢ =n =m =0 in (4)
as

Ozo()(k) :\/EP(IB()J{?).

Assuming that the circular array has a radius of R and contains
(@ omni-directional microphones, we obtain the sound pressure
at each microphone using (4) by

(14)

N
P(mq/v k) = Z anm(k) ]n(kR) Ynm(%» ¢q’) (15)

where N = [kR] and ¢’ € [1,Q]. From the definition of the
spherical harmonics, we know

1 P
7'(' \/ﬁ’ ifn=20
Ynm(§, ) =10, if (n+ |m|) is odd  (16)
Youm(5,-), otherwise.

2The odd and even coefficients are decided based on the value of the
corresponding (n + |m|).
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Fig. 1. Block diagram of the proposed method using a planar array with 6
omni-directional microphones. FFT blocks and k-dependency are omitted for
brevity.

Hence, using (14) and (16) in (15), we obtain

P(wq’a k) - P($071€) ]O(kR>
N
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where @ (k) = {anm(k) : n > 0; and (n+ |m|) is even}.
Considering all the microphones on the circular array, we write
(17) in a matrix form as

P Av—1(¢1) Ann(P1) ] [@1-1
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where
Py = P(xy, k) — P(xo, k) jo(kR) (19)
and
Anm((bq') = ]n(kR) Ynm(gv ¢q’)- (20)

The dependency on k is omitted in (18) for brevity. Note that,
the right-most vector of (18) contains ((N +1)(N+2)/2-1)
elements, hence, (18) can be solved for all &, (k) as long as

(N+1)(N+2)
2

-1

Q= 2

D. PSD estimation and source separation

Once we estimate all the even modes [ago(k), G (K)]
using (14) and (18), we construct and solve (8) considering
the even modes only to estimate individual source and rever-
berant PSDs, subjected to the constraint mentioned in (12).
Finally, we employ the single-channel Wiener filter of (13)
to reconstruct each source signal separately. Fig. 1 shows the
block diagram of the proposed method with the planar array
structure.

V. PERFORMANCE EVALUATION

In this section, we evaluate the proposed algorithm with
practical experiments as well as through simulations.



TABLE I
AVERAGE PERFORMANCES OF THE COMPETING METHODS FOR
NON-REVERBERANT CASES.

Sources DSB L MBF L SMA L PMA
) PEESQ )
L=38 1.6 1.85 2.22 1.85
L=6 1.53 1.53 1.95 1.64
L=4 1.6 1.85 2.22 1.85
L=2 1.96 2.42 2.67 2.29
FWSegSNR (dB)
L=38 4.21 4.95 7.68 5.98
L=6 4.38 5.69 8.75 6.37
L=4 5.64 7.72 10.51 7.7
L=2 8.2 11.14 13.16 10.02
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Fig. 2. Estimated signal waveform of the first speaker in a 4-speaker

non-reverberant environment. (a) Recorded mixed waveform. (b) Original
waveform. (c) Estimated waveform at a beamformer output. (d) Estimated
waveform with the proposed planar array.

A. Experimental setup

For the experimental validation, we used N = 2 for the
proposed algorithm. Data processing was performed in the
frequency domain with a 8 ms Hanning window, 50% frame
overlap, a 128-point fast Fourier transform (FFT), and 8 kHz
sampling frequency. The source directions were estimated
using a spherical harmonics-based frequency-smoothed MU-
SIC algorithm [19]. All the sources are considered to be
either above or below the XY-plane, which can be easily
ensured with a proper placement of the array. The performance
was measured through two objective metrics - frequency-
weighted segmental signal to noise ratio (FWSegSNR) [20]
and perceptual evaluation of speech quality (PESQ) index [21].
Each of the experiments were performed 20 times with mixed-
gender random speech signals and the average values of the
objective metrics are presented in the subsequent sections.
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Fig. 3. Impact of the spatial aliasing in a non-reverberant case.

B. Non-reverberant case

To evaluate the performance of the proposed method in a
non-reverberant condition, we simulated mixed audio signals
with L = {2,4,6,8} at random source locations. We used the
proposed planar array with @@ = 5 and R = 2 cm. Table I
compares the performance of the proposed method (denoted
as “PMA”) with a conventional delay and sum beamformer
(denoted as “DSB”), a multiple beamformer-based method [8]
(denoted as “MBF”), and the spatial coherence-based method
of [1] using a 32-channel spherical microphone array (denoted
as “SMA”) of type Eigenmike. For a fair comparison, we
used the same number of microphones for the “DSB” and
“MBF” methods as we used for the proposed method. From
Table I it is obvious that [1] performs better under all the
scenarios, which is expected as the method is able to utilize
all the available sound field modes while constructing the
spatial coherence matrix due to the array structure and a larger
number of microphones. The proposed planar array uses the
even modes only and always performs better compared to the
conventional beamforming-based technique. The performance
comparison with [8] reveals that the proposed method exhibits
better results in all of the cases except for L = 2 where the
additional gain achieved with the proposed method compared
to “MBF” could not compensate the loss due to spatial
aliasing. Furthermore, one of the major drawbacks of “MBF”,
the rank deficiency issue [8], is less likely yo occur with a less
number of beamformers used in L = 2 case. It is also observed
from Table I that the performance gain of the proposed method
over [8] improves as the number of sound sources increases.

The estimated waveform for the first speaker in a 4-speaker
system is shown in Fig. 2 which exhibits a good resemblance
with the original waveform.

The performance of the proposed method can be affected
due to spatial aliasing, especially at the higher frequencies,
when (21) is not met. To analyze the impact of spatial aliasing,
we increased the array radius to 6 cm and measured the
performance with a varying number of microphones. As we
observe from Fig. 3, the performance improves with increasing
number of microphones which suggests a reduction in spatial
aliasing.



TABLE II
AVERAGE PERFORMANCE IN A PRACTICAL REVERBERANT ROOM WITH 2

SPEAKERS.
Metric DSB MBF DMA PMA
PESQ 1.94 1.90 2.2 2.22
FWSegSNR 3.57 3.79 4.45 3.97

C. Reverberant case

We evaluated the performance of the proposed technique in
a realistic room environment with multiple sound sources. It
is worth noting that, as a trade-off for using a small number
of microphones in a single plane, we need to restrict the
order of the reverberant sound field power to V < 1 to
avoid an underdetermined system of equations of (8). The
exclusion of the higher order reverberant sound field power can
introduce some artifact noise at the final output, however, the
contribution of the higher order modes to the total reverberant
power is expected to be less prominent compared to the
contribution of the lower order modes.

For the experimental validation, we used a planar array with
M = 5 and R = 3 cm. We compared the performance of
the proposed technique with [1] using a 16-channel hybrid
differential microphone array [22] (denoted as “DMA?”) as well
as with the “DSB” and “MBF” techniques referred in Section
V-B. The results with 2 sound sources are shown in Table
IT which suggests that the proposed method offers a better
performance compared to “DSB” and “MBF”, and maintain
a comparable performance with “DMA” despite having a
fewer number of microphones in the array. Furthermore, Fig.
4 plots the estimated waveforms for the 2-speaker system
which exhibits a good resemblance with the original signals.
However, with a larger number of sources in a reverberant
room, the proposed algorithm suffers from artifact noise at
its output. To improve the performance and robustness of the
spatial coherence-based source separation technique using a
planar array, an array structure with multiple circles, such as
[18], can be considered to extract the higher order modes.

VI. CONCLUSION

We proposed a planar array to perform sound source sep-
aration utilizing the even harmonics modes of a sound field.
The array was found to be capable of separating a significant
number of sources in a non-reverberant environment, but the
functionality was limited to a small number of sources in a
reverberant room. However, due to the simplified design with
a smaller number of microphones, the proposed method can
be useful in different commercial products. The performance
of the proposed algorithm can be enhanced by introducing
additional circles of microphones to extract higher order
even harmonics modes. A similar concept can be useful in
reducing required number of microphones and simplifying the
design structure of other sound processing techniques that use
distributed higher order microphones [23], [24].
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Fig. 4. Estimated signal waveforms using the proposed planar array in a
practical reverberant room with 2 speakers. (a) The original waveform of the
first speaker. (b) The estimated waveform of the first speaker. (c) The original
waveform of the second speaker. (d) The estimated waveform of the second
speaker.
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