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## ABSTRACT

We study homological properties and constructions for modules over a complete intersection ring $Q /\left(f_{1}, \ldots, f_{c}\right)$ by way of the related generic hypersurface ring $Q\left[T_{1}, \ldots, T_{c}\right] /\left(f_{1} T_{1}+\right.$ $\left.\cdots+f_{c} T_{c}\right)$. The advantage of this approach is that over a hypersurface ring, free resolutions are eventually 2-periodic, given by matrix factorizations, and are thus relatively easy to understand. We approach this relationship in two ways. First, we give a correspondence between the two rings in the graded setting, where existing results are insufficient for preserving graded structures. As an application, we use this correspondence to move a functor appearing in a theorem of Orlov to the generic hypersurface setting. Second, we shift out of the graded setting to discuss the relationship between Tor groups over these rings, inspired by recent work of Bergh and Jorgensen, and building on cohomological results of Burke and Walker. This second part takes place in a scheme-theoretic context, so we develop some machinery that provides a sort of "global Tor" for complexes of sheaves that can be compared to the usual Tor for modules.
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## Chapter 1

## Introduction

The work presented in this thesis is centered around exploring relationships between complete intersection rings and their generic hypersurface rings. Let $R$ be a complete intersection ring, i.e.,

$$
R=\frac{Q}{\left(f_{1}, \ldots, f_{c}\right)},
$$

where $Q$ is a regular local ring and $f_{1}, \ldots, f_{c}$ a regular sequence on $Q$. The generic hypersurface ring of $R$ is

$$
\frac{S}{(W)}=\frac{Q\left[T_{1}, \ldots, T_{c}\right]}{\left(f_{1} T_{1}+\cdots, f_{c} T_{c}\right)},
$$

with $S$ and $W$ defined in the obvious ways.
We aim to develop a framework for moving back and forth between properties of an $R$-module $M$ and those of the associated $S /(W)$-module $M^{\prime}:=M\left[T_{1}, \ldots, T_{c}\right]$, building on recent work of Burke and Walker $([6]$ and $[7])$. These papers, extending a theorem of Orlov in [12], establish, in a more general setting, an equivalence of categories

$$
\Psi:\left[M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)\right] \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)
$$

between the singularity category $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$, which captures so-called stable homological behavior over the complete intersection $R$, and the matrix factorization category $[M F]$, which
does the same for the generic hypersurface $S /(W)$. We will formally define these categories in Chapter 2. Burke and Walker also give an explicit description of the inverse of $\Psi$ when $R$ is a complete intersection.

The thesis is structured as follows: In Chapter 2 we recall most of the background definitions and results that are needed. After this, the thesis contains results in two different directions. The first direction involves a functor defined by Orlov (independent of the equivalence of categories described above), and modified slightly by Burke and Stevenson, typically referred to as the Orlov embedding, that can be used to understand the homological properties of graded modules when $R$ is a graded ring; in Section 3.1, we give a result that facilitates explicit computations of the embedding (Proposition 3.1.1) and Section 3.2 consists of an example in which we use this proposition to compute the image of the Orlov embedding for a particular ring. In Chapter 4 we define a modified version of $\Psi$ (Construction 4.3.1) which admits a compatible version of the Orlov embedding on matrix factorizations. This compatible version of the Orlov embedding is given as Definition 4.4.3. A more detailed summary of Chapter 4 can be found in Section 4.1. In Chapter 5, we give some additional scheme-theoretic background in Section 5.2 before proving a result allowing for Tor groups to be passed along $\Psi$ and its inverse in the non-graded setting in Section 5.3. The main result is Theorem 5.3.1, which provides an isomorphism between notions of Tor. Section 5.4 consists of adaptions to Tor groups of results of Burke and Walker for Ext groups and uses these results to obtain Corollary 5.4.5, which relates vanishing of Tor groups over complete intersections to vanishing of Tor over the generic hypersurface. A more detailed summary of Chapter 5 is given in Section 5.1 .

## Chapter 2

## Background

While all of the original results of this thesis are for commutative rings, some of the machinery used is valid even for noncommutative rings, so we will present it in that generality. As such, in Sections 2.142.4, unless otherwise specified we do not assume that rings are commutative.

### 2.1 Categorical constructions

Throughout the thesis we will work with various localizations of categories, so we first recall the construction of the localization of a category.
2.1.1 Definition. A class $W$ of morphisms in a category $\mathcal{C}$ is called a multiplicative system if it satisfies the following properties:
(1) $W$ contains all identity morphisms.
(2) $W$ is closed under composition, i.e., if $A \xrightarrow{f} B$ and $B \xrightarrow{g} C$ are in $W$, then so is $A \xrightarrow{g \circ f} C$.
(3) Any diagram $A^{\prime} \stackrel{f}{\leftarrow} A \xrightarrow{u} B$ in $\mathcal{C}$ with $f \in W$ can be extended to a commutative
diagram

in $\mathcal{C}$, with $g \in W$. Additionally, the statement obtained by reversing all arrows holds.
(4) For any two morphisms $u, v: A \rightarrow B$ in $\mathcal{C}$ and a fixed object $Z \in \mathcal{C}$, the existence of $f: Z \rightarrow A$ in $W$ with $u f=v f$ implies that there exists $g: B \rightarrow C$ (for some $C \in \mathcal{C}$ ) in $W$ with $g u=g v$. Also, given a fixed object $C \in \mathcal{C}$, existence of $g: B \rightarrow C$ in $W$ with $g u=g v$ implies that there exists $f: Z \rightarrow A$ (for some $Z \in \mathcal{C}$ ) in $W$ with $u f=v f$.

Given a category $\mathcal{C}$ and a multiplicative system $W$ of morphisms in $\mathcal{C}$, one may construct the localization $\mathcal{C}\left[W^{-1}\right]$. The motivation behind the construction is similar to that of localizations of commutative rings; by localizing at $W$ one makes all of the morphisms in $W$ invertible (and thus makes the morphisms in $W$ into isomorphisms).
2.1.2 Definition. The objects of $\mathcal{C}\left[W^{-1}\right]$ are the same as those of $\mathcal{C}$.

Given any two objects $X$ and $Y$ of $\mathcal{C}$, the morphisms from $X$ to $Y$ in $\mathcal{C}\left[W^{-1}\right]$ are defined to be equivalence classes of diagrams

$$
X \stackrel{f}{\leftarrow} X^{\prime} \rightarrow Y,
$$

with $X^{\prime}$ any object of $\mathcal{C}, f$ a morphism in $W$, and the unlabeled arrow any morphism in $\mathcal{C}$. Such diagrams are typically referred to as roofs.

Two roofs $X \stackrel{f}{\leftarrow} X^{\prime} \xrightarrow{u} Y$ and $X \stackrel{g}{\leftarrow} X^{\prime \prime} \xrightarrow{v} Y$ are equivalent if there exists a commutative diagram

in $\mathcal{C}$, with $h \in W$.
The composition of two roofs $X \stackrel{f}{\leftarrow} X^{\prime} \xrightarrow{u} Y$ and $Y \stackrel{g}{\leftarrow} Y^{\prime} \xrightarrow{v} Z$ is defined as follows: by property (3) of Definition 2.1.1 of a multiplicative system, there exists a commutative diagram

in $\mathcal{C}$, with $f^{\prime} \in W$. The composition is defined to be the roof

$$
X \stackrel{f \circ f^{\prime}}{\stackrel{ }{\leftrightarrows}} X^{\prime \prime} \xrightarrow{v \circ v^{\prime}} Z .
$$

A morphism $g: X \rightarrow Y$ in $\mathcal{C}$ may be represented in $\mathcal{C}\left[W^{-1}\right]$ by the roof

$$
X \stackrel{\text { id }}{\leftarrow} X \xrightarrow{g} Y,
$$

and if $g \in W$ then its inverse in $\mathcal{C}\left[W^{-1}\right]$ is represented by the roof

$$
Y \stackrel{g}{\leftarrow} X \xrightarrow{\mathrm{id}} X .
$$

2.1.3 Definition. A translation functor (or shift functor) on a category $\mathcal{C}$ is an automorphism $T: \mathcal{C} \rightarrow \mathcal{C}$; for an object $X \in \mathcal{C}, T^{n} X$ is typically written as $X[n]$.

A triangle $(X, Y, Z, u, v, w)$ is a collection of three objects $X, Y, Z \in \mathcal{C}$ and morphisms $X \xrightarrow{u} Y, Y \xrightarrow{v} Z$, and $Z \xrightarrow{w} X[1]$. Such a triangle is usually written as

$$
X \xrightarrow{u} Y \xrightarrow{v} Z \xrightarrow{w} X[1] .
$$

A triangulated category is an additive category $\mathcal{C}$ equipped with a shift functor and a class of triangles, called distinguished triangles, satisfying the following properties:
(1) For any object $X$, the triangle

$$
X \xrightarrow{\text { id }} X \rightarrow 0 \rightarrow X[1]
$$

is distinguished.
For any morphism $u: X \rightarrow Y$, there is an object $Z$, called a mapping cone of $u$, fitting into a distinguished triangle

$$
X \xrightarrow{u} Y \rightarrow Z \rightarrow X[1] .
$$

Any triangle isomorphic to a distinguished triangle is distinguished, i.e., for any distinguished triangle

$$
X \xrightarrow{u} Y \xrightarrow{v} Z \xrightarrow{w} X[1]
$$

and isomorphisms $X \xrightarrow{f} X^{\prime}, Y \xrightarrow{g} Y^{\prime}$, and $Z \xrightarrow{h} Z^{\prime}$,

$$
X^{\prime} \xrightarrow{g u f^{-1}} Y^{\prime} \xrightarrow{h v g^{-1}} Z^{\prime} \xrightarrow{f[1] w h^{-1}} X^{\prime}[1]
$$

is a distinguished triangle.
(2) If

$$
X \xrightarrow{u} Y \xrightarrow{v} Z \xrightarrow{w} X[1]
$$

is a distinguished triangle, then so are

$$
Y \xrightarrow{v} Z \xrightarrow{w} X[1] \xrightarrow{-u[1]} Y[1]
$$

and

$$
Z[-1] \xrightarrow{-w[-1]} X \xrightarrow{u} Y \xrightarrow{v} Z .
$$

(3) Given two distinguished triangles

$$
X \xrightarrow{u} Y \xrightarrow{v} Z \xrightarrow{w} X[1]
$$

and

$$
X^{\prime} \xrightarrow{u^{\prime}} Y^{\prime} \xrightarrow{v^{\prime}} Z^{\prime} \xrightarrow{w^{\prime}} X^{\prime}[1]
$$

and morphisms $X \xrightarrow{f} X^{\prime}$ and $Y \xrightarrow{g} Y^{\prime}$ such that $g u=u^{\prime} f$, there exists a map $h: Z \rightarrow Z^{\prime}$ such that the following diagram commutes:

(4) Given distinguished triangles

$$
\begin{gathered}
X \xrightarrow{u} Y \xrightarrow{j} Z^{\prime} \xrightarrow{k} X[1], \\
Y \xrightarrow{v} Z \xrightarrow{l} X^{\prime} \xrightarrow{i} Y[1], \\
X \xrightarrow{v u} Z \xrightarrow{m} Y^{\prime} \xrightarrow{n} X[1],
\end{gathered}
$$

there exists a distinguished triangle

$$
Z^{\prime} \xrightarrow{f} Y^{\prime} \xrightarrow{g} X^{\prime} \xrightarrow{h} Z^{\prime}[1]
$$

such that $l=g m, k=n f, h=j[1] i, i g=u[1] n$, and $f j=m v$.

If $\mathcal{C}$ is a triangulated category, one has the following important special case of localization.
2.1.4 Definition. Given a triangulated category $\mathcal{C}$ and a triangulated subcategory $\mathcal{D}$ of $\mathcal{C}$, the Verdier quotient (or Verdier localization) $\mathcal{C} / \mathcal{D}$ is defined to be the localization of $\mathcal{C}$ at the class of morphisms whose mapping cones are objects of $\mathcal{D}$.

The basic idea of the Verdier quotient is similar to that of a quotient ring; the following shows that every object of $\mathcal{D}$ is isomorphic to 0 in $\mathcal{C} / \mathcal{D}$, so in some sense the quotient operation kills $\mathcal{D}$. For an object $D \in \mathcal{D}$, the cones of the zero maps $0 \rightarrow D \rightarrow 0$ are also in $\mathcal{D}$ (this is an immediate consequence of Definition 2.1.3, (1)); therefore

$$
D \leftarrow 0 \rightarrow 0
$$

and

$$
0 \leftarrow 0 \rightarrow D
$$

represent inverse isomorphisms between $D$ and 0 in $\mathcal{C} / \mathcal{D}$.
We now define two categories that will form the primary framework of the rest of the thesis: the (bounded) derived category and the (bounded) singularity category of a ring $R$.
2.1.5 Definition. Given a ring $R$, the bounded derived category of $R$, denoted $\mathrm{D}^{\mathrm{b}}(R)$, is constructed as follows. First, one defines the bounded homotopy category $K^{\mathrm{b}}(R)$, whose objects are complexes of $R$-modules with bounded, finitely generated cohomology and whose morphisms are chain maps modulo homotopy (in other words, homotopic maps are identified). Then $\mathrm{D}^{\mathrm{b}}(R)$ is defined to be the localization of $K^{\mathrm{b}}(R)$ at the class of quasi-isomorphisms.

It typically suffices to think of $\mathrm{D}^{\mathrm{b}}(R)$ simply as a version of the category of chain complexes of $R$-modules in which quasi-isomorphic complexes have been made isomorphic; in particular, complexes are isomorphic to their resolutions in $\mathrm{D}^{\mathrm{b}}(R)$.

Let $X$ be a complex of $R$-modules with bounded and finitely generated cohomology, viewed as an object in $\mathrm{D}^{\mathrm{b}}(R)$. The differential of $X$ will always be denoted $\partial_{X}$. We denote by $X[i]$ the complex with $X[i]_{n}=X_{i+n}$ for all $n$ and differential $\partial_{X[i]}=(-1)^{i} \partial_{X}$.

Given a map of complexes of $R$-modules $f: X \rightarrow Y$, recall that the (mapping) cone of $f$, denoted $\mathbf{C}(f)$, is the complex with $\mathbf{C}(f)_{n}=X_{n-1} \bigoplus Y_{n}$ for all $n$, and $\partial_{\mathbf{C}(f)}$ given by the
matrix

$$
\partial_{\mathbf{C}(f)}=\left[\begin{array}{cc}
-\partial_{X} & 0 \\
-f & \partial_{Y}
\end{array}\right],
$$

i.e.,

$$
\partial_{\mathbf{C}(f)}(x, y)=\left(-\partial_{X}(x), \partial_{Y}(y)-f(x)\right) .
$$

These usual shift and cone operations turn out to define a triangulated structure on $\mathrm{D}^{\mathrm{b}}(R)$, so we may make the following definition.
2.1.6 Definition. Let Perf $R$ denote the full triangulated subcategory of $\mathrm{D}^{\mathrm{b}}(R)$ whose objects are perfect complexes (i.e., complexes that are quasi-isomorphic to bounded complexes of finitely generated projective modules). The (bounded) singularity category of $R$, denoted $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$, is defined to be the Verdier quotient

$$
\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R):=\frac{\mathrm{D}^{\mathrm{b}}(R)}{\text { Perf } R}
$$

The most important feature of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ is that its perfect complexes are isomorphic to 0 . This is the motivation behind the terminology; the singularity category ignores objects of finite projective dimension (i.e., nonsingular behavior). In particular, every $R$-module is isomorphic in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ to all of its syzygies (with corresponding homological shifts).

### 2.2 Complete resolutions

For this section, when we refer to a ring as Gorenstein we mean that it has finite injective dimension as both a left module and a right module over itself.

Objects of the singularity category $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ are represented by complete resolutions, defined as follows:
2.2.1 Definition. An acyclic complex $X$ of $R$-modules is called totally acyclic if the dual
complex $\operatorname{Hom}_{R}(X, R)$ is also acyclic.
2.2.2 Definition. A complete resolution of a complex $X$ of $R$-modules is a diagram

$$
T \xrightarrow{\tau} P \xrightarrow{\pi} X,
$$

where $T$ is a totally acyclic complex of projective modules, $P \xrightarrow{\pi} X$ is a projective resolution, $\tau$ is a chain map, and $\tau_{i}: T_{i} \rightarrow P_{i}$ is an isomorphism for $i \gg 0$. We will often simply refer to $T$ as a complete resolution of $M$.

In [4], Buchweitz gives a way of constructing a complete resolution of a given object of $\mathrm{D}^{\mathrm{b}}(R)$ when $R$ is Gorenstein, which we reproduce here.
2.2.3 Construction (Buchweitz, $\sqrt{4} \mid$, §5.6). Given an object $X$ of $\mathrm{D}^{\mathrm{b}}(R)$, one may construct a complete resolution $\mathbf{C R}(X)$ of $X$ as follows: Choose projective resolutions $\mathbf{P}(X) \xrightarrow{\simeq} X$ and $\mathbf{P}\left(\mathbf{P}(X)^{*}\right) \xrightarrow{\varphi_{X}} \mathbf{P}(X)^{*}$, where $(-)^{*}$ denotes $\operatorname{Hom}_{R}(-, R)$. Denote by $\mathbf{N}(X)$ the composition

$$
\mathbf{N}(X): \mathbf{P}(X) \xrightarrow{\cong} \mathbf{P}(X)^{* *} \xrightarrow{\varphi_{X}^{*}} \mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*},
$$

where the first arrow is the canonical isomorphism. Then

$$
\mathbf{C R}(X):=\mathbf{C}(\mathbf{N}(X))[1]
$$

is a complete resolution of $X$.

Complete resolutions are unique up to homotopy equivalence.
For the remainder of this section, let $R$ be commutative.
In the case when $R$ is a hypersurface, i.e. $R=Q /(f)$, where $Q$ is a regular local ring and $f$ is a non-zero divisor, the structure of complete resolutions is fully understood; by 8
they are given by matrix factorizations.
2.2.4 Definition. If $Q$ is any ring, a matrix factorization of an element $f \in Q$ is a diagram

$$
F \xrightarrow{d_{1}} G \xrightarrow{d_{0}} F,
$$

where $F$ and $G$ are finitely generated free $Q$-modules, and the compositions $d_{0} \circ d_{1}$ and $d_{1} \circ d_{0}$ are both multiplication by $f$. We will sometimes abbreviate this diagram as $\left(d_{1}, d_{0}\right)$ when the modules $F$ and $G$ are clear from context.

We will denote by $\operatorname{MF}(Q, f)$ the category whose objects are matrix factorizations of $f$ over $Q$, and for which given two matrix factorizations $E=\left(F \xrightarrow{d_{1}} G \xrightarrow{d_{0}} F\right)$ and $E^{\prime}=\left(F^{\prime} \xrightarrow{d_{1}^{\prime}} G^{\prime} \xrightarrow{d_{0}^{\prime}} F^{\prime}\right)$, the morphisms $E \rightarrow E^{\prime}$ are pairs $(u, v)$ of homomorphisms $u: F \rightarrow F^{\prime}$ and $v: G \rightarrow G^{\prime}$ making the following diagram commute:


It follows from results in [8] that if $R=Q /(f)$ is a hypersurface ring, a minimal complete resolution of any $R$-module $M$ has the form

$$
\mathbf{F}\left(d_{1}, d_{0}\right): \cdots \rightarrow \bar{F} \xrightarrow{\overline{d_{1}}} \bar{G} \xrightarrow{\overline{d_{0}}} \bar{F} \xrightarrow{\overline{d_{1}}} \bar{G} \xrightarrow{\overline{d_{0}}} \bar{F} \rightarrow \cdots
$$

for some matrix factorization $\left(d_{1}, d_{0}\right)$ of $f$ in $Q$, where $\overline{(-)}$ represents reduction modulo $f$.
2.2.5 Definition. The Hom groups in the singularity category are called stable Ext groups (denoted $\widehat{\text { Ext }}$ ); more precisely, for any two objects $X$ and $Y$ of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$,

$$
\widehat{\operatorname{Ext}}_{R}^{q}(X, Y):=\operatorname{Hom}_{\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)}(X, Y[q])
$$

Alternatively, by [7], Lemma B.6, if $X$ admits a complete resolution one may define stable

Ext groups (and hence describe the Hom groups of the singularity category) using complete resolutions: if $T$ is a complete resolution of $X$, one has

$$
\widehat{\operatorname{Exx}}_{R}^{q}(X, Y):=H^{q}\left(\operatorname{Hom}_{R}(T, Y)\right) .
$$

In particular, one sees from this definition that for $q \gg 0$, conventional Ext and stable Ext coincide, since for $q \gg 0, T$ coincides with a projective resolution of $X$. Similarly we may define stable Tor groups, but there is no tensor analog of the first categorical Hom definition given above; so we simply have, when $X$ admits a complete resolution,
2.2.6 Definition. For objects $X$ and $Y$ of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$, the stable Tor groups are

$$
\widehat{\operatorname{Tor}}_{q}^{R}(X, Y):=H_{q}\left(T \otimes_{R} Y\right)
$$

with $T$ a complete resolution of $X$.

### 2.3 Graded rings and modules

Chapters 3 and 4 concern graded rings, so in this section we establish general conventions and notations for working in the graded setting.

Whenever we refer to $R$ as a "graded ring" we mean that $R=\bigoplus_{i \geq 0} R_{i}$ is a positively graded (left and right) noetherian ring. For the entirety of this section $R$ is assumed to be graded.

When $R$ is not commutative, " $R$-module" will mean right $R$-module. The category of finitely generated graded $R$-modules and degree-zero homomorphisms will be denoted gr $R$. For each $i \in \mathbb{Z}$, we denote by $\mathrm{gr}_{\geq i} R$ the full subcategory of $\mathrm{gr} R$ whose objects are graded $R$-modules $M$ for which $M=M_{\geq i}$ (equivalently, for which $M_{<i}=0$ ).

If $M=\bigoplus M_{i}$ is a graded $R$-module, we denote by $M(k)$ the graded $R$-module with $M(k)_{i}=M_{i+k}$ for all $i$. It is easy to prove ([5], Lemma 3.8, for example) that if $P$ is any
finitely generated graded projective $R$-module, then there exist integers $n, m_{1}, \ldots, m_{n}$ such that

$$
\begin{equation*}
P \cong \bigoplus_{k=1}^{n} P_{k} \otimes_{R_{0}} R\left(m_{k}\right) \tag{2.1}
\end{equation*}
$$

where each $P_{k}$ is a projective right $R_{0}$-module. In other words, every such module is a direct sum of projective modules that are each generated in a single graded degree. If one insists that all $m_{k}$ are distinct (which is possible because direct sums of projectives are projective), then $n, m_{1}, \ldots, m_{n}$ are unique (up to reordering). Given such a graded projective module $P$, decomposed in this way, and any integer $i$, we define

$$
P_{\prec i}=\bigoplus_{m_{k}>-i} P_{k} \otimes_{R_{0}} R\left(m_{k}\right) ;
$$

in other words, $P_{\prec i}$ consists precisely of the summands generated in graded degree less than i. Similarly, $P_{\succcurlyeq i}$ is defined to be the module consisting of the summands generated in graded degree greater than or equal to $i$. If $P$ is a free module, one may think of the operation $(-)_{\succcurlyeq i}$ as truncating away all $R$-summands generated in graded degree less than $i$.

Given a complex $X$ of finitely generated graded projective $R$-modules, define $X_{\prec_{i}}$ to be the complex with $\left(X_{\prec i}\right)_{n}=\left(X_{n}\right)_{\prec i}$ and the obvious induced differential, and define $X_{\succcurlyeq i}$ similarly. Given a map $f: X \rightarrow Y$ of complexes of finitely generated graded projective $R$ modules, we will denote by $f_{\prec i}$ the composition $X \xrightarrow{f} Y \rightarrow Y_{\prec i}$ (where the second arrow is the projection), and we will denote by $\alpha_{i} f$ the restricted map $X_{\prec i} \rightarrow Y$ (i.e., the composition $\left.X_{\prec_{i}} \hookrightarrow X \xrightarrow{f} Y\right)$. We have analogous definitions for $\succ_{\succ i} f, f_{\succ i}$, etc., and we can combine these notations; for instance, $\prec_{i} f_{\prec i}$ denotes the composition $X_{\prec i} \hookrightarrow X \xrightarrow{f} Y \rightarrow Y_{\prec i}$.

We will occasionally need to impose a bit of extra structure on our graded projective resolutions in this chapter and the next, as follows:
2.3.1 Definition. Given a complex $X$ of graded $R$-modules, let $\mathbf{P}(X)$ denote a graded projective resolution of $X$, with the property that for any integer $i$, there exists a $k_{i}$ such
that $\left(\mathbf{P}(X)_{k}\right)_{\prec i}=0$ for all $k \geq k_{i}$.

By [5], Lemma 3.10, if $R_{0}$ has finite global dimension then such a resolution always exists.
Informally, this condition requires that given any fixed graded degree $i$, the modules of $\mathbf{P}(X)$ must all be generated in degrees greater than $i$ when one looks far enough to the left.

The definition of a matrix factorization (Definition 2.2.4) must be modified slightly in the graded setting, as follows:
2.3.2 Definition. If $Q$ is any graded ring, a (graded) matrix factorization of a homogeneous element $f \in Q_{n}$ is a diagram

$$
F \xrightarrow{d_{1}} G \xrightarrow{d_{0}} F(n),
$$

where $F$ and $G$ are finitely generated graded free $Q$-modules, and the compositions $d_{0} \circ d_{1}$ and $d_{1}(n) \circ d_{0}$ are both multiplication by $f$. We will sometimes abbreviate this diagram as $\left(d_{1}, d_{0}\right)$ when the modules $F$ and $G$ are clear from context.

Graded matrix factorizations of $f$ over $Q$ form a category $M F_{\mathrm{gr}}(Q, f)$, defined analogously to the category $\operatorname{MF}(Q, f)$ (see Definition 2.2.4); a morphism $E \rightarrow E^{\prime}$ consists of degree zero homomorphisms $F \xrightarrow{u} F^{\prime}$ and $G \xrightarrow{v} G^{\prime}$ such that the obvious diagram commutes.

In the graded setting the complete resolution corresponding to a graded matrix factorization $\left(d_{1}, d_{0}\right)$ has the following form:

$$
\mathbf{F}\left(d_{1}, d_{0}\right): \cdots \rightarrow \bar{F} \xrightarrow{\overline{d_{1}}} \bar{G} \xrightarrow{\overline{d_{0}}} \bar{F}(n) \xrightarrow{\overline{d_{1}}(n)} \bar{G}(n) \xrightarrow{\overline{d_{0}}(n)} \bar{F}(2 n) \rightarrow \cdots,
$$

where $\overline{(-)}$ represents reduction modulo $f$.
2.3.3 Definition. Given any two complexes $X, Y$ of graded $R$-modules, we set

$$
\operatorname{Hom}_{\operatorname{gr} R}^{*}(X, Y):=\bigoplus_{n \in \mathbb{Z}} \operatorname{Hom}_{\operatorname{gr} R}(X, Y(n)) .
$$

In other words, $\operatorname{Hom}_{\mathrm{gr} R}^{*}(X, Y)$ consists of all homogeneous chain maps (which are just homogeneous homomorphisms if $X$ and $Y$ are modules) of all graded degrees, as opposed to only those of degree zero. If $R$ is commutative, then $\operatorname{Hom}_{\mathrm{gr}}{ }_{R}(X, Y)$ is a graded $R$-module.

### 2.4 The Orlov embedding

The contents of this section (and of Section 3.1) are valid only for graded rings $R$ for which $R_{0}$ has finite global dimension and with the following property:
2.4.1 Definition. A (not necessarily commutative) graded ring $R$ is Artin-Schelter Gorenstein (or $A S$-Gorenstein) if it has finite graded injective dimension as both a left and a right module over itself, and if

$$
\operatorname{RHom}_{\mathrm{gr} R}^{*}\left(R_{0}, R\right) \cong R_{0}[n](a)
$$

for some integers $n$ and $a$, in both $\mathrm{D}^{\mathrm{b}}(\operatorname{gr} R)$ and $\mathrm{D}^{\mathrm{b}}\left(\operatorname{gr} R^{\mathrm{op}}\right)$.
The integer $a$ is called the $a$-invariant of $R$.

The main result of Chapter 3 concerns the so-called Orlov embedding. Before explaining this terminology, we first recall its definition; the following formulation is due to Burke and Stevenson in 5.
2.4.2 Definition. For each $i \in \mathbb{Z}$, define the functor $\mathbf{b}_{i}: \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\mathrm{gr} R) \rightarrow \mathrm{D}^{\mathrm{b}}\left(\mathrm{gr}_{\geq i} R\right)$ by

$$
\mathbf{b}_{i}(X)=\left(\mathbf{P}\left(\left(\mathbf{P}(X)_{\succcurlyeq i}\right)^{*}\right)^{*}\right)_{<i}
$$

for any object $X \in \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} R)$ (in other words, for any object of $\mathrm{D}^{\mathrm{b}}$ (gr $R$ ), viewed as an object of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\mathrm{gr} R)$ ). Here $\mathbf{P}(X)$ denotes a projective resolution as in Definition 2.3.1.

The next result concerns semiorthogonal decompositions, which are defined as follows:
2.4.3 Definition. A semiorthogonal decomposition of a triangulated category $\mathcal{T}$ is a pair of full triangulated subcategories $\mathcal{A}$ and $\mathcal{B}$ such that the inclusion functor $i: \mathcal{A} \rightarrow \mathcal{T}$ has a left adjoint and $\operatorname{Hom}_{\mathcal{T}}(X, A)=0$ for all $A$ in $\mathcal{A}$ if and only if $X$ is in $\mathcal{B}$. Such a decomposition is written as

$$
\mathcal{T}=(\mathcal{A}, \mathcal{B})
$$

A sequence of full triangulated subcategories $\left(\mathcal{D}_{1}, \ldots, \mathcal{D}_{n}\right)$ of $\mathcal{T}$ is a semiorthogonal decomposition if for each $i=1, \ldots, n-1$, there is a semiorthogonal decomposition

$$
\mathcal{T}=\left(\left\langle\mathcal{D}_{1}, \ldots, \mathcal{D}_{i}\right\rangle,\left\langle\mathcal{D}_{i+1}, \ldots, \mathcal{D}_{n}\right\rangle\right),
$$

where $\left\langle\mathcal{D}_{1}, \ldots, \mathcal{D}_{i}\right\rangle$ denotes the thick subcategory generated by $\mathcal{D}_{1}, \ldots, \mathcal{D}_{i}$ (a thick subcategory is one that is closed under taking direct summands).

These functors are significant for their role in the following famous result, originally due to Orlov in [13]. We give the version in [5], which is slightly more general than Orlov's original formulation. We explain the relevant terminology after giving the statement.
2.4.4 Theorem (Orlov, Burke-Stevenson; [5], 6.4). Let $A=\bigoplus_{i \geq 0} A_{i}$ be a positively graded noetherian AS-Gorenstein ring with $A_{0}$ of finite global dimension, but not necesssarily commutative. We assume in addition that $A$ satisfies condition $\chi$. Let $a$ be the $a$-invariant of $A$.
(1) If $a>0$, then for any $i \in \mathbb{Z}$ there is a semiorthogonal decomposition

$$
\mathrm{D}^{\mathrm{b}}(\operatorname{coh} X)=\left(\mathcal{O}(-i-a+1), \ldots, \mathcal{O}(-i), \widetilde{\mathcal{B}}_{i}\right)
$$

where $\mathcal{O}(j)$ is the image of $A(j)$ in $\operatorname{coh} X$ and $\mathcal{B}_{i}$ is the image of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} A)$ under the fully faithful functor $\mathbf{b}_{i}: \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} A) \rightarrow \mathrm{D}^{\mathrm{b}}\left(\operatorname{gr}_{\geq i} A\right)$.
(2) If $a<0$, then for any $i \in \mathbb{Z}$ there is a semiorthogonal decomposition

$$
\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} A)=\left(p A_{0}(-i), \ldots, p A_{0}(-i+a+1), p \mathbf{R} \Gamma_{\geq i-a} \mathrm{D}^{\mathrm{b}}(\operatorname{coh} X)\right),
$$

where $p: \mathrm{D}^{\mathrm{b}}\left(\mathrm{gr}_{\geq i} A\right) \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} A)$ is the canonical quotient.
(3) If $a=0$, then for any $i \in \mathbb{Z}$ the functors $\widetilde{(-)} \mathbf{b}_{i}: \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} A) \rightarrow \mathrm{D}^{\mathrm{b}}(\operatorname{coh} X)$ and $p \mathbf{R} \Gamma_{\geq i}: \mathrm{D}^{\mathrm{b}}(\operatorname{coh} X) \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} A)$ are inverse equivalences.

We now give definitions of the various categories and functors involved in the statement. Condition $\chi$ is a technical condition which we will not discuss in detail here; [5], Lemma 6.2 shows that it is satisfied by any flat Gorenstein algebra over a commutative ring. In Orlov's version of the result, coh $X$ is the category of coherent sheaves on a particular projective scheme; in this context, one may instead define it to be the Verdier quotient category

$$
\operatorname{coh} X:=\frac{\operatorname{gr} A}{\operatorname{tors} A},
$$

where tors $A$ is the full subcategory of gr $A$ consisting of what Burke and Stevenson refer to as torsion $A$-modules, i.e., $A$-modules which are annihilated by $A_{\geq n}$ for some $n \geq 1$. Since gr $A$ consists of finitely generated graded $A$-modules, each object of gr $A$ resides in $\mathrm{gr}_{\geq i} A$ for some $i \in \mathbb{Z}$. In light of this, each subcategory $\operatorname{gr}_{\geq i} A$ contains all of the objects of gr $A$ up to shift. In particular, for each $i \in \mathbb{Z}$ one has an equivalence

$$
\begin{equation*}
\operatorname{coh} X \xrightarrow{\cong} \frac{\operatorname{gr}_{\geq i} A}{\operatorname{tors}_{\geq i} A}, \tag{2.2}
\end{equation*}
$$

where tors $\geq_{i} A:=\operatorname{gr}_{\geq i} A \cap$ tors $A$. The functor $\Gamma_{\geq i}$ may then be defined as the right adjoint of the quotient functor $\mathrm{gr}_{\geq i} \rightarrow \operatorname{coh} X$ (as shown in 2.2; this right adjoint exists essentially by [5], Proposition 4.5). The functor $\widetilde{(-)}$ appearing in (3) is the functor $\mathrm{D}^{\mathrm{b}}(\operatorname{gr} A) \rightarrow \mathrm{D}^{\mathrm{b}}(\operatorname{coh} X)$ induced by the localization functor $\mathrm{gr} A \rightarrow \operatorname{coh} X$.

### 2.5 The generic hypersurface and the Orlov correspondence

For the remainder of this chapter, all rings are commutative. Furthermore, $Q$ will be a local (or graded) ring with maximal ideal (or homogeneous maximal ideal) $\mathfrak{m}, f_{1}, \ldots, f_{c}$ a (homogeneous) regular sequence on $Q$ contained in $\mathfrak{m}^{2}$, and

$$
R:=\frac{Q}{\left(f_{1}, \ldots, f_{c}\right)} .
$$

We set $S=Q\left[T_{1}, \ldots, T_{c}\right]$ and $W=f_{1} T_{1}+\cdots+f_{c} T_{c} \in S$.
2.5.1 Definition. The generic hypersurface ring of $R$ is the ring

$$
\frac{S}{(W)}=\frac{Q\left[T_{1}, \ldots, T_{c}\right]}{\left(f_{1} T_{1}+\cdots+f_{c} T_{c}\right)} .
$$

2.5.2 Remark. The name "generic hypersurface" is motivated by the fact that substituting elements of $Q$ for each of the variables $T_{1}, \ldots, T_{c}$ yields a quotient of $Q$ by an element of the ideal $\left(f_{1}, \ldots, f_{c}\right)$. Such quotients can be thought of as hypersurfaces that lie between $Q$ and $R$.

The primary connection between $R$ and its generic hypersurface is given by work of Orlov (outside of the graded setting) in [12]. The specific details are not needed for the majority of the thesis, so we give only a brief overview here and provide more detail in Chapter 5. Orlov establishes an equivalence of categories

$$
\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{Proj} S /(W)) \longrightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R) .
$$

In [6], Burke and Walker extend this equivalence to a homotopy category of graded matrix
factorizations of $W$ over $\mathbb{P}_{Q}^{c-1}$, denoted $\left[M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)\right.$ :

$$
\Psi:\left[M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)\right] \xrightarrow{\cong} \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R) .
$$

The definition of the matrix factorization category $\left[M F\left(\mathbb{P}_{Q}^{c-1}\right), \mathcal{O}(1), W\right]$ is rather technical and is not needed in the statements or proofs of the results in this thesis; we give the formal definition, in full generality, in Section 2.7, but really one may simply think of it as the correct scheme-theoretic analog of the usual homotopy category of matrix factorizations of $W$ over $S$.

### 2.6 The Eisenbud-Shamash construction

In this section, we remain in the setting of Section 2.5 .
For a quotient $R=Q /\left(f_{1}, \ldots, f_{c}\right)$ with $Q$ any local ring and $f_{1}, \ldots, f_{c}$ a regular sequence, Shamash, in [15], gives a construction of a free resolution of an $R$-module $M$ from a free resolution $\mathbf{G}$ of $M$ over $Q$, and a system of homotopies for $f_{1}, \ldots, f_{c}$ on $\mathbf{G}$, i.e., a collection of degree 1 endomorphisms $s_{i}: \mathbf{G} \rightarrow \mathbf{G}$ for $1 \leq i \leq c$ such that each $s_{i}$ is a nulhomotopy for multiplication by $f_{i}$. This Shamash construction requires the additional property that $s_{i}^{2}=0$ for all $i$. In [8, §7], Eisenbud generalizes this construction by removing this extra condition using so-called higher homotopies, as defined below (Definition 2.6.1). We reproduce the latter construction here. Additionally, we will not insist that the complex $\mathbf{G}$ be a resolution of a module; we may apply the Eisenbud-Shamash construction to any bounded complex of finitely generated free $Q$-modules. This construction will be our main tool for studying the bounded derived category of a complete intersection ring.

Throughout the rest of this section, we use the following multi-indexing conventions. For each element $J=\left(a_{1}, \ldots, a_{c}\right) \in \mathbb{N}^{c}$, set $|J|=\sum_{1}^{c} a_{i}$. To simplify the statement of the following definition, we abbreviate the tuple $(0, \ldots, 1, \ldots, 0)$, with 1 in the $i$ th position, as simply $i$, and the tuple $(0, \ldots, 0)$ as 0 .
2.6.1 Definition. Let $\mathbf{G}$ be a complex of $Q$-modules. A system of higher homotopies for $f_{1}, \ldots, f_{c}$ on $\mathbf{G}$ is a family

$$
\boldsymbol{\sigma}=\left\{\sigma^{J} \mid J \in \mathbb{N}^{c}\right\}
$$

of endomorphisms of $\mathbf{G}$, where $\sigma^{J}$ has degree $2|J|-1$, satisfying the following conditions:
(1) $\sigma^{0}=\partial_{\mathbf{G}}$
(2) $\sigma^{0} \sigma^{i}+\sigma^{i} \sigma^{0}=f_{i} 1_{\mathbf{G}}$
(3) $\sum_{J^{\prime}+J^{\prime \prime}=J} \sigma^{J^{\prime}} \sigma^{J^{\prime \prime}}=0$ for all $J \in \mathbb{N}^{c},|J| \geq 2$.

By [8], Theorem 7.1, if $\mathbf{G}$ is a $Q$-free resolution of some module $M$ which is annihilated by $f_{1}, \ldots, f_{c}$, then such a system of higher homotopies on $\mathbf{G}$ always exists.

Let $D$ be the graded $Q\left[T_{1}, \ldots, T_{c}\right]$-module $\operatorname{Hom}_{\mathrm{gr} Q}^{*}\left(Q\left[T_{1}, \ldots, T_{c}\right], Q\right)$, where $T_{1}, \ldots, T_{c}$ are variables of degree -2 . If we denote by $\tau_{i}$ the dual of $T_{i}$ in $D$, note that each $\tau_{i}$ has degree 2 and that the $Q\left[T_{1}, \ldots, T_{c}\right]$-module structure on $D$ is given by

$$
T_{i}\left(\tau_{1}^{m_{1}} \cdots \tau_{c}^{m_{c}}\right)=\left\{\begin{array}{lll}
\tau_{1}^{m_{1}} \cdots \tau_{i}^{m_{i}-1} \cdots \tau_{c}^{m_{c}} & \text { if } & m_{i} \neq 0  \tag{2.3}\\
0 & \text { if } & m_{i}=0
\end{array}\right.
$$

Armed with this machinery and notation, we now describe the Eisenbud-Shamash construction. Let $\mathbf{G}$ be a bounded complex of finitely generated free $Q$-modules, equipped with a system of higher homotopies $\boldsymbol{\sigma}$ for $f_{1}, \ldots, f_{c}$. Consider the graded $R$-module

$$
\left(\overline{\mathbf{G}} \otimes_{R} \bar{D}\right)^{\mathfrak{q}}
$$

where $\overline{(-)}$ is $-\otimes_{Q} R$ and $(\overline{\mathbf{G}} \otimes \bar{D})^{\natural}$ denotes the underlying graded module of $\overline{\mathbf{G}} \otimes \bar{D}$, ignoring the differential. There is an endomorphism $\partial: \overline{\mathbf{G}} \otimes \bar{D} \rightarrow \overline{\mathbf{G}} \otimes \bar{D}$ given by

$$
\begin{equation*}
\partial=\sum_{J \in \mathbb{N}^{c}} \sigma^{J} \otimes T^{J} \tag{2.4}
\end{equation*}
$$

where $T^{J}=T_{1}^{a_{1}} \cdots T_{c}^{a_{c}}$ for $J=\left(a_{1}, \ldots, a_{c}\right)$. Note that $\partial$ is homogeneous of degree -1 ; for each $J \in \mathbb{N}^{c}, \sigma^{J}$ has degree $2|J|-1$ and $T^{J}$ has degree $-2|J|$. Furthermore, one can show that $\partial^{2}=0$.
2.6.2 Definition. We denote by $\mathbf{G}\{\boldsymbol{\sigma}\}$ the complex with underlying modules given by the graded components of $(\overline{\mathbf{G}} \otimes \bar{D})^{\natural}$ and differential $\partial$. The complex $\mathbf{G}\{\boldsymbol{\sigma}\}$ is sometimes called the Eisenbud-Shamash complex of $(\mathbf{G}, \boldsymbol{\sigma})$.

The following is well known; in the case that $\mathbf{G}$ is a resolution of an $R$-module, it is due to Eisenbud ([8], Theorem 7.2). In the general case, Eisenbud's proof still carries through verbatim as long as one replaces all instances of $M$ with the complex $H(\mathbf{G})$ (which is called $H(\mathbf{F})$ in his notation), with 0 differential.
2.6.3 Proposition. For any $(\mathbf{G}, \boldsymbol{\sigma})$ as in the above construction,

$$
H(\mathbf{G}) \cong H(\mathbf{G}\{\boldsymbol{\sigma}\})
$$

2.6.4 (Eisenbud-Shamash in the graded case). If $Q$ is a graded ring, $f_{1}, \ldots, f_{c}$ homogeneous, and $\mathbf{G}$ a bounded complex of finitely generated graded free $Q$-modules (i.e., if $\partial_{\mathbf{G}}$ is homogeneous of graded degree zero), we may preserve this grading in the EisenbudShamash complex by assigning the following grading to $\mathbf{G}\{\boldsymbol{\sigma}\}$ : Assign to elements of $R$ their pre-existing graded degree in $R$, and assign to each $\tau_{i}$ the graded degree $\operatorname{deg} f_{i}$.

One can see that $\partial$ is homogeneous of graded degree zero as follows: Since $\sigma^{0}=\partial_{\mathbf{G}}$ has graded degree zero, by condition (2) of Definition 2.6.1 each $\sigma^{i}$ is a map of graded degree $\operatorname{deg} f_{i}$. Since each $\tau_{i}$ has degree $\operatorname{deg} f_{i}$, by 2.3 each $T_{i}$ is a map of graded degree $-\operatorname{deg} f_{i}$, so we see that $\sigma^{i} \otimes T_{i}$ is a map of graded degree 0 . By induction using condition (3) of Definition 2.6.1, in fact all of the summands in (2.4) have graded degree 0 , so $\partial$ indeed has graded degree zero.

### 2.7 The homotopy category of matrix factorizations

In this section we give the definition, first given in [14], of the homotopy category of matrix factorizations, following [7]. For the entirety of this section, let $X$ be a Noetherian separated scheme, $\mathcal{L}$ a line bundle on $X$, and $W$ a global section of $\mathcal{L}$. For any coherent sheaf $\mathcal{G}$ on $X$, we denote by $\mathcal{G}(n)$ the twist $\mathcal{G} \otimes_{\mathcal{O}_{X}} \mathcal{L}^{\otimes n}$, where $\mathcal{L}^{\otimes-n}:=\mathcal{H}_{\mathrm{om}_{\mathcal{O}_{X}}}\left(\mathcal{L}^{\otimes n}, \mathcal{O}_{X}\right)$ for all $n>0$.

We first require a scheme-theoretic definition of matrix factorization; the following definition first appeared in (14.
2.7.1 Definition. A matrix factorization $\mathbb{E}=\left(\mathcal{E}_{1} \xrightarrow{e_{1}} \mathcal{E}_{0} \xrightarrow{e_{0}} \mathcal{E}_{1}(1)\right)$ of the triple $(X, \mathcal{L}, W)$ consists of a pair of locally free coherent sheaves $\mathcal{E}_{1}, \mathcal{E}_{0}$ on $X$ and morphisms $e_{1}, e_{0}$ such that $e_{0} \circ e_{1}=e_{1}(1) \circ e_{0}=W \cdot$ Id. Such matrix factorizations form a category, denoted $M F(X, \mathcal{L}, W)$, with morphisms defined in the same way as for matrix factorizations over a ring; in other words, given matrix factorizations $\mathbb{E}=\left(\mathcal{E}_{1} \xrightarrow{e_{1}} \mathcal{E}_{0} \xrightarrow{e_{0}} \mathcal{E}_{1}(1)\right)$ and $\mathbb{F}=\left(\mathcal{F}_{1} \xrightarrow{f_{1}}\right.$ $\left.\mathcal{F}_{0} \xrightarrow{f_{0}} \mathcal{F}_{1}(1)\right)$ of $(X, \mathcal{L}, W)$, a morphism $\mathbb{E} \rightarrow \mathbb{F}$ in $M F(X, \mathcal{L}, W)$ consists of a pair of maps $\mathcal{E}_{0} \rightarrow \mathcal{F}_{0}$ and $\mathcal{E}_{1} \rightarrow \mathcal{F}_{1}$ such that the two obvious squares commute.

The morphisms in the homotopy category of matrix factorizations are defined using the following construction:
2.7.2 Definition. Let $\mathbb{E}=\left(\mathcal{E}_{1} \xrightarrow{e_{1}} \mathcal{E}_{0} \xrightarrow{e_{0}} \mathcal{E}_{1}(1)\right)$ and $\mathbb{F}=\left(\mathcal{F}_{1} \xrightarrow{f_{1}} \mathcal{F}_{0} \xrightarrow{f_{0}} \mathcal{F}_{1}(1)\right)$ be objects of $M F(X, \mathcal{L}, W)$. The mapping complex of $\mathbb{E}$ and $\mathbb{F}$, denoted $\mathcal{H}_{\mathrm{om}}^{\mathrm{MF}}(\mathbb{E}, \mathbb{F})$, is the following complex of locally free sheaves:


The term $\mathcal{H o m}\left(\mathcal{E}_{0}, \mathcal{F}_{0}\right) \oplus \mathcal{H} \operatorname{om}\left(\mathcal{E}_{1}, \mathcal{F}_{1}\right)$ resides in degree 0 , and the differentials are
defined as

$$
\partial^{-1}:=\left[\begin{array}{cc}
\left(f_{1}\right)_{*} & -e_{0}^{*} \\
-e_{1}^{*} & \left(f_{0}\right)_{*}
\end{array}\right] \quad \text { and } \quad \partial^{0}:=\left[\begin{array}{cc}
\left(f_{0}\right)^{*} & e_{0}^{*} \\
e_{1}^{*} & \left(f_{1}\right)_{*}
\end{array}\right] .
$$

One can easily see that given objects $\mathbb{E}$ and $\mathbb{F}$ of $\operatorname{MF}(X, \mathcal{L}, W)$,

$$
\operatorname{Hom}_{M F(X, \mathcal{L}, W)}(\mathbb{E}, \mathbb{F})=Z^{0}\left(\Gamma\left(X, \mathcal{H o m}_{\mathrm{MF}}(\mathbb{E}, \mathbb{F})\right)\right),
$$

where $\Gamma\left(X, \mathcal{H o m}_{\mathrm{MF}}(\mathbb{E}, \mathbb{F})\right)$ denotes the complex obtained by applying the global sections functor degreewise to $\mathcal{H o m}$ MF $(\mathbb{E}, \mathbb{F})$ and $Z^{0}$ denotes the cycles in degree zero.

One defines the naive homotopy category of matrix factorizations of $(X, \mathcal{L}, W)$ to have the same objects as $M F(X, \mathcal{L}, W)$, and, given any two objects $\mathbb{E}$ and $\mathbb{F}$, morphisms given by

$$
\operatorname{Hom}_{[M F(X, \mathcal{L}, W)]_{\text {naive }}}(\mathbb{E}, \mathbb{F}):=H^{0}\left(\Gamma\left(X, \mathcal{H o m}_{\mathrm{MF}}(\mathbb{E}, \mathbb{F})\right)\right)
$$

2.7.3 Definition. An object $\mathbb{E}=\left(\mathcal{E}_{1} \xrightarrow{e_{1}} \mathcal{E}_{0} \xrightarrow{e_{0}} \mathcal{E}_{1}(1)\right)$ of $[M F(X, \mathcal{L}, W)]_{\text {naive }}$ is locally contractible if, for each $x \in X$, the matrix factorization (of $W_{x}$ over $\mathcal{O}_{X, x}$ )

$$
\mathbb{E}_{x}=\left(\left(\mathcal{E}_{1}\right)_{x} \xrightarrow{\left(e_{1}\right)_{x}}\left(\mathcal{E}_{0}\right)_{x} \xrightarrow{\left(e_{0}\right)_{x}}\left(\mathcal{E}_{1}(1)\right)_{x}\right)
$$

is isomorphic to zero in $\left[M F\left(\operatorname{Spec} \mathcal{O}_{X, x}, \mathcal{L}_{x}, W_{x}\right)\right]_{\text {naive }}$.

It is shown in [6] that $[M F(X, \mathcal{L}, W)]_{\text {naive }}$ is a triangulated category and that the full subcategory consisting of locally contractible objects is thick, so one may define the homotopy category of matrix factorizations as follows:
2.7.4 Definition. The homotopy category of matrix factorizations of ( $X, \mathcal{L}, W$ ), denoted $[M F(X, \mathcal{L}, W)]$, is the Verdier quotient

$$
[M F(X, \mathcal{L}, W)]:=\frac{[M F(X, \mathcal{L}, W)]_{\text {naive }}}{\text { locally contractible objects }}
$$

## Chapter 3

## Computing the Orlov Embedding

### 3.1 Computing the Orlov embedding

In this chapter, $R$ is a commutative graded (AS-)Gorenstein ring.
The nature of the definition of the functors $\mathbf{b}_{i}$ is somewhat abstract at face value. However, it turns out that applying $\mathbf{b}_{i}$ to a complex of $R$-modules is the same as constructing a complete resolution of $X$ and performing an appropriate graded truncation. This is made explicit by the following result, which we suspect is known to Burke and Stevenson, but to our knowledge is not acknowledged or proved explicitly in the literature.
3.1.1 Proposition. For any complex $X$ in $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$, viewed as an object of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\mathrm{gr} R)$, $\mathbf{b}_{i}(X)=\mathbf{C R}(X)_{\succcurlyeq i}$ in $\mathrm{D}^{\mathrm{b}}(\operatorname{gr} R)$.

Proof. We proceed by fixing $i$ and carefully working through Definition 2.4.2 of $\mathbf{b}_{i}(X)$. First note that $\left(\mathbf{P}(X)_{\succcurlyeq i}\right)^{*}=\left(\mathbf{P}(X)^{*}\right)_{\preccurlyeq i}$.

Denote by $Q$ the cone of the map

$$
\left(\varphi_{X}\right)_{\succ i}[1]:\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)[1] \rightarrow\left(\left(\mathbf{P}(X)^{*}\right)_{\succ i}\right)[1] .\right.
$$

(Recall that $\varphi_{X}$ is a quasi-isomorphism $\mathbf{P}\left(\mathbf{P}(X)^{*}\right) \rightarrow \mathbf{P}(X)^{*}$.) More explicitly, we have

$$
\begin{gathered}
Q_{n}=\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)\right)_{n} \oplus\left(\left(\mathbf{P}(X)^{*}\right)_{n+1}\right)_{\succ i}, \\
\partial_{Q}=\left[\begin{array}{cc}
-\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)[1]} & 0 \\
-\left(\varphi_{X}\right)_{\succ i} & \succ i\left(\partial_{\left(\mathbf{P}(X)^{*}\right)[1]}\right)_{\succ i}
\end{array}\right]=\left[\begin{array}{cc}
\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)} & 0 \\
-\left(\varphi_{X}\right)_{\succ i} & -_{\succ i}\left(\partial_{\mathbf{P}(X)^{*}}\right)_{\succ i}
\end{array}\right] .
\end{gathered}
$$

Now we consider the map

$$
\phi: Q \rightarrow\left(\mathbf{P}(X)^{*}\right)_{\preccurlyeq i},
$$

defined by

$$
\phi=\left(\varphi_{X}\right)_{\preccurlyeq i} \oplus-{ }_{\succ i}\left(\partial_{\mathbf{P}(X)^{*}}\right)_{\preccurlyeq i} .
$$

The cone of $\phi$ is as follows:

$$
\begin{gathered}
\mathbf{C}(\phi)_{n}=\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)\right)_{n-1} \oplus\left(\left(\mathbf{P}(X)^{*}\right)_{n}\right)_{\succ i} \oplus\left(\left(\mathbf{P}(X)^{*}\right)_{n}\right)_{\preccurlyeq i}, \\
\partial_{\mathbf{C}(\phi)}=\left[\begin{array}{ccc}
-\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)} & 0 & 0 \\
-\left(\varphi_{X}\right)_{\succ i} & \succ i\left(\partial_{\mathbf{P}(X)^{*}}\right)_{\succ i} & 0 \\
-\left(\varphi_{X}\right)_{\preccurlyeq i} & \succ i\left(\partial_{\mathbf{P}(X)^{*}}\right)_{\preccurlyeq i} & \preccurlyeq i\left(\partial_{\mathbf{P}(X)^{*}}\right)_{\preccurlyeq i}
\end{array}\right] .
\end{gathered}
$$

Notice that all of the direct sum components of $\partial_{\mathbf{P}(X)^{*}}$ are accounted for in this matrix, except for those in the truncation $\preccurlyeq i\left(\partial_{\mathbf{P}(X)^{*}}\right)_{\succ i}$. However, note that since graded projective modules may be decomposed uniquely as in (2.1), we may view $\partial_{\mathbf{P}(X)^{*}}$ as a collection of homogeneous maps between the projective $R_{0}$-modules $P_{k}$. Since the differential must have graded degree zero, there can be no nonzero maps from a given summand to a summand generated in larger graded degree (because, for example, a homogeneous component of the boundary map of degree $d$ must send a degree $k$ generator to a degree $k$ element, which then must reside in a summand generated in degree $k-d)$. Therefore ${ }_{\prec i}\left(\partial_{\mathbf{P}(X)}\right)_{\succcurlyeq i}=0$ because $\partial_{\mathbf{P}(X)}$ is represented by a sequence of matrices all of whose entries all have nonnegative

$\partial_{\mathbf{P}(X)^{*}}$ is accounted for in $\partial_{\mathbf{C}(\phi)}$. Therefore, by combining the second and third summands of each $\mathbf{C}(\phi)_{n}$, we see that $\mathbf{C}(\phi)$ is precisely the cone of the quasi-isomorphism $\varphi_{X}$; hence $\phi$ is a quasi-isomorphism as well, so we may choose $\mathbf{P}\left(\left(\mathbf{P}(X)_{\succcurlyeq i}\right)^{*}\right)$ to be $Q$.

Next, since $Q_{-n}=\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)\right)_{-n} \oplus\left(\left(\mathbf{P}(X)^{*}\right)_{-n+1}\right)_{\succ i}$, we observe that

$$
\begin{gathered}
\left(Q^{*}\right)_{n}=\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}\right)_{n} \oplus\left(\left(\mathbf{P}(X)^{* *}\right)_{n-1}\right)_{\prec i}, \\
\partial_{Q^{*}}=\left[\begin{array}{cc}
\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}} & -\left(\varphi_{X}^{*}\right)_{\prec i} \\
0 & -{ }_{\prec i}\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\prec i}
\end{array}\right] .
\end{gathered}
$$

By definition, $\mathbf{b}_{i}(X)=\left(Q^{*}\right)_{\prec i} ;$ more precisely,

$$
\begin{aligned}
\mathbf{b}_{i}(X)_{n}=\left(\left(Q^{*}\right)_{\prec i}\right)_{n} & =\left(\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}\right)_{n}\right)_{\prec i} \oplus\left(\left(\mathbf{P}(X)^{* *}\right)_{n-1}\right)_{\prec i}, \\
\partial_{\mathbf{b}_{i}(X)} & =\partial_{\left(Q^{*}\right)_{\prec i}}=\left[\begin{array}{cc}
\prec_{2 i}\left(\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}}\right)_{\prec i} & -_{\prec i}\left(\varphi_{X}^{*}\right)_{\prec i} \\
0 & -{ }_{\prec i}\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\prec i}
\end{array}\right] .
\end{aligned}
$$

Recall from Construction 2.2 .3 that a complete resolution of $X$ is given by the shifted cone of the map $\mathbf{N}(X): \mathbf{P}(X) \rightarrow \mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}$ defined as the composition of the canonical isomorphism $\mathbf{P}(X) \rightarrow \mathbf{P}(X)^{* *}$ with $\varphi_{X}^{*}$. So to complete the proof, consider the truncated complete resolution $\mathbf{C R}(X)_{\succcurlyeq i}=\mathbf{C}(\mathbf{N}(X))_{\succcurlyeq i}[1] \cong \mathbf{C}\left(\varphi_{X}^{*}\right)_{\succcurlyeq i}[1]$. Explicitly,

$$
\begin{gathered}
\left(\mathbf{C R}(X)_{\succcurlyeq i}\right)_{n} \cong\left(\left(\mathbf{P}(X)^{* *}\right)_{n}\right)_{\succcurlyeq i} \oplus\left(\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}\right)_{n+1}\right)_{\succcurlyeq i}, \\
\left.\partial_{\mathbf{C R}(X)}\right)_{\succcurlyeq i}=-\left[\begin{array}{cc}
-\succcurlyeq i\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\succcurlyeq i} & 0 \\
-\succcurlyeq i\left(\varphi_{X}^{*}\right)_{\succcurlyeq i} & \succcurlyeq i\left(\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}}\right)_{\succcurlyeq i}
\end{array}\right]=\left[\begin{array}{cc}
\succcurlyeq i\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\succcurlyeq i} & 0 \\
\succcurlyeq i\left(\varphi_{X}^{*}\right)_{\succcurlyeq i} & -\succcurlyeq i\left(\partial_{\left.\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}\right)_{\succcurlyeq i}}\right.
\end{array}\right] .
\end{gathered}
$$

Now we define the map

$$
\psi: \mathbf{C R}(X)_{\succcurlyeq i} \rightarrow \mathbf{b}_{i}(X)
$$

given by

$$
\psi=\left[\begin{array}{cc}
\succcurlyeq i\left(\varphi_{X}^{*}\right)_{\prec i} & \succcurlyeq i\left(\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}}\right)_{\prec i} \\
\succcurlyeq i\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\prec i} & 0
\end{array}\right] .
$$

Then the mapping cone of $\psi$ is given by

$$
\begin{aligned}
& \mathbf{C}(\psi)_{n} \cong\left(\left(\mathbf{P}(X)^{* *}\right)_{n-1}\right)_{\succcurlyeq i} \oplus\left(\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}\right)_{n}\right)_{\succcurlyeq i} \oplus\left(\left(\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}\right)_{n}\right)_{\prec i} \oplus\left(\left(\mathbf{P}(X)^{* *}\right)_{n-1}\right)_{\prec i}, \\
& \partial_{\mathbf{C}(\psi)}=\left[\begin{array}{cccc}
-\succcurlyeq i\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\succcurlyeq i} & 0 & 0 & 0 \\
-\succcurlyeq i\left(\varphi_{X}^{*}\right)_{\succcurlyeq i} & \succcurlyeq i\left(\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}}\right)_{\succcurlyeq i} & 0 & 0 \\
-\succcurlyeq i\left(\varphi_{X}^{*}\right)_{\prec i} & -{ }_{\succcurlyeq i}\left(\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}}\right)_{\prec i} & \prec_{\prec i}\left(\partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}}\right)_{\prec i} & -{ }_{\prec i}\left(\varphi_{X}^{*}\right)_{\prec i} \\
-\succcurlyeq i\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\prec i} & 0 & 0 & -{ }_{\prec i}\left(\partial_{\mathbf{P}(X)^{* *}}\right)_{\prec i}
\end{array}\right] .
\end{aligned}
$$

The $\prec_{\prec i}(-)_{\succcurlyeq i}$ truncations of $\partial_{\mathbf{P}(X)^{* *}}, \partial_{\mathbf{P}\left(\mathbf{P}(X)^{*}\right)^{*}}$, and $\varphi_{X}^{*}$ that are missing from this matrix are all zero, by precisely the same argument as before. So by interchanging the positions of the second and fourth summands, we now see that $\mathbf{C}(\psi)=\mathbf{C}\left(\varphi_{X}^{*}\right) \cong \mathbf{C R}(X)[-1]$. Since $\mathbf{C R}(X)$ is exact, this implies that $\psi$ is a quasi-isomorphism, so we have $\mathbf{b}_{i}(X)=\mathbf{C R}(X)_{\succcurlyeq i}$ in $\mathrm{D}^{\mathrm{b}}(\operatorname{gr} R)$. Since $(-)_{\succcurlyeq i}$ necessarily truncates out all of $(-)_{<i}$ by definition, in fact $\mathbf{C R}(X)$ is in the subcategory $\mathrm{D}^{\mathrm{b}}\left(\mathrm{gr}_{\geq i} R\right)$, from which the result follows.

### 3.2 Hypersurface example

In this section we use the result of Proposition 3.1.1 to explicitly compute the images of the functors $\mathbf{b}_{i}$ for a particular graded hypersurface ring. In light of the role these functors play in describing the structure of the bounded derived category as in Theorem 2.4.4, the ability to compute them explicitly is potentially a useful tool. By Proposition 3.1.1, this computation amounts to simply performing appropriate graded truncations on complete resolutions, which in the hypersurface case correspond precisely to matrix factorizations.

We consider the hypersurface ring

$$
R=k[x, y] /\left(x^{3}+x y^{3}\right) .
$$

This ring is known as the $E_{7}$ hypersurface singularity, and belongs to an often-studied class of hypersurface rings (called ADE singularities) that are known to have finite representation type, i.e., they have, up to isomorphism, only finitely many indecomposable maximal Cohen-Macaulay (MCM) modules. Such modules can be realized as cokernels of matrix factorizations. In [16], Yoshino gives a list of all the minimal matrix factorizations of $x^{3}+x y^{3}$ over $Q=k[x, y]$, and thus of all the indecomposable MCM $R$-modules.

We assign a grading to $Q=k[x, y]$ (which induces a grading on $R$ ) in which $x$ has degree 3 and $y$ has degree 2 , in order to make $x^{3}+x y^{3}$ into a homogeneous element. Since every complete resolution of an $R$-module $M$ has the form $\mathbf{F}\left(d_{1}, d_{0}\right)$ as in the final paragraph of Section 2.3, using Yoshino's list of matrix factorizations, given below, we may essentially compute the full image of $\mathbf{b}_{i}$ in $\mathrm{D}^{\mathrm{b}}\left(\mathrm{gr}_{\geq i} R\right)$.

The homology computations are easily done by hand for matrices of reasonable small rank; with Macaulay2, one may quickly compute homologies for larger matrices.

Note that given a matrix factorization $\left(d_{1}, d_{0}\right)$, the pair $\left(d_{0}, d_{1}\right)$ is also a matrix factorization, and $\mathbf{F}\left(d_{0}, d_{1}\right)$ is simply a graded and homological shift of $\mathbf{F}\left(d_{1}, d_{0}\right)$; thus for the purposes of this example the order of the maps does not matter. Furthermore, to obtain all minimal graded matrix factorizations of $x^{3}+x y^{3}$, one must consider all graded shifts of the minimal matrix factorizations listed here. Our computation of $\mathbf{b}_{i}$ for all $i \in \mathbb{Z}$ but for a fixed grading on each matrix factorization is the same (up to graded shift) as computing $\mathbf{b}_{i}$ for a fixed $i \in \mathbb{Z}$, but for all possible graded shifts, since $\left(\mathbf{b}_{i}(E)\right)(n)=\mathbf{b}_{i-n}(E(n))$ for any matrix factorization $E$ and any $i, n \in \mathbb{Z}$.

We now list and examine each of the seven minimal matrix factorizations of $x^{3}+x y^{3}$, which we will denote by $\left\{E^{i}\right\}_{i=1}^{7}$. For each matrix factorization, we give one possible graded
complete resolution it produces (all others are simply graded shifts of this chosen resolution) and investigate its graded truncations in detail. To simplify and shorten the exposition, all results given are understood to be valid only up to some possible graded and/or homological shift.

For brevity, we now assign notation to all of the matrices that make up the matrix factorizations $E^{1}, \ldots, E^{7}$ :

$$
\begin{aligned}
& \alpha=[x], \\
& \gamma=x\left[\begin{array}{cc}
x & y \\
y^{2} & -x
\end{array}\right], \\
& \beta=\left[x^{2}+y^{2}\right], \\
& \delta=\left[\begin{array}{cc}
x & y \\
y^{2} & -x
\end{array}\right], \\
& \varphi_{1}=\left[\begin{array}{cc}
x & y \\
x y^{2} & -x^{2}
\end{array}\right] \text {, } \\
& \varphi_{2}=\left[\begin{array}{cc}
x & y^{2} \\
x y & -x^{2}
\end{array}\right], \\
& \xi_{1}=\left[\begin{array}{ccc}
x y^{2} & -x^{2} & -x^{2} y \\
x y & y^{2} & -x^{2} \\
x^{2} & x y & x y^{2}
\end{array}\right], \\
& \xi_{2}=\left[\begin{array}{ccc}
x^{2} & -y^{2} & -x y \\
x y & x & -y^{2} \\
x y^{2} & x y & x^{2}
\end{array}\right], \\
& \xi_{3}=\left[\begin{array}{ll}
\gamma & \epsilon \\
0 & \delta
\end{array}\right], \\
& \psi_{1}=\left[\begin{array}{cc}
x^{2} & y \\
x y^{2} & -x
\end{array}\right], \\
& \psi_{2}=\left[\begin{array}{ll}
x^{2} & y^{2} \\
x y & -x
\end{array}\right], \\
& \eta_{1}=\left[\begin{array}{ccc}
y & 0 & x \\
-x & x y & 0 \\
0 & -x & y
\end{array}\right], \\
& \eta_{2}=\left[\begin{array}{ccc}
x & 0 & y \\
-x y & x^{2} & 0 \\
0 & -x y & x
\end{array}\right], \\
& \text { and } \eta_{3}=\left[\begin{array}{cc}
\delta & -\epsilon \\
0 & \gamma
\end{array}\right],
\end{aligned}
$$

where

$$
\epsilon=\left[\begin{array}{ll}
y & 0 \\
0 & y
\end{array}\right] .
$$

We now compute the image of each $\mathbf{b}_{i}$, one matrix factorization at a time.
(1) $E^{1}=(\alpha, \beta)$

A corresponding graded complete resolution $\mathbf{F}(\alpha, \beta)$ is

$$
\cdots \rightarrow R(-9) \xrightarrow{\alpha} R(-6) \xrightarrow{\beta} R \xrightarrow{\alpha} R(3) \xrightarrow{\beta} R(9) \rightarrow \cdots
$$

The key observation in directly computing $\mathbf{b}_{i}$ is that for any $i, n \in \mathbb{Z}$, since $R(n)$ is generated in degree $-n$ we have

$$
R(n)_{\succcurlyeq i}= \begin{cases}R(n) & \text { if } i \leq-n \\ 0 & \text { otherwise }\end{cases}
$$

So for $i=0$, we obtain the truncation

$$
\mathbf{F}(\alpha, \beta)_{\succcurlyeq 0}: \cdots \rightarrow R(-9) \xrightarrow{\alpha} R(-6) \xrightarrow{\beta} R \rightarrow 0 .
$$

It is clear that this complex is exact everywhere except the rightmost position because $\mathbf{F}(\alpha, \beta)$ is exact, so it is isomorphic in the derived category to coker $\beta \cong R /\left(x^{2}+y^{3}\right)$. The result is identical for $i=-1$ and $i=-2$, and for $i=9$, for example, we get the same result, but with a graded shift (by 9 , which is the degree of $x^{3}+x y^{3}$ ) and a homological shift (by 2).

Up to shifts there is only one other possible outcome, which occurs, for example, when $i=6$. In this case we see that up to shifts $\mathbf{F}(\alpha, \beta)_{\succcurlyeq 6}$ is a free resolution of coker $\alpha=$ $R /(x)$.
(2) $E^{2}=(\gamma, \delta)$

A corresponding graded complete resolution $\mathbf{F}(\gamma, \delta)$ is

$$
\begin{aligned}
& R(-10) \quad R(-4) \quad R(-1) \quad R(5)
\end{aligned}
$$

Up to shifts, there are four possible results of taking $\mathbf{F}(\gamma, \delta)_{\succcurlyeq i}$; two of the them (for example, $i=3$ and $i=0$, respectively) result in taking brutal truncations of the complex $\mathbf{F}(\gamma, \delta)$ in a particular degree and so clearly yield free resolutions of coker $\gamma$ and coker $\delta$, respectively.

When $i=1$ we have

The cokernel in the rightmost position is clearly nonzero, so we examine the homology in the next position. It is easily verified that the kernel of $\left[\begin{array}{ll}x & y\end{array}\right]$ is generated by $(y,-x)$ and $\left(x^{2}, x y^{2}\right)$, but $(y,-x)$ is clearly not in the image of $\gamma$, so there is nonzero homology in the $R(-4) \bigoplus R(-3)$ position (which is in fact isomorphic to $(R /(x))(-6)$ ). Therefore, $\mathbf{F}(\gamma, \delta)_{\succcurlyeq 1}$ represents an object in the image of $\mathbf{b}_{1}$ which cannot be represented by a single module.

When $i=-5$ we have

Again the rightmost cokernel is clearly nonzero. The kernel of $\left[\begin{array}{ll}x^{2} & x y\end{array}\right]$ is generated by $(y,-x)$ and $\left(x, y^{2}\right)$, so this complex is in fact exact in the $R(-1) \bigoplus R$ position. Thus the complex is equal in $\mathrm{D}^{\mathrm{b}}(\operatorname{gr} R)$ to the cokernel of the last map, (which is isomorphic to $\left.\left(R /\left(x^{2}, x y\right)\right)(5)\right)$. This is a module whose minimal complete resolution is given by $\mathbf{F}(\gamma, \delta)$.
$E^{3}=\left(\varphi_{1}, \psi_{1}\right)$
From here on, the computations are very similar to those already described, so we provide less detail.

A corresponding graded complete resolution $\mathbf{F}\left(\varphi_{1}, \psi_{1}\right)$ is


Up to shifts, there are again four possible results of taking $\mathbf{F}\left(\varphi_{1}, \psi_{1}\right)_{\succcurlyeq i}$; two of them (for example, $i=3$ and $i=0$, respectively) yield free resolutions of $\operatorname{coker} \varphi_{1}$ and coker $\psi_{1}$, respectively.

When $i=1$ we have

It is easily verified that the kernel of $\left[\begin{array}{ll}x^{2} & y\end{array}\right]$ is generated by $\left(y,-x^{2}\right)$ and $\left(x, x y^{2}\right)$, so this complex is exact in the $R(-7) \bigoplus R(-3)$ position, so in fact is equal in $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$ to $\left(R /\left(x^{2}, y\right)\right)(-1)$.

When $i=-2$ we have

As already established, the kernel of $\left[\begin{array}{ll}x & y\end{array}\right]$ is generated by $(y,-x)$ and $\left(x, x y^{3}\right)$, so this complex is exact in the $R(-1) \bigoplus R$ position, so is equal in $\mathrm{D}^{\mathrm{b}}$ (gr $\left.R\right)$ to $(R /(x, y))(2)$ in $D^{\mathrm{b}}(\mathrm{gr} R)$.

From $E^{3}$ we have obtained, up to shifts, just four different modules.
(4) $E^{4}=\left(\varphi_{2}, \psi_{2}\right)$

A corresponding graded complete resolution $\mathbf{F}\left(\varphi_{2}, \psi_{2}\right)$ is


Up to shifts, there are four possible results of taking $\mathbf{F}\left(\varphi_{2}, \psi_{2}\right)_{\succcurlyeq i}$; two of them (for example, $i=3$ and $i=-1$, respectively) yield free resolutions of coker $\varphi_{2}$ and coker $\psi_{2}$, respectively. When $i=0$ we have

It is easy to see that the kernel of $\left[\begin{array}{ll}x y & -x\end{array}\right]$ is generated by $(1, y)$ and $\left(y^{2},-x^{2}\right)$, so
the homology in the $R(-5) \bigoplus R(-3)$ position is nonzero (and in fact is isomorphic to $(R /(x))(-5))$.

When $i=-4$ we have

$$
\mathbf{F}\left(\varphi_{2}, \psi_{2}\right)_{\succcurlyeq-4} \cdots \rightarrow \underset{ }{R(-3)} \underset{ }{(-5)} \xrightarrow{\left[\begin{array}{ll}
x^{2} & y^{2} \\
x y & -x
\end{array}\right]} \underset{ }{R(1)} \xrightarrow{\left[\begin{array}{ll}
x & y^{2}
\end{array}\right]} R(4) \rightarrow 0
$$

The kernel of $\left[\begin{array}{ll}x & y^{2}\end{array}\right]$ is generated by $\left(y^{2},-x\right)$ and $\left(x^{2}, x y\right)$, so this complex is exact in the $R(1) \bigoplus R$ position, so in fact is equal in $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$ to $\left(R /\left(x, y^{2}\right)\right)(4)$.

From $E^{4}$, as from $E^{2}$, we have obtained, up to shifts, three modules and one complex that cannot be represented in $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$ by a module.
$E^{5}=\left(\xi_{1}, \eta_{1}\right)$
For the matrix factorizations of rank 3 and rank 4, we simply summarize the results, rather than give explicit representatives of homology classes.

A corresponding graded complete resolution $\mathbf{F}\left(\xi_{1}, \eta_{1}\right)$ is


Up to shifts, there are now six possible results of taking $\mathbf{F}\left(\xi_{1}, \eta_{1}\right)_{\succcurlyeq i}$. As usual, two of them (for example, $i=0$ and $i=3$, respectively) yield free resolutions of coker $\eta_{1}$ and coker $\xi_{1}$, respectively.

Three of the remaining four options turn out to yield cokernels of the appropriate maps. Up to shifts, we have:

$$
\begin{gathered}
\mathbf{F}\left(\xi_{1}, \eta_{1}\right)_{\succcurlyeq 1} \cong \operatorname{coker}\left[\begin{array}{ccc}
y & 0 & x \\
0 & -x & y
\end{array}\right] \\
\mathbf{F}\left(\xi_{1}, \eta_{1}\right)_{\succcurlyeq 4} \cong \operatorname{coker}\left[\begin{array}{ccc}
x y & y^{2} & -x^{2} \\
x^{2} & x y & x y^{2}
\end{array}\right] \\
\mathbf{F}\left(\xi_{1}, \eta_{1}\right)_{\succcurlyeq 5} \cong \operatorname{coker}\left[\begin{array}{lll}
x y & y^{2} & -x^{2}
\end{array}\right] .
\end{gathered}
$$

The final option, for example $i=2$, results in a complex with nonzero homology in both of the positions affected by the corresponding truncation.
(6) $E^{6}=\left(\xi_{2}, \eta_{2}\right)$

A corresponding graded complete resolution $\mathbf{F}\left(\xi_{2}, \eta_{2}\right)$ is


Up to shifts, there are again six possible results of taking $\mathbf{F}\left(\xi_{2}, \eta_{2}\right)_{\succcurlyeq i}$. As usual, two of them (for example, $i=0$ and $i=4$, respectively) yield free resolutions of coker $\eta_{2}$ and coker $\xi_{2}$, respectively.

Two of the remaining four options turn out to yield cokernels of the appropriate maps.

Up to shifts, we have:

$$
\begin{gathered}
\mathbf{F}\left(\xi_{2}, \eta_{2}\right)_{\succcurlyeq 1} \cong \operatorname{coker}\left[\begin{array}{ccc}
x & 0 & y \\
0 & -x y & x
\end{array}\right] \\
\mathbf{F}\left(\xi_{2}, \eta_{2}\right)_{\succcurlyeq 5} \cong \operatorname{coker}\left[\begin{array}{ccc}
x^{2} & -y^{2} & -x y \\
x y & x & -y^{2}
\end{array}\right] .
\end{gathered}
$$

The other two options, for example $i=2$ and $i=6$, both result in complexes with nonzero homology in both of the positions affected by the corresponding truncations.
(7) $E^{7}=\left(\xi_{3}, \eta_{3}\right)$

A corresponding graded complete resolution $\mathbf{F}\left(\xi_{3}, \eta_{3}\right)$ is


Up to shifts, there are now seven possible results of taking $\mathbf{F}\left(\xi_{3}, \eta_{3}\right)_{\succcurlyeq i}$. As usual, two of them (for example, $i=-4$ and $i=2$, respectively) yield free resolutions of coker $\eta_{3}$ and coker $\xi_{3}$, respectively.

Three of the remaining five options turn out to yield cokernels of the appropriate maps.

Up to shifts, we have:

$$
\begin{aligned}
& \mathbf{F}\left(\xi_{3}, \eta_{3}\right)_{\succcurlyeq-3} \cong \operatorname{coker}\left[\begin{array}{cccc}
x & y & -y & 0 \\
y^{2} & -x & 0 & -y \\
0 & 0 & x^{2} & x y
\end{array}\right] \\
& \mathbf{F}\left(\xi_{3}, \eta_{3}\right)_{\succcurlyeq 0} \cong \operatorname{coker}\left[\begin{array}{cccc}
x & y & -y & 0 \\
y^{2} & -x & 0 & -y
\end{array}\right] \\
& \mathbf{F}\left(\xi_{3}, \eta_{3}\right)_{\succcurlyeq 3} \cong \operatorname{coker}\left[\begin{array}{cccc}
x^{2} & x y & y & 0 \\
x y^{2} & -x^{2} & 0 & y \\
0 & 0 & x & y
\end{array}\right] .
\end{aligned}
$$

The remaining two options (for example, $i=1$ and $i=4$ ) both yield complexes with nonzero homology in both positions affected by the corresponding truncations.

## Chapter 4

## The Orlov Correspondence in the <br> Graded Case

### 4.1 Motivation and summary of results

The work presented in this chapter was motivated by a desire to find a way to pass the Orlov embeddings $\mathbf{b}_{i}$ back and forth across an equivalence of categories originally defined by Orlov in 12 and extended by Burke and Walker in [6] to an equivalence

$$
\Psi:\left[M F\left(\mathbb{P}_{Q}^{c-1}, W\right)\right] \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)
$$

where $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ is the singularity category of $R$ and $\left[M F\left(\mathbb{P}_{Q}^{c-1}, W\right)\right]$ is the homotopy category of matrix factorizations of $W$ over $\operatorname{Proj} S=\mathbb{P}_{Q}^{c-1}$, for an appropriate notion of homotopy. We will not give the definition of this homotopy category here; for the purposes of this chapter one can simply think of it as the homotopy category of matrix factorizations of $W$ over $S$. Specifically, the goal was to define a version of $\mathbf{b}_{i}$ on matrix factorizations of $W$ that is compatible with $\Psi$ and its inverse. However, this turns out to require some adjustments, since $\Psi$ does not preserve graded structures in any way. Thus the majority of this chapter is dedicated to reformulating the functor $\Psi$ to work in the graded setting.

The first problem is that for the purposes of this chapter, this geometric formulation is insufficient. We aim to compute with various graded truncations of graded modules, and it is well known that over $\mathbb{P}_{Q}^{c-1}$, one has an equality of coherent sheaves $\widetilde{M} \cong \widetilde{M_{\geq i}}$ (where $\widetilde{N}$ is the sheaf associated to a graded $S$-module $N$ as in 10, II.5) for all graded $S$ modules $M$ and all $i \in \mathbb{Z}$. In other words, categories of coherent sheaves do not distinguish between a module and its graded truncations. For this reason we give a purely algebraic correspondence in Construction 4.3.1. This necessitates a new definition of $\Psi$ on the level of modules, rather than coherent sheaves (and which takes graded structures into account). The second problem is that objects over the generic hypersurface must be bigraded, i.e. graded both via the given grading on $R$ and the standard grading on the generic hypersurface (where elements of $Q$ have degree 0 and each $T_{i}$ has degree 1). Finally, the category $M F_{\mathrm{bg}}(S, W)$ of (bigraded) matrix factorizations still turns out to be insufficient to encode the necessary grading information - instead we define a version of $\Psi$ on a certain subcategory $\mathcal{D}$ of the larger category $L F_{\mathrm{bg}}(S, W)$, the category of (bigraded) linear factorizations of $W$ over $S$ (a linear factorization is essentially a matrix factorization whose modules are not necessarily free; see Definition 4.2.4).

After making these adjustments, we obtain the following, which combines all the main results of this chapter:

Theorem. There exist functors $\Phi: \mathcal{D} \rightarrow \mathrm{D}^{\mathrm{b}}(\operatorname{gr} R)$ and $\mathbf{b}_{i}^{g}: \mathcal{D} \rightarrow \mathcal{D}$ such that the square

commutes, where $\bar{\Phi}$ is the restriction of $\Phi$ to the full subcategory $M F_{\mathrm{bg}}(S, W)$ of $\mathcal{D}$ followed by the localization functor $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R) \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\mathrm{gr} R)$.

The functors $\mathbf{b}_{i}^{g}$ are simple graded truncations (see Definition 4.4.3), so they potentially
allow one to understand the less concretely defined $\mathbf{b}_{i}$ functors more easily by instead working in the matrix factorization category.

### 4.2 Construction of matrix factorizations

Recall that we denote by Hom* the graded module consisting of homomorphisms of all graded degrees:

$$
\operatorname{Hom}_{\mathrm{gr} R}^{*}(X, Y):=\bigoplus_{n \in \mathbb{Z}} \operatorname{Hom}_{\mathrm{gr} R}(X, Y(n)) .
$$

We now discuss the process of building a matrix factorization of $W$ over $S$ whose sheafification over $\mathbb{P}_{Q}^{c-1}$ corresponds via the Burke-Walker equivalence $\Psi$ to a given module or complex over $R$. In [7], $\S 6$, Burke and Walker give a way to construct a graded matrix factorization $E=E(M, \mathbf{G}, \boldsymbol{\sigma})$ of $W=f_{1} T_{1}+\ldots+f_{c} T_{c}$ over $S=Q\left[T_{1}, \ldots, T_{c}\right]$ from an $R$-module $M$, using the data of a finite free resolution $\mathbf{G}$ of $M$ over $Q$ and a system of higher homotopies $\boldsymbol{\sigma}=\left\{\sigma^{J} \mid J \in \mathbb{N}^{c}\right\}$ for $f_{1}, \ldots, f_{c}$. In fact they construct a matrix factorization of $W$ over $S$ and then sheafify to obtain a sequence of coherent sheaves over the scheme $\mathbb{P}_{Q}^{c-1}$, but as discussed in the previous section, this approach does not allow for the graded truncations that we will need to perform, so we omit the sheafification step. Furthermore, with virtually no modification their construction can be applied to the more general situation where we take as input only an arbitrary bounded complex of finitely generated free $Q$-modules $\mathbf{G}$ and a system of higher homotopies $\boldsymbol{\sigma}$, so we instead present it in that setting.

For simplicity, here we describe the construction using only the standard grading on $S$, in which elements of $Q$ have degree 0 and each $T_{i}$ has degree 1; the adjustments necessary to preserve a nontrivial grading on $Q$ are detailed immediately after the basic construction.

Given the data $(\mathbf{G}, \boldsymbol{\sigma})$, we construct the matrix factorization $E(\mathbf{G}, \boldsymbol{\sigma})=\left(E_{1} \xrightarrow{e_{1}} E_{0} \xrightarrow{e_{0}}\right.$ $\left.E_{1}(1)\right)$ as follows: The $S$-modules $E_{1}$ and $E_{0}$ are

$$
E_{1}:=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j+1} \otimes_{Q} S(j) \text { and } E_{0}:=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j} \otimes_{Q} S(j) .
$$

These direct sums are finite because $\mathbf{G}$ is bounded. For each $J \in \mathbb{N}^{c}$, there are maps

$$
\begin{array}{r}
\mathbf{G}_{2 j+1} \otimes S(j) \xrightarrow{\sigma^{J} \otimes T^{J}} \mathbf{G}_{2 j+2|J|} \otimes S(j+|J|) \text { and } \\
\quad \mathbf{G}_{2 j} \otimes S(j) \xrightarrow{\sigma^{J} \otimes T^{J}} \mathbf{G}_{2 j+2|J|-1} \otimes S(j+|J|),
\end{array}
$$

which are used to define the maps $e_{1}: E_{1} \rightarrow E_{0}$ and $e_{0}: E_{0} \rightarrow E_{1}(1)$, component-wise, as follows:

$$
\begin{gather*}
\left(e_{1}\right)_{j}=\sum_{J \in \mathbb{N}^{c}} \sigma^{J} \otimes T^{J}: \mathbf{G}_{2 j+1} \otimes_{Q} S(j) \rightarrow \bigoplus_{i} \mathbf{G}_{2 i} \otimes_{Q} S(i)=E_{0}, \\
\left(e_{0}\right)_{j}=\sum_{J \in \mathbb{N}^{c}} \sigma^{J} \otimes T^{J}: \mathbf{G}_{2 j} \otimes_{Q} S(j) \rightarrow \bigoplus_{i} \mathbf{G}_{2 i-1} \otimes_{Q} S(i)=E_{1}(1) . \tag{4.1}
\end{gather*}
$$

If $\mathbf{G}$ is known to be a $Q$-resolution of an $R$-module $M$, we will write $E(M, \mathbf{G}, \boldsymbol{\sigma})$ in place of $E(\mathbf{G}, \boldsymbol{\sigma})$ for emphasis. Note that if $\mathbf{G}$ is a resolution of a $Q$-module $N$, then the presence of a system of higher homotopies implies that $N$ is annihilated by $\left(f_{1}, \ldots, f_{c}\right)$ and is hence an $R$-module.
4.2.1(Nontrivial gradings on $Q$ ). We may modify the construction of $E(\mathbf{G}, \boldsymbol{\sigma})$ to preserve a nontrivial grading on $Q$. To do so, we first introduce a second grading on $S=Q\left[T_{1}, \ldots, T_{c}\right]$ :
4.2.2 Definition. We define the following bigraded ring structure on $S$ : we assign to an element of $Q \subset S$ the bidegree $(0, q)$, where $q$ is the element's graded degree as an element of the graded ring $Q$, and we assign to each variable $T_{i}$ the bidegree ( $1,-\operatorname{deg} f_{i}+\sum_{j=1}^{c} \operatorname{deg} f_{j}$ ). For clarity and brevity, we will henceforth refer to the first-component grading as G1 and the second-component grading as G2.

This choice of grading for the variables $T_{i}$ is motivated by the fact that $W=f_{1} T_{1}+$ $\cdots+f_{c} T_{c}$ must be a homogeneous element of $S$ in order for the notion of graded matrix factorization to make sense. Note that the G2 degree of $T_{i}$ is the sum of the degrees of
$f_{1}, \ldots, f_{c}$, but with $f_{i}$ omitted. This degree choice ensures that $W$ is homogeneous of bidegree $\left(1, \sum_{j=1}^{c} \operatorname{deg} f_{j}\right)$. If $Q$ has only the trivial grading, then grading G2 is also trivial.

If $\mathbf{G}$ is a bounded complex of graded free $Q$-modules (with graded maps), we get a bigraded matrix factorization $E(\mathbf{G}, \boldsymbol{\sigma})$ as follows: To each copy of $S(0)$ that appears in the above construction of $E(\mathbf{G}, \boldsymbol{\sigma})$, assign the second, or $G 2$, shift to be the one on the corresponding copy of $Q$ in $\mathbf{G}$. Then the bidegrees of the components of the maps $e_{1}$ and $e_{0}$ force a unique second grading on all the copies of $S(i)$ for $i \neq 0$.
4.2.3 For the remainder of this chapter, $R=Q /\left(f_{1}, \ldots, f_{c}\right)$ is a graded complete intersection ring. The goal now is to define two functors: one analogous to $\mathbf{b}_{i}$ on matrix factorizations of $W=f_{1} T_{1}+\cdots+f_{c} T_{c}$ over $S=Q\left[T_{1}, \ldots, T_{c}\right]$ and one that associates to each matrix factorization an object in $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$, in such a way that the obvious square commutes.

However, the notion of matrix factorization turns out to be too restrictive for this purpose.
4.2.4 Definition. Given a graded ring $A$ and a homogeneous element $X \in A_{d}$, a (graded) linear factorization of $X$ over $A$ is a sequence $E_{1} \xrightarrow{e_{1}} E_{0} \xrightarrow{e_{0}} E_{1}(d)$, where $E_{0}, E_{1}$ are finitely generated graded $A$-modules and the compositions $e_{1}(d) \circ e_{0}$ and $e_{0} \circ e_{1}$ are both equal to multiplication by $X$. We will typically write a linear factorization $E_{1} \xrightarrow{e_{1}} E_{0} \xrightarrow{e_{0}} E_{1}(d)$ simply as $\left(e_{1}, e_{0}\right)$, when the modules $E_{0}$ and $E_{1}$ are clear from context. We define a category $L F(A, X)$ (or $L F_{\mathrm{gr}}(A, X)$ ) whose objects are (graded) linear factorizations of $X$ over $A$, with morphisms defined analogously to those in $M F(A, X)$ (or $M F_{\mathrm{gr}}(A, X)$ ).

Note that this definition is precisely that of a graded matrix factorization, except that $E_{0}$ and $E_{1}$ are not required to be free modules. Consequently, the category $M F(A, X)$ (respectively $M F_{\mathrm{gr}}(A, X)$ ) is a full subcategory of $L F(A, X)$ (respectively $L F_{\mathrm{gr}}(A, X)$ ).

In order to work in the graded setting, we must require that all linear factorizations are bigraded with respect to the bigrading given in Definition 4.2.2, i.e., are graded linear factorizations in each degree independently. We will denote the category of such bigraded
linear factorizations of $W$ over $S$ by $L F_{\mathrm{bg}}(S, W)$. Similarly, we denote by $M F_{\mathrm{bg}}(S, W)$ the full subcategory whose objects are matrix factorizations.

For reasons that will later become evident, it suffices to restrict our attention to a particular type of linear factorization, as follows.
4.2.5 Definition. We denote by $\mathcal{D}$ the full subcategory of $L F_{\mathrm{bg}}(S, W)$ whose objects are those linear factorizations $\left(e_{1}, e_{0}\right)$ for which:

- $E_{0}$ and $E_{1}$ are isomorphic to direct sums of bigraded shifts of monomial ideals of $S$ (i.e., ideals of $S$ generated by monomials in $T_{1}, \ldots, T_{c}$ ), each of which contains the corresponding bigraded shift of $S_{\geq n}$ (where the subscript refers to the G1-grading) for some $n \in \mathbb{Z}$. In other words, $E_{0}$ and $E_{1}$ are isomorphic to direct sums of bigraded shifts of $\left(T_{1}, \ldots, T_{c}\right)$-primary monomial ideals.
- In general, the maps $e_{1}, e_{0}$ in such a linear factorization may be viewed as sums of homogeneous maps between direct summands (each of which is a monomial ideal); we require that for $e_{0}, e_{1}$ ) to be in $\mathcal{D}$, each of these maps must be multiplication by a homogeneous element of $S$ (with respect to both gradings).

The reason for this definition is that the objects of $\mathcal{D}$ are precisely those linear factorizations that arise when one kills a finite collection of initial monomials in each of $E_{1}$ and $E_{0}$, as this will be precisely the operation we wish to perform on matrix factorizations to obtain our analog of $\mathbf{b}_{i}$; see Definition 4.4.3. In particular, we note that $M F_{\mathrm{bg}}(S, W)$ is a full subcategory of $\mathcal{D}$.

### 4.3 Main results

We now define a functor

$$
\Phi: \mathcal{D} \longrightarrow \mathrm{D}^{\mathrm{b}}(\operatorname{gr} R)
$$

with the property that $\Phi(E(M, \mathbf{G}, \boldsymbol{\sigma})) \cong M$, where $E(M, \mathbf{G}, \boldsymbol{\sigma})$ is the matrix factorization associated to any finite $Q$-free resolution of an $R$-module $M$ via the construction given in Section 4.2. We prove, among other things, that this property holds (Proposition 4.3.3) and that $\Phi$ is indeed a well-defined functor $\mathcal{D} \rightarrow \mathrm{D}^{\mathrm{b}}(\operatorname{gr} R)$ (Theorem 4.3.4) after giving the construction.
4.3.1 Construction. Until the last step of the construction, we refer only to the G1 grading on $S$, in which elements of $Q$ have degree 0 and each $T_{i}$ has degree 1 (in particular, in this grading the element $W$ is homogeneous of degree 1).

Given a linear factorization $E=\left(e_{1}, e_{0}\right)$ in $\mathcal{D}$, we first construct the sequence

$$
\begin{equation*}
E^{\infty}: \cdots \xrightarrow{e_{0}(-1)} E_{1}(-1) \xrightarrow{e_{1}(-1)} E_{0}(-1) \xrightarrow{e_{0}} E_{1} \xrightarrow{e_{1}} E_{0} \xrightarrow{e_{0}(1)} E_{1}(1) \xrightarrow{e_{1}(1)} \cdots, \tag{4.2}
\end{equation*}
$$

with $E_{0}$ in homological degree 0 .
Since $E_{0}$ and $E_{1}$ are direct sums of graded shifts of monomial ideals in $S$, for each $i \in \mathbb{Z}$ the $S$-module $E_{i}^{\infty}$ can be expressed as a direct sum

$$
\begin{equation*}
E_{i}^{\infty}=\bigoplus_{j \in \mathbb{Z}, \lambda \in \Lambda} Q^{r_{i, j, \lambda}} \otimes_{Q} I_{\lambda}(j), \tag{4.3}
\end{equation*}
$$

where $\Lambda$ is some index set, each $I_{\lambda}$ is a $\left(T_{1}, \ldots, T_{c}\right)$-primary monomial ideal in $S$, and each $r_{i, j, \lambda}$ is a nonnegative integer. This expression is unique so long as we insist that all $I_{\lambda}$ be distinct. In light of this, each of the maps $e_{0}, e_{1}$ (and thus each of the maps in the sequence $\left.E^{\infty}\right)$ can be represented as a matrix where each entry has the form

$$
\begin{equation*}
\sum_{l \in \mathbb{N}^{c}} g_{l} \otimes T^{l} \tag{4.4}
\end{equation*}
$$

where each $g_{l}$ is a map of free $Q$-modules and $T^{l}$ is the monomial $T_{1}^{l_{1}} \cdots T_{c}^{l_{c}}$.

We next we define graded $S$-modules $\left\{\mathbf{E}_{i}\right\}_{i \in \mathbb{Z}}$ as follows:

$$
\begin{equation*}
\mathbf{E}_{i}:=\bigoplus_{\lambda \in \Lambda} Q^{r_{i, 0, \lambda}} \otimes_{Q} I_{\lambda} \tag{4.5}
\end{equation*}
$$

In other words, $\mathbf{E}_{i}$ consists of precisely the direct summands of $E_{i}^{\infty}$ for which $j=0$ in (4.3).
Now from $\left\{\mathbf{E}_{i}\right\}$ we define new graded $S$-modules $\left\{\mathbf{E}_{i}^{\Gamma}\right\}_{i \in \mathbb{Z}}$ by dualizing with respect to $Q$. For each $i \in \mathbb{Z}$ let

$$
\begin{equation*}
\mathbf{E}_{i}^{\Gamma}:=\bigoplus_{\lambda \in \Lambda} Q^{r_{i, 0, \lambda}} \otimes_{Q} D_{\lambda} \tag{4.6}
\end{equation*}
$$

where $D_{\lambda}=\operatorname{Hom}_{\operatorname{gr} Q}^{*}\left(I_{\lambda}, Q\right)$ and all $r_{i, 0, \lambda}$ and $I_{\lambda}$ are as in 4.5). We denote by $\tau_{i}$ the dual in $D=\operatorname{Hom}_{\mathrm{gr} Q}^{*}(S, Q)$ of $T_{i}$, for $1 \leq i \leq c$, so that $\tau^{J}$ is the dual in each $D_{\lambda}$ of $T^{J}$ for each monomial $T^{J} \in I_{\lambda}$. Observe that each $\tau_{i}$ has graded degree -1 in $D$ (so that each $\tau^{J} \in I_{\lambda}$ has degree $-j$ ), and that each $D_{\lambda}$ is in fact simply the quotient of the graded $S$-module $\operatorname{Hom}_{\mathrm{gr} Q}^{*}(S, Q)$ by a submodule generated by monomials in the dual variables $\tau_{i}$.

Finally, we define $\Phi(E)$ to be the complex $\mathbf{F}$ defined as follows. For each $i \in \mathbb{Z}$, let $\mathbf{F}_{i}$ be the graded $R$-module

$$
\begin{equation*}
\mathbf{F}_{i}=\bigoplus_{l \leq 0}\left(\mathbf{E}_{i+2 l}^{\Gamma}\right)_{l} \otimes_{Q} R \tag{4.7}
\end{equation*}
$$

where $\left(\mathbf{E}_{i+2 l}^{\Gamma}\right)_{l}$ denotes the graded degree $l$ component of the module $\mathbf{E}_{i+2 l}^{\Gamma}$. The maps of $\mathbf{F}$ are given simply by deleting any necessary rows and/or columns of the matrices representing those of $E^{\infty}$. Note that the entries of these matrices still have the form given in 4.4, but now each $T_{i}$ acts on the dual $S^{*}=Q\left[\tau_{1}, \ldots, \tau_{c}\right]$, so the action is the one described in Section 2.6. It is perhaps not immediately clear that $\mathbf{F}$ is necessarily a complex, but the next three results (Propositions 4.3.2 and 4.3.3 and Theorem 4.3.4) will show that it is.

The graded $R$-module structure of $\Phi(E)$ is defined via the following graded $Q$-module structure on the modules $\left\{\mathbf{E}_{i}\right\}$ (which supercedes the existing G1- and G2-gradings): by construction each summand of each of the modules $E_{1}, E_{0}$ of the linear factorization $E$ appears exactly once in exactly one $\mathbf{E}_{i}$, and no other summands appear; in each of these
summands we assign to elements of $Q$ their original G2 grading from $E$, and we set $\left|T_{i}\right|=$ $-\operatorname{deg} f_{i}$ for $1 \leq i \leq c$ (and consequently $\left|\tau_{i}\right|=\operatorname{deg} f_{i}$ ). That the maps of $\mathbf{F}$ are graded follows from the fact that $E^{\infty}$ is G2-graded.

Contained in the following proposition is the assertion that $\Phi$ is, in fact, analogous to $\Psi$ on matrix factorizations associated to graded $R$-modules, as in Section 4.2. Proposition 4.3 .3 will show that this result is more general than it may appear; every bigraded matrix factorization of $W$ over $S$ is of the form $E(\mathbf{G}, \boldsymbol{\sigma})$.
4.3.2 Proposition. If $\mathbf{G}$ is a bounded complex of finitely generated free $Q$-modules with a system of higher homotopies $\boldsymbol{\sigma}$ for $f_{1}, \ldots, f_{c}$, we have

$$
\Phi(E(\mathbf{G}, \boldsymbol{\sigma})) \cong \mathbf{G}\{\boldsymbol{\sigma}\},
$$

where $\mathbf{G}\{\boldsymbol{\sigma}\}$ is the Eisenbud-Shamash complex of $(\mathbf{G}, \boldsymbol{\sigma})$.
In particular, given an $R$-module $M$, viewed as an object of $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$, along with a free resolution $\mathbf{G}$ of $M$ over $Q$ and a system of higher homotopies $\boldsymbol{\sigma}$, we have

$$
\Phi(E(M, \mathbf{G}, \boldsymbol{\sigma})) \cong M
$$

Proof. We proceed by working through Construction 4.3.1 in detail; note that as in the construction, we use only grading G1 of $E(\mathbf{G}, \boldsymbol{\sigma})$, wherein elements of $Q$ have degree 0 and each $T_{i}$ has degree 1.

We begin by explicitly describing the graded $Q$-module structure, in each homological degree, of $E(\mathbf{G}, \boldsymbol{\sigma})$. First, it is clear that as a graded $Q$-module, the graded degree $n$ part of $S$ has the form

$$
S_{n} \cong \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=n}} Q T^{J}
$$

where $Q T^{J}$ is the $Q$-direct summand of $S$ generated by the monomial $T^{J}=T_{1}^{a_{1}} \cdots T_{c}^{a_{c}}$ for
$J=\left(a_{1}, \ldots, a_{c}\right)$. Recall from Section 4.2 that the graded $S$-modules of $E(\mathbf{G}, \boldsymbol{\sigma})$ are defined to be

$$
E_{1}:=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j+1} \otimes_{Q} S(j) \quad \text { and } \quad E_{0}:=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j} \otimes_{Q} S(j) .
$$

Note that in this situation, the only monomial ideal $I_{\lambda}$ that actually appears in Construction 4.3.1, (4.3) is all of $S$.

From this we see that the graded degree $n$ parts of the corresponding graded $Q$-modules are given by

$$
\begin{aligned}
&\left(E_{1}\right)_{n} \cong \bigoplus_{j \in \mathbb{Z}} \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=n+j}} \mathbf{G}_{2 j+1} \otimes_{Q} Q T^{J}, \\
&\left(E_{0}\right)_{n} \cong \bigoplus_{j \in \mathbb{Z}} \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=n+j}} \mathbf{G}_{2 j} \otimes_{Q} Q T^{J}
\end{aligned}
$$

Now we can explicitly describe all of the modules of the sequence $E^{\infty}$; we have

$$
\begin{aligned}
& E_{2 k+1}^{\infty}=E_{1}(-k) \\
&=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j+1} \otimes_{Q} S(j-k), \\
& E_{2 k}^{\infty}=E_{0}(-k)=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j} \otimes_{Q} S(j-k) .
\end{aligned}
$$

As graded $Q$-modules, we then have the following expressions for the graded degree $n$ part of each $E_{i}^{\infty}$ :

$$
\begin{aligned}
\left(E_{2 k+1}^{\infty}\right)_{n} & \cong \bigoplus_{j \in \mathbb{Z}} \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=n+j-k}} \mathbf{G}_{2 j+1} \otimes_{Q} Q T^{J} \\
\left(E_{2 k}^{\infty}\right)_{n} & \cong \bigoplus_{j \in \mathbb{Z}} \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=n+j-k}} \mathbf{G}_{2 j} \otimes_{Q} Q T^{J} .
\end{aligned}
$$

Next, to obtain the modules $\left\{\mathbf{E}_{i}\right\}$ we take only the $j=k$ summand (i.e., the zero-shift
summand) in each degree:

$$
\mathbf{E}_{2 k+1}=\mathbf{G}_{2 k+1} \otimes_{Q} S \quad \text { and } \quad \mathbf{E}_{2 k}=\mathbf{G}_{2 k} \otimes_{Q} S
$$

As graded $Q$-modules, we have

$$
\begin{aligned}
&\left(\mathbf{E}_{2 k+1}\right)_{n} \cong \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=n}} \mathbf{G}_{2 k+1} \otimes_{Q} Q T^{J}, \\
&\left(\mathbf{E}_{2 k}\right)_{n} \cong \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=n}} \mathbf{G}_{2 k} \otimes_{Q} Q T^{J}
\end{aligned}
$$

Now we replace $S$ by $S^{*}:=\operatorname{Hom}_{\operatorname{gr} Q}^{*}(S, Q) \cong Q\left[\tau_{1}, \ldots, \tau_{c}\right]$ (called $D_{\lambda}$ in Construction 4.3.1, (4.6) to obtain the modules $\left\{\mathbf{E}_{i}^{\Gamma}\right\}$ :

$$
\mathbf{E}_{2 k+1}^{\Gamma}=\mathbf{G}_{2 k+1} \otimes_{Q} S^{*} \quad \text { and } \quad \mathbf{E}_{2 k}^{\Gamma}=\mathbf{G}_{2 k} \otimes_{Q} S^{*}
$$

As graded $Q$-modules, we have

$$
\begin{aligned}
\left(\mathbf{E}_{2 k+1}^{\Gamma}\right)_{n} & \cong \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=-n}} \mathbf{G}_{2 k+1} \otimes_{Q} Q \tau^{J} \\
\left(\mathbf{E}_{2 k}^{\Gamma}\right)_{n} & \cong \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=-n}} \mathbf{G}_{2 k} \otimes_{Q} Q \tau^{J} .
\end{aligned}
$$

Finally, the modules of $\mathbf{F}$ are as follows:

$$
\begin{aligned}
\mathbf{F}_{2 k+1} & =\bigoplus_{l \leq 0}\left(\mathbf{E}_{2 k+1+2 l}^{\Gamma}\right)_{l} \otimes_{Q} R \cong \bigoplus_{\substack{l \leq 0 \\
\left|\leq\left| \\
|J|=-\mathbb{N}^{c},\right.\right.}} \bigoplus_{2(k+l)+1} \otimes_{Q} Q \tau^{J} \otimes_{Q} R, \\
\mathbf{F}_{2 k} & =\bigoplus_{l \leq 0}\left(\mathbf{E}_{2 k+2 l}^{\Gamma}\right)_{l} \otimes_{Q} R \cong \bigoplus_{\substack{l \leq 0}} \bigoplus_{\substack{J \in \mathbb{N}^{c},|J|=-l}} \mathbf{G}_{2(k+l)} \otimes_{Q} Q \tau^{J} \otimes_{Q} R .
\end{aligned}
$$

But one easily sees that these modules are precisely those of the Eisenbud-Shamash complex $\mathrm{G}\{\boldsymbol{\sigma}\}$. The grading on $\mathbf{G}$ is preserved through both the construction of $E$ and the application of $\Phi$, and $\Phi$ assigns graded degree $\operatorname{deg} f_{i}$ to each $\tau_{i}$, as does our graded Eisenbud-Shamash complex. Finally, it is clear that the maps of $\Phi(E)$ are identical to those of $\mathbf{G}\{\boldsymbol{\sigma}\}$, so in fact we have $\Phi(E)=\mathbf{G}\{\boldsymbol{\sigma}\}$.

The second statement follows immediately from Proposition 2.6.3; when $\mathbf{G}$ is a resolution of $M$ over $Q, \mathbf{G}\{\boldsymbol{\sigma}\}$ is a resolution of $M$ over $R$.

It is not immediately clear that $\Phi(L)$ has bounded cohomology for an arbitrary linear factorization $L \in \mathcal{D}$; it follows from the next proposition that it does if $L$ is a matrix factorization. In other words, the result implies that the restriction of $\Phi$ to $M F_{\mathrm{bg}}(S, W)$ maps to $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$. The case of general objects of $\mathcal{D}$ is established in Theorem 4.3.4.
4.3.3 Proposition. Every object $E$ in $M F_{\mathrm{bg}}(S, W)$ is of the form $E(\mathbf{G}, \boldsymbol{\sigma})$ for some bounded complex $\mathbf{G}$ of finitely generated free $Q$-modules and some system of higher homotopies $\boldsymbol{\sigma}$ for $f_{1}, \ldots, f_{c}$ on $\mathbf{G}$.

Proof. In this proof we will again consider only the G1 grading on $S$ for simplicity. Let $E=\left(E_{1} \xrightarrow{e_{1}} E_{0} \xrightarrow{e_{0}} E_{1}(1)\right)$ be an object of $M F_{\mathrm{bg}}(S, W)$.

It is well known (first established in [8]) that the complex $E^{\infty} \otimes_{S} S /(W)$, with $E^{\infty}$ as defined at the start of Construction 4.3.1, is a complete resolution of coker $e_{1}$ over $S /(W)$.

We first identify the complex $\mathbf{G}$. Let $\mathbf{G}_{i}$ be the degree-zero component of the module $\mathbf{E}_{i}$ defined in Construction 4.3.1, 4.5), i.e.,

$$
\mathbf{G}_{i}:=\left(\mathbf{E}_{i}\right)_{0} .
$$

Then each $\mathbf{G}_{i}$ is a direct $Q$-summand of $E_{i}^{\infty}$, so we may define the differential of $\mathbf{G}$ to be the one induced from the "differential" of $E^{\infty}$ (which does not square to zero). As we have
already observed in Construction 4.3.1, $\left\{\mathbf{E}_{i}\right\}$ collectively contains each $S$-summand of $E_{1}$ and $E_{0}$ precisely once; since $E_{1}$ and $E_{0}$ are finitely generated $S$-modules, $\mathbf{E}_{i} \neq 0$ for only finitely many $i \in \mathbb{Z}$, which implies that $\mathbf{G}$ is bounded. Since collectively the modules of G consist of finitely many $Q$-summands from each of finitely many copies of $S$, we further see that each $\mathbf{G}_{i}$ is a finitely generated $Q$-module. Finally, because the variables $T_{1}, \ldots, T_{c}$ are not present in degree zero, we see that $\mathbf{G}$ is in fact a complex, since its differential is inherited from the "differential" on $E^{\infty}$, whose square is multiplication by the homogeneous element $W \in S_{1}$.

Finally, we observe that the maps of $E$ are necessarily formed from a system of higher homotopies on this choice of $\mathbf{G}$. Recall that the maps of $E(\mathbf{G}, \boldsymbol{\sigma})$ are precisely sums of maps of the form $\sigma^{J} \otimes T^{J}$; in light of this, we must define $\boldsymbol{\sigma}=\left\{\sigma^{J}\right\}_{J \in \mathbb{N}^{c}}$ as follows: the chain $\operatorname{map} \sigma^{J}: \mathbf{G} \rightarrow \mathbf{G}[2|J|-1]$ is the map obtained by replacing the monomial $T^{J}$ by 1 and replacing all other monomials in the $T_{i}$ by 0 , in both $e_{1}$ and $e_{0}$; decomposing $e_{1}$ and $e_{0}$ into sums as in Section 4.2, (4.1) yields a map from each $\mathbf{G}_{n}$ to $\mathbf{G}_{n+2|J|-1}$. It remains to show that this choice of $\boldsymbol{\sigma}$ is indeed a system of higher homotopies on $\mathbf{G}$; in other words, to show that $\sigma^{0}=\partial_{\mathbf{G}}$, that $\sigma^{0} \sigma^{i}+\sigma^{i} \sigma^{0}=f_{i} 1_{\mathbf{G}}$ for $i=1, \ldots, c$, and that $\sum_{J^{\prime}+J^{\prime \prime}=J} \sigma^{J^{\prime}} \sigma^{J^{\prime \prime}}=0$ for each $J$ with $|J| \geq 2$. But these are all clear from the construction of $\boldsymbol{\sigma}$ and the fact that $e_{0} \circ e_{1}$ and $e_{1}(1) \circ e_{0}$ are both multiplication by $W$; isolating the appropriate variables in $W$ yields precisely these defining equations.
4.3.4 Theorem. For any object $E$ of $\mathcal{D}, \Phi(E)$ has bounded cohomology, i.e., $\Phi$ is a welldefined functor $\mathcal{D} \longrightarrow \mathrm{D}^{\mathrm{b}}$ (gr $R$ ).

Proof. If $E$ is a matrix factorization, i.e., $E \in M F_{\mathrm{bg}}(S, W)$, then the result follows immediately from Propositions 2.6 .3 and 4.3.3.

For the general case, we note that any object $E$ of $\mathcal{D}$ can be enlarged to a matrix factorization $\widehat{E} \in M F_{\mathrm{bg}}(S, W)$ by including more monomials; explicitly, $\widehat{E}$ may be constructed by replacing all of the $I_{\lambda}$ (from Construction 4.3.1, (4.3)) in $E$ with copies of $S$. Since by

Definition 4.2.5 the maps of $E$ are already given by matrices with entries in $S$, one may use the same matrices to extend the maps from the monomial ideals $I_{\lambda}$ to all of $S$. Then, as already established, $\Phi(\widehat{E})$ is an object of $\mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$, i.e., it has bounded cohomology.

One may now recover $E$ from $\widehat{E}$ by iteratively truncating away initial monomials from copies of $S$ (each such truncation is the same as killing a copy of $Q$ when one views $S$ as a free $Q$-module), and this process has finitely many steps. By the definition of $\Phi$, each of these truncations corresponds to the truncation of a single $R$-summand of $\Phi(\widehat{E})$, in a single homological degree. Therefore, $\Phi(E)$ differs from $\Phi(\widehat{E})$ in only finitely many degrees, so its cohomology must necessarily also be bounded.

### 4.4 Application: Orlov embeddings

Now that we are equipped with the functor $\Phi: \mathcal{D} \rightarrow \mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$, we may realize our motivating goal by defining a functor $\mathbf{b}_{i}^{g}: \mathcal{D} \rightarrow \mathcal{D}$ whose restriction to the full subcategory $M F_{\mathrm{bg}}(S, W)$ (which, by a mild abuse of notation, we will also denote $\mathbf{b}_{i}^{g}$ ) makes the diagram

commute for $i \gg 0$, where $\bar{\Phi}$ is the composition of $\Phi: M F_{\mathrm{bg}}(S, W) \rightarrow \mathrm{D}^{\mathrm{b}}(\mathrm{gr} R)$ with the localization functor $\mathrm{D}^{\mathrm{b}}(\operatorname{gr} R) \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(\operatorname{gr} R)$. Since $\mathbf{b}_{i}$ actually lands in the subcategory $\mathrm{D}^{\mathrm{b}}\left(\mathrm{gr}_{\geq i} R\right)$, this is equivalent to commutativity of the diagram


To facilitate the statement of the definition of $\mathbf{b}_{i}^{g}$, we introduce a third grading on $S$,
which will be referred to as grading G3.
4.4.1 Definition. The G3-degree of each element of $Q \subset S$ is simply its G2-degree (i.e., its degree from the original grading on $Q$ ), and the G3-degree of each $T_{i}$ is $\operatorname{deg} f_{i}$.
4.4.2 Remark. The element $W$ is not necessarily homogeneous in grading G3, so this grading cannot be applied to a linear factorization as a whole; in other words, when we refer to the G3-grading of a copy of $S$ appearing in a linear factorization, it is understood to be independent of G1- or G2-graded shift.
4.4.3 Definition. The functor $\mathbf{b}_{i}^{g}: \mathcal{D} \rightarrow \mathcal{D}$ is defined as follows. For a linear factorization $E$ of $W$ over $S$, we first view $E$ instead as a sequence of maps of graded $Q$-modules. Note that by the definition of the category $\mathcal{D}$, each $E_{j}$ is in fact a graded free $Q$-module (of infinite rank). So we may define $\left(\mathbf{b}_{i}^{g}(E)\right)_{j}$ to be the graded $S$-module $\left(E_{j}\right)_{\succcurlyeq i}$ (where $E_{j}$ is truncated with respect to grading G 3 as a graded free $Q$-module). The maps of $\mathbf{b}_{i}^{g}(E)$ are induced from those of $E$ (the structure of the maps as described by Construction 4.3.1, (4.4) is unchanged by the truncations, so one may use precisely the same matrices to describe the new maps). Note that each of the finitely many copies of $Q$ that are truncated away corresponds to a single initial monomial in some $I_{\lambda}$, so indeed $\mathbf{b}_{i}^{g}(E) \in \mathcal{D}$.
4.4.4 Proposition. The diagram 4.8) commutes for all $i \gg 0$.

Proof. By Proposition 3.1.1, we have that $\mathbf{b}_{i}(-)=\mathbf{C R}(-)_{\succcurlyeq i}$, so we may replace the righthand vertical arrow by $\mathbf{C R}(-)_{\succcurlyeq i}$.

Fix an object $E \in M F_{\mathrm{bg}}(S, W)$. By Propositions 4.3.2 and 4.3.3, $\Phi(E)=\mathbf{G}\{\boldsymbol{\sigma}\}$ for some $(\mathbf{G}, \boldsymbol{\sigma})$, so is a bounded-below complex of finitely generated free $R$-modules. Therefore it agrees with some complete resolution of itself in large homological degrees (one may simply take $\mathbf{P}(\Phi(E))$ to be $\Phi(E)$ in Construction 2.2.3. More formally, there is a choice of $\mathbf{C R}(\Phi(E))$ for which $\mathbf{C R}(\Phi(E))_{j}=\Phi(E)_{j}$ for $j \gg 0$.

The grading on $\mathbf{G}\{\boldsymbol{\sigma}\}$ is induced from the G3-grading on the copies of $S$ appearing in $E(\mathbf{G}, \boldsymbol{\sigma})$, so with respect to this grading, the operation $\mathbf{b}_{i}^{g}(-)=(-)_{\succcurlyeq i}$ on $E(\mathbf{G}, \boldsymbol{\sigma})$ corresponds to $(-)_{\succcurlyeq i}$ on $\Phi(E(\mathbf{G}, \boldsymbol{\sigma}))$.

Since $\mathbf{G}$ is a bounded complex of finitely generated modules, it is clear by the construction of $\mathbf{G}\{\boldsymbol{\sigma}\}$ that for each $n$, there exists an $m_{0}>n$ such that for all $m \geq m_{0}$, the minimum generator G3-degree of $(\mathbf{G}\{\boldsymbol{\sigma}\})_{m}$ is strictly greater than the maximum generator G3-degree of $(\mathbf{G}\{\boldsymbol{\sigma}\})_{n}$. Thus for $i$ sufficiently large, $(-)_{\succcurlyeq i}$ truncates away all of the modules in homological degrees where $\Phi(E)$ differs from our choice of $\mathbf{C R}(\Phi(E))$. This completes the proof.

## Chapter 5

## Stable Homology in the Non-Graded

## Case

### 5.1 Summary of results

The aim of this chapter is to compare (non-graded) homology over a complete intersection to homology over its generic hypersurface. In [7], $\S 2$ and $\S 3$, Burke and Walker investigate how their equivalence of categories $\Psi:\left[M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)\right] \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ described in Section 2.5 affects Ext groups. We obtain results on how it affects Tor groups, using the same basic approach.

We set

$$
Y:=\operatorname{Proj}(S /(W)) .
$$

Then one has the following commutative diagram of schemes; all of the maps are the ones induced on schemes by the obvious ring maps.


The first step in establishing a connection between Tor groups that translates across $\Psi$ is to define an appropriate notion of Tor for complexes of coherent sheaves; the usual Tor sheaf is insufficient because the sheaf Tor functor does not commute with taking global sections, so it does not adequately produce global information. To solve this, we use the notion of hypercohomology, denoted by $\mathbb{H}$. Hypercohomology is defined via a bicomplex that incorporates both conventional homology of a complex and sheaf cohomology. This construction allows one to compute hypercohomology via two obvious spectral sequences, both of which involve often well-understood sheaf cohomology computations. The nature of this construction also makes it a useful tool for producing global versions of sheaf data, as the construction synthesizes information from an affine open cover, rather than using global sections.

Burke and Walker define a notion of stable Ext sheaf over Proj $Y$, denoted $\widehat{\mathcal{E x t}}$, that is intended to be analogous to the definition of stable Ext for modules given in Section 2.2 . We define a stable Tor sheaf $\widehat{\mathcal{T} \text { or }}$ in an obvious way, analogously to the definition of $\widehat{\mathcal{E} x t}$.

By applying the equivalence $\Psi$ to Hom groups and using all of this technical machinery, Burke and Walker are able to give a short proof the following:

Proposition (Burke-Walker, [7], 3.8). Let $M$ and $N$ be objects of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$, and set $\mathcal{M}$ $(\operatorname{resp} . \mathcal{N})$ to be the image of $\beta_{*} \pi^{*} M\left(\operatorname{resp} . \beta_{*} \pi^{*} N\right)$ in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(Y)$. For all $q \in \mathbb{Z}$ there are maps, natural in both arguments:

$$
\widehat{\operatorname{Ext}}_{R}^{q}(M, N) \cong \mathbb{H}^{q}\left(Y, \mathcal{H o m}_{\mathcal{O}_{Y}}\left(\gamma^{*} \mathbb{E}_{M}^{\infty}, \mathcal{N}\right)\right) \rightarrow \Gamma\left(Y, \widehat{\mathcal{E x t}}_{\mathcal{O}_{Y}}^{q}(\mathcal{M}, \mathcal{N})\right)
$$

The second map is an isomorphism for all $q \gg 0$.

In this statement $\mathbb{E}_{M}$ is a matrix factorization such that $\Psi\left(\mathbb{E}_{M}\right)=M$, and $\mathbb{E}_{M}^{\infty}$ represents the 2-periodic complex described by $\mathbb{E}_{M}$ (see Definition 5.2.4).

Proving analogous results for Tor poses extra difficulties, due to the fact that tensor products are not typically preserved by equivalences of categories. We use a different approach
to directly compute $\mathbb{H}$ and to prove

Theorem. In the setting of Proposition 5.1, we have maps

$$
\widehat{\operatorname{Tor}}_{q}^{R}(M, N) \cong \mathbb{H}^{q}\left(Y, \gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{O_{Y}} \mathcal{N}\right)[c-1] \rightarrow \Gamma\left(Y, \widehat{\mathcal{T}}_{q}^{\mathcal{O}_{Y}}(\mathcal{M}, \mathcal{N})\right)[c-1]
$$

The second map is an isomorphism for all $q \ll 0$.

This formulation is an immediate corollary of Theorem 5.3.1 and Proposition 5.4.3.
In (1) it is shown that in the present setting, vanishing of $\widehat{\operatorname{Tor}}_{q}^{R}(M, N)$ for $q \ll 0$ is equivalent to vanishing for all $q \in \mathbb{Z}$; in light of this, we obtain as a corollary a partial generic hypersurface version of a recent theorem of Bergh and Jorgensen relating Tor groups over $R$ to those over hypersurfaces $Q /(f)$ with $f \in\left(f_{1}, \ldots, f_{c}\right)$; that is, hypersurfaces that lie between $R$ and $Q$ ([3], Theorem 3.3); it appears as Corollary 5.4.5.

Corollary. Let $M$ and $N$ be finitely generated $R$-modules, and $M^{\prime}$ and $N^{\prime}$ be the $S /(W)$ modules $M\left[T_{1}, \ldots, T_{c}\right]$ and $N\left[T_{1}, \ldots, T_{c}\right]$, respectively. If $\operatorname{Tor}_{q}^{S /(W)}\left(M^{\prime}, N^{\prime}\right)=0$ for $q \gg 0$, then $\operatorname{Tor}_{q}^{R}(M, N)=0$ for $q \gg 0$.

### 5.2 Background

We now shift to the original scheme-theoretic setting of (12] and [7] as such, we no longer work under that assumption that $Q$ is graded.

For the entirety of this chapter, we work under the following standing assumptions (following [7]): All rings are commutative and noetherian. $Q$ is any local ring (not necessarily regular) and

$$
R=\frac{Q}{\left(f_{1}, \ldots, f_{c}\right)},
$$

with $f_{1}, \ldots, f_{c}$ a regular sequence on $Q$ contained in the square of the maximal ideal of $Q$. As before, set $S=Q\left[T_{1}, \ldots, T_{c}\right]$ (with the standard grading), and $W=f_{1} T_{1}+\cdots+f_{c} T_{c} \in S$.

Set

$$
Y:=\operatorname{Proj}(S /(W)) .
$$

One has the following commutative diagram of ring maps; the horizontal arrows are the quotient maps and the vertical arrows are the canonical inclusions.


This diagram induces the following diagram of schemes:


Much of the content of this chapter is valid for more general schemes than those shown in this diagram, but we are always understood to be in this particular setting unless more general hypotheses are explicitly stated.

We first recall Definition 2.7.1 of a matrix factorization over a scheme: if $X$ is a Noetherian separated scheme, $\mathcal{L}$ a line bundle on $X$, and $W$ a global section of $\mathcal{L}$, a matrix factorization $\mathbb{E}=\left(\mathcal{E}_{1} \xrightarrow{e_{1}} \mathcal{E}_{0} \xrightarrow{e_{0}} \mathcal{E}_{1}(1)\right)$ of the triple $(X, \mathcal{L}, W)$ consists of a pair of locally free coherent sheaves $\mathcal{E}_{1}, \mathcal{E}_{0}$ on $X$ and morphisms $e_{1}, e_{0}$ such that $e_{0} \circ e_{1}=e_{1}(1) \circ e_{0}=W \cdot$ Id.

For the majority of this chapter, we are specifically interested in matrix factorizations of $\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)$, where $\mathcal{O}(1)=\mathcal{O}_{\mathbb{P}_{Q}^{c-1}}(1)$ is the usual Serre twisting sheaf and $W=f_{1} T_{1}+$ $\cdots+f_{c} T_{c}$.

We next recall the Orlov and Burke-Walker equivalences of categories, described in Section 2.5. The Orlov equivalence is valid in more generality than we have addressed thus far, so we first require the following definition.
5.2.1 Definition ( $[7], 2.6$ ). Let $i: Z \hookrightarrow X$ be a closed immersion of finite flat dimension. An object $\mathcal{F}$ in $\mathrm{D}^{\mathrm{b}}(Z)$ is relatively perfect on $Z$ if $i_{*} \mathcal{F}$ is perfect on $X$. We write $\operatorname{RPerf}(Z \hookrightarrow$ $X$ ) for the full subcategory of $\mathrm{D}^{\mathrm{b}}(Z)$ whose objects are relatively perfect on $X$.

The relative singularity category of $i$ is defined to be the Verdier quotient

$$
\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X):=\frac{\mathrm{R} \operatorname{Perf}(Z \hookrightarrow X)}{\operatorname{Perf}(Z)}
$$

Of special interest is the situation that $X=\operatorname{Spec} \mathrm{Q}$ and $Z=\operatorname{Spec} R$ with $R=Q / I$ (of finite projective dimension over $Q$ ); in this case we write $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Q \rightarrow R)$ in place of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(\operatorname{Spec} R \hookrightarrow \operatorname{Spec} Q)$.

Note that a complex $X$ of $R$-modules (with bounded cohomology) is in $\operatorname{RPerf}(Q \rightarrow R)$ if and only if it has a finite projective resolution over $Q$. It follows that if $Q$ is regular, then $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Q \rightarrow R)$ is precisely $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$.
5.2.2 (The Orlov and Burke-Walker equivalences). By [7], Corollary 2.11, for $Q$ any local ring and $W=f_{1} T_{1}+\cdots+f_{c} T_{c}$, there is an equivalence of categories $\Psi$ which may be thought of as the following composition:

$$
\begin{equation*}
\Psi:\left[M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)\right] \xrightarrow{\text { coker }} \mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}\left(Y \subset \mathbb{P}_{Q}^{c-1}\right) \xrightarrow{\cong} \mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Q \rightarrow R), \tag{5.2}
\end{equation*}
$$

where the source category is defined as Definition 2.7.4, coker is the functor sending a matrix factorization $\mathbb{E}=\left(e_{1}, e_{0}\right)$ to coker $e_{1}$, and the second arrow is the Orlov equivalence, which we will not describe in detail. The inverse of the Orlov equivalence is induced by $\beta_{*} \pi^{*}: \operatorname{RPerf}(Q \rightarrow R) \rightarrow \operatorname{RPerf}\left(Y \subset \mathbb{P}_{Q}^{c-1}\right)$, with $\beta$ and $\pi$ as defined in diagram (5.1).

In fact, Burke and Walker show that coker is an equivalence in the more general setting of Definition 2.7.1:

$$
\begin{equation*}
[M F(X, \mathcal{L}, W)] \xrightarrow{\text { coker }} \mathrm{D}_{\mathrm{sg}}^{\text {rel }}(Z \hookrightarrow X) \tag{5.3}
\end{equation*}
$$

is an equivalence of categories. The precise definition of the source category $[M F]$ is given in Section 2.7, but is not needed for the remainder of this chapter; it suffices to know that we may associate matrix factorizations to objects of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X)$ via an inverse of coker.

In the context of the Orlov equivalence (5.2) we will denote by $\mathbb{E}_{M}$ any fixed choice of $\Psi^{-1}(M)$ for $M \in \mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Q \rightarrow R)$, and in the more general context of 5.3 we will denote by $\mathbb{E}_{\mathcal{M}}$ any fixed choice of $\operatorname{coker}^{-1}(\mathcal{M})$ for $\mathcal{M} \in \mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X)$.

Note that one way to construct such matrix factorizations is by simply sheafifying an object of $M F_{\mathrm{gr}}(S, W)$, as in the next definition.

To accommodate the shift from free $S$-modules to locally free coherent sheaves on $Y$, we now use Burke and Walker's original construction of a matrix factorization of $W$ over $\mathbb{P}_{Q}^{c-1}$ corresponding to a bounded complex $\mathbf{G}$ of finitely generated free $Q$-modules and a system of higher homotopies $\boldsymbol{\sigma}$, which they obtain by sheafifying $E(\mathbf{G}, \boldsymbol{\sigma})$ as defined in Section 4.2, More explicitly, given $(\mathbf{G}, \boldsymbol{\sigma})$, one constructs $\mathbb{E}(\mathbf{G}, \boldsymbol{\sigma}) \in M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)$ as follows:
5.2.3 Definition (Burke-Walker, [7], 6.5). The matrix factorization $\mathbb{E}(\mathbf{G}, \boldsymbol{\sigma})$ is $\mathcal{E}_{1} \xrightarrow{e_{1}}$ $\mathcal{E}_{0} \xrightarrow{e_{0}} \mathcal{E}_{1}(1)$, where

$$
\mathcal{E}_{1}:=\widetilde{E_{1}}=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j+1} \otimes_{Q} \mathcal{O}_{\mathbb{P}_{Q}^{c-1}}(j) \text { and } \mathcal{E}_{0}:=\widetilde{E_{0}}=\bigoplus_{j \in \mathbb{Z}} \mathbf{G}_{2 j} \otimes_{Q} \mathcal{O}_{\mathbb{P}_{Q}^{c-1}}(j)
$$

and $e_{1}=\widetilde{f}_{1}, e_{0}=\widetilde{f}_{0}$, with $f_{1}, f_{0}$ the maps of $E(\mathbf{G}, \boldsymbol{\sigma})$ (renamed here to avoid abuse of notation):

$$
\begin{array}{r}
\left(f_{1}\right)_{j}=\sum_{J \in \mathbb{N}^{c}} \sigma^{J} \otimes T^{J}: \mathbf{G}_{2 j+1} \otimes_{Q} S(j) \rightarrow \bigoplus_{i} \mathbf{G}_{2 i} \otimes_{Q} S(i)=E_{0}, \\
\left(f_{0}\right)_{j}=\sum_{J \in \mathbb{N}^{c}} \sigma^{J} \otimes T^{J}: \mathbf{G}_{2 j} \otimes_{Q} S(j) \rightarrow \bigoplus_{i} \mathbf{G}_{2 i-1} \otimes_{Q} S(i)=E_{1}(1) . \tag{5.4}
\end{array}
$$

As in Section 4.2, when $\mathbf{G}$ is known to be a resolution of some $R$-module $M$, we will write $\mathbb{E}(M, \mathbf{G}, \boldsymbol{\sigma})$ in place of $\mathbb{E}(\mathbf{G}, \boldsymbol{\sigma})$ for emphasis. Burke and Walker prove that $\Psi(\mathbb{E}(M, \mathbf{G}, \boldsymbol{\sigma})) \cong$
$M$ in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$; we quote this result in full in the next section, as Proposition 5.3.2. Thus one may take $\mathbb{E}_{M}=\mathbb{E}(M, \mathbf{G}, \boldsymbol{\sigma})$ as inverse of the cokernel functor in this setting.
5.2.4 Definition. As in the graded module case, given an object $\mathbb{E}$ of $M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)$, we will denote by $\mathbb{E}^{\infty}$ the sequence

$$
\cdots \longrightarrow \mathcal{E}_{0}(-1) \xrightarrow{e_{0}(-1)} \mathcal{E}_{1} \xrightarrow{e_{1}} \mathcal{E}_{0} \xrightarrow{e_{0}} \mathcal{E}_{1}(1) \xrightarrow{e_{1}(1)} \mathcal{E}_{0}(1) \longrightarrow \cdots
$$

One problem with attempting to compare Ext (or Tor) groups in the present schemetheoretic context is that on the $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ side of the Burke-Walker equivalence $[M F] \xrightarrow{\Psi}$ $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$, objects are built out of modules, while on the $[M F]$ side they are built out of coherent sheaves, and it is not immediately clear how to correctly define Ext and Tor groups on both sides which are suitably compatible with $\Psi$. To address this problem for Ext, Burke and Walker, in both [6] and [7], use the notion of hypercohomology, denoted by $\mathbb{H}$; in [6] they prove that $\mathbb{H}^{0}$ can be used to describe the Hom-sets of their matrix factorization category (as an alternative to the description given by the definition of Verdier quotient). Hypercohomology is defined via a bicomplex whose total homology incorporates both conventional homology of a complex and Čech cohomology:
5.2.5 Definition. Given a complex $\mathbb{X}$ • of coherent sheaves on a projective scheme $X$, fix a finite affine open cover $\mathcal{U}=\left\{U_{1}, \ldots, U_{n}\right\}$ of $X$. One may construct a bicomplex by applying the Čech construction on $\mathcal{U}$ to each $\mathbb{X}_{i}$, as follows:


Here $U_{i j}:=U_{i} \cap U_{j}$ and $U_{i j k}:=U_{i} \cap U_{j} \cap U_{k}$ and we define indices so that $\bigoplus_{i} \Gamma\left(U_{i}, \mathbb{X}_{0}\right)$ resides in degree 0 of the totalization. The horizontal maps are the usual Čech maps and the vertical maps are the direct sums of the maps on sections induced from the differential of $\mathbb{C}$. Also note that since $\mathcal{U}$ is finite, each row is actually a bounded complex.

The $q$ th hypercohomology, $\mathbb{H}^{q}\left(X, \mathbb{C}_{\bullet}\right)$, of the complex $\mathbb{C}_{\mathbf{\bullet}}$ is defined to be the $-q$ th homology of the totalization of this bicomplex. It is known (and easily verified) that hypercohomology is independent of the choice of affine open cover $\mathcal{U}$.
5.2.6 Remark. One could also write $\mathbb{H}_{-q}\left(X, \mathbb{C}_{\bullet}\right)$ for $\mathbb{H}^{q}\left(X, \mathbb{C}_{\bullet}\right)$, but we will index cohomologically, as this seems to make more sense in light of the terminology.

Hypercohomology may be computed via two obvious spectral sequences, both of which involve often well-understood sheaf cohomology computations and play a central role in the proofs of the results in this chapter. The nature of this construction also makes it a useful tool for producing global versions of sheaf data.

### 5.3 Main result

The next theorem is the main result of this section; it is analogous to, but less general than, a result of Burke and Walker for stable Ext groups ([7], 2.16); however, the proof is entirely different. Hom groups are an intrinsic part of a category, and as such are preserved by equivalences of categories (particularly by the Burke-Walker equivalence $\Psi$ ) by definition, which allows for a very brief proof. Tensor products do not share this nice behavior, so we instead resort to direct computations, aided by the use of some technical machinery developed in later sections of $[7]$. This theorem will then allow us to imitate several proofs for Ext groups in [7] to obtain analogous results for Tor groups, in Section 5.4 .

For clarity, we first establish notational conventions for the notions of (co)homology that appear in this section: $\mathbb{H}$ denotes hypercohomology, $H$ denotes sheaf cohomology, and $\mathcal{H}$ denotes the usual (co)homology of a complex. For easy reference, we also reproduce diagram (5.1) here.

5.3.1 Theorem. Let $R=Q /\left(f_{1}, \ldots, f_{c}\right)$, where $Q$ is any local ring and $f_{1}, \ldots, f_{c}$ is a regular sequence on $Q$. Let $S=Q\left[T_{1}, \ldots, T_{c}\right]$ and $W$ the element $f_{1} T_{1}+\cdots+f_{c} T_{c}$ of $Q$, and let $Y=\operatorname{Proj} S /(W)$.

For any $R$-modules $M$ and $N$ such that $M$ has finite projective dimension over $Q$ and for all $q \in \mathbb{Z}$, there is an isomorphism

$$
\widehat{\operatorname{Tor}}_{q}^{R}(M, N) \cong \mathbb{H}^{-q}\left(Y, \gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathcal{O}_{Y}} \mathcal{N}\right)[c-1]
$$

where $\mathcal{N}=\beta_{*} \pi^{*} N$ and $\mathbb{E}_{M}=\mathbb{E}(M, \mathbf{G}, \boldsymbol{\sigma})$ for any choice of finite free resolution $\mathbf{G}$ of $M$ over $Q$ and system of higher homotopies $\boldsymbol{\sigma}$ on $\mathbf{G}$.

Proof. We begin by setting some notation. Set $\mathcal{U}=\left\{U_{i}\right\}_{i=1}^{c}$ to be the usual affine open cover of $\mathbb{P}_{R}^{c-1}$, i.e., $U_{i}=D_{+}\left(T_{i}\right):=\left\{\mathfrak{p} \in \mathbb{P}_{R}^{c-1} \mid T_{i} \notin \mathfrak{p}\right\}$. Then we have $\Gamma\left(U_{i}, \mathcal{O}_{\mathbb{P}_{R}^{c-1}}\right)=$ $R\left[T_{1}, \ldots, T_{c}\right]_{\left(T_{i}\right)}$, the graded degree 0 component of the localization $R\left[T_{1}, \ldots, T_{c}\right]_{T_{i}}$ (see [10], II.2.5). By abuse of notation, we will also use $\mathcal{U}$ for the open cover $\left\{D_{+}\left(T_{i}\right)\right\}_{i=1}^{c}$ of $Y$. Furthermore, for a sequence $\mathbb{X}$ • of coherent sheaves we denote by $C^{\bullet}(\mathcal{U}, \mathbb{X} \bullet)$ the degreewise Čech construction that produces diagram (5.5), and following [7], we define $\Gamma\left(\mathcal{U}, \mathbb{X}_{\bullet}\right):=$ $\operatorname{Tot}\left(C^{\bullet}\left(\mathcal{U}, \mathbb{X}_{\bullet}\right)\right)$ (so that hypercohomology of $\mathbb{X} \bullet$ is precisely the homology of the complex $\left.\Gamma\left(\mathcal{U}, \mathbb{X}_{\bullet}\right)\right)$.

We first show that for any choice of $(\mathbf{G}, \boldsymbol{\sigma}), \Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)$ is a complete resolution of $M[-c+1]$ over $R$. In other words, we show that the complex $\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)[c-1]$ is exact and that it agrees with some resolution of $M$ in large degrees.

Since by definition $\mathbb{H}^{q}\left(\mathbb{P}_{R}^{c-1}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)=\mathcal{H}^{q}\left(\Gamma\left(\mathcal{U}, \mathbb{E}_{M}^{\infty}\right)\right)$, to show exactness we claim that the spectral sequence

$$
\begin{equation*}
E_{2}^{p, q}=\mathcal{H}^{p}\left(C^{\bullet}\left(\mathcal{U}, \mathcal{H}_{q}\left(\delta^{*} \mathbb{E}_{M}^{\infty}\right)\right)\right) \Longrightarrow \mathbb{H}^{p-q}\left(\mathbb{P}_{R}^{c-1}, \delta^{*} \mathbb{E}_{M}^{\infty}\right) \tag{5.6}
\end{equation*}
$$

which arises from first taking vertical homology of diagram (5.5) collapses to 0 . First, note that a very slight alteration of $[7]$, Remark 4.2 , implies that $\delta^{*} \mathbb{E}_{M}^{\infty} \cong \beta^{*} \gamma^{*} \mathbb{E}_{M}^{\infty}$ is exact; for completeness we reproduce this argument here. It is known (essentially by [8], Proposition 5.1) that $\gamma^{*} \mathbb{E}_{M}^{\infty}$ is exact. Fix an integer $n$ and consider the truncation $\left(\gamma^{*} \mathbb{E}_{M}^{\infty}\right)_{\geq n}$. The map $\beta$ is locally complete intersection (because $f_{1}, \ldots, \hat{f}_{i}, \ldots, f_{c}$ is a regular sequence on $(S /(W))_{\left(T_{i}\right)}$ and $f_{i}$ is a linear combination of $f_{1}, \ldots, \hat{f}_{i}, \ldots, f_{c}$ in $\left.(S /(W))_{\left(T_{i}\right)}\right)$, so $\beta$ has finite flat dimension. Thus $\beta^{*}\left(\gamma^{*} \mathbb{E}_{M}^{\infty}\right)_{\geq n}$ remains exact in all degrees larger than $n$ plus the flat dimension of $\beta$. Since this is true for all $n \in \mathbb{Z}$, we see that $\beta^{*} \gamma^{*} \mathbb{E}_{M}^{\infty}$ is exact. Thus the first page of the spectral sequence (5.6) is 0 , so $E_{\infty}^{p, q}=0$ and $\mathcal{H}\left(\Gamma\left(\mathcal{U}, \mathbb{E}_{M}^{\infty}\right)\right)=0$ as desired.

Next we show that $\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)[c-1]$ agrees with a resolution of $M$ in large degrees. We first give a brief summary of the technical machinery involved. Proposition 4.5 of 7
establishes an isomorphism of functors

$$
\Psi(-) \xrightarrow{\cong} \Gamma\left(\mathcal{U}, \delta^{\sharp}(-)\right),
$$

where $\Psi:\left[\operatorname{MF}\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)\right] \rightarrow \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ is, as in Section 5.2, the composition of the equivalences

$$
\left[M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)\right] \xrightarrow{\text { coker }} \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(Y) \xrightarrow{\text { Orlov }} \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R),
$$

and where

$$
\delta^{\sharp}(\mathbb{E}):=\delta^{*}\left(\mathbb{E}^{\infty}\right)_{\geq 0}[-c+1]
$$

for any $\mathbb{E} \in \operatorname{MF}\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)$. The authors then define a functor $F: \mathcal{C}^{\mathrm{b}}\left(\mathbb{P}_{R}^{c-1}\right) \rightarrow \mathcal{C}(R)$ such that, by Proposition 4.13 of [7],

$$
\Gamma\left(\mathcal{U}, \delta^{\sharp}(\mathbb{E})\right) \cong F\left(\left(\delta^{\sharp}(\mathbb{E})_{\geq m}\right)\right.
$$

in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ for any $\mathbb{E} \in M F\left(\mathbb{P}_{Q}^{c-1}, \mathcal{O}(1), W\right)$ and $m$ sufficiently large. In light of the fact that $X \cong X_{\geq m}$ in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ for any $X \in \mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$, for $m$ sufficiently large we have established that

$$
\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)[c-1]_{\geq m} \cong F\left(\left(\delta^{\sharp}\left(\mathbb{E}_{M}\right)\right)_{\geq m}\right)
$$

Now we fix a minimal $Q$-free resolution $\mathbf{G}$ of $M$ and a system of higher homotopies $\boldsymbol{\sigma}$ on $\mathbf{G}$, and set $\mathbb{E}_{M}=\mathbb{E}(M, \mathbf{G}, \boldsymbol{\sigma})$. Using Proposition 5.3.2, quoted from [7] below, we get that $\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)$ agrees with the Eisenbud-Shamash complex $\mathbf{G}\{\boldsymbol{\sigma}\}$ in large degrees.

This establishes that $\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)[c-1]$ is a complete $R$-resolution of $M$, so we may use it to compute stable Tor over $R$ :

$$
\widehat{\operatorname{Tor}}_{q}^{R}(M, N) \cong \mathcal{H}_{q}\left(\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)[c-1] \otimes_{R} N\right)
$$

The theorem now follows from the isomorphisms

$$
\begin{aligned}
\left.\mathcal{H}_{q}\left(\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty}\right)[c-1] \otimes_{R} N\right)\right) & \cong \mathcal{H}_{q}\left(\Gamma\left(\mathcal{U}, \delta^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathcal{O}_{R}^{c-1}} \pi^{*} N\right)[c-1]\right) \\
& \cong \mathcal{H}_{q}\left(\Gamma\left(\mathcal{U}, \gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathcal{O}_{Y}} \mathcal{N}\right)[c-1]\right. \\
& \cong \mathbb{H}^{-q}\left(Y, \gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathcal{O}_{Y}} \mathcal{N}\right)[c-1]
\end{aligned}
$$

which arise as follows:

- For the first isomorphism, we note that (by [11], Proposition 5.1.12(b), for example) tensor products commute with taking affine sections; formally, for each affine open set $U_{i} \in \mathcal{U}$, we have $\Gamma\left(U_{i}, \delta^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathbb{P}_{R}^{c-1}} \pi^{*} N\right) \cong \Gamma\left(U_{i}, \delta^{*} \mathbb{E}_{M}^{\infty}\right) \otimes_{R} \Gamma\left(U_{i}, \pi^{*} N\right)$. The stated isomorphism is then due to the fact that the coherent sheaves that make up the complex $\delta^{*} \mathbb{E}_{M}^{\infty}$ are locally free on $\mathbb{P}_{R}^{c-1}$.
- For the second isomorphism, we first note that since $\delta^{*} \mathbb{E}_{M}^{\infty} \cong \beta^{*} \gamma^{*} \mathbb{E}_{M}^{\infty}$ is a complex of locally free coherent sheaves, the Projection Formula gives $\beta_{*}\left(\beta^{*} \gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathbb{P}_{R}^{c-1}} \pi^{*} N\right) \cong$ $\gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathcal{O}_{Y}} \mathcal{N}$. The isomorphism on homology follows from the fact that the sections of $\gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathcal{O}_{Y}} \mathcal{N}$ are clearly annihilated by $\left(f_{1}, \ldots, f_{c}\right)$.
- The final isomorphism is precisely the definition of hypercohomology.

Finally, we reproduce Proposition 6.6 of [7], which is used in the proof above.
5.3.2 Proposition (Burke-Walker). Let $M$ be a finitely generated $R$-module that has finite projective dimension over $Q$. Let $\mathbf{G}$ be a finite projective $Q$-resolution of $M, \boldsymbol{\sigma}$ a system of higher homotopies on $\mathbf{G}$, and $\mathbb{E}=\mathbb{E}(M, \mathbf{G}, \boldsymbol{\sigma})$. Then the complex $F\left(\delta^{\sharp} \mathbb{E}\right)$ is exactly the standard resolution $\mathbf{G}\{\boldsymbol{\sigma}\}$. In particular, there is an isomorphism in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$,

$$
\Psi(\mathbb{E}) \cong M
$$

### 5.4 The stable Tor sheaf

We now work in the general setting described by Definition 5.2.1, as the definitions and results are no more difficult to state in that context. Unless otherwise stated, in this section $X$ is any projective scheme over a Noetherian ring $A$ of finite Krull dimension, $\mathcal{L}=\mathcal{O}(1)$, and $W$ is any regular global section of $\mathcal{L}$. Finally, $\gamma: Z \hookrightarrow X$ is the embedding of the zero subscheme of $W$.

In [7], Burke and Walker define a notion of stable Ext sheaf analogous to that of the stable Ext groups:
5.4.1 Definition (Burke-Walker). For $\mathcal{M}$ in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X), \mathcal{N}$ a bounded complex of coherent sheaves on $Z$, and any integer $q \in \mathbb{Z}$, define

$$
\widehat{\mathcal{E x t}}_{\mathcal{O}_{Z}}^{q}(\mathcal{M}, \mathcal{N})=\mathcal{H}^{q} \mathcal{H} \mathrm{om}_{\mathcal{O}_{Z}}\left(\gamma^{*} \mathbb{E}_{\mathcal{M}}^{\infty}, \mathcal{N}\right) .
$$

(Recall that given an object $\mathcal{M}$ of $\operatorname{RPerf}(Z \hookrightarrow X), \mathbb{E}_{\mathcal{M}}$ denotes a choice of object of $M F(X, \mathcal{L}, W)$ whose cokernel is isomorphic in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X)$ to $\mathcal{M}$.)

We modify this definition in a natural way to obtain an analogous notion of stable Tor sheaf:
5.4.2 Definition. In the setting of Definition 5.4.1,

$$
{\widehat{\mathcal{T}} \mathrm{or}_{q}}^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N})=\mathcal{H}_{q}\left(\gamma^{*} \mathbb{E}_{\mathcal{M}}^{\infty} \otimes_{\mathcal{O}_{Z}} \mathcal{N}\right)
$$

The following result is a stable Tor analog of a stable Ext result of Burke and Walker ([7], Proposition 3.8), and its proof is nearly identical.
5.4.3 Proposition. Let $X, \mathcal{L}, W$, and $Z$ be as above (so that in particular $W$ is an arbitrary global section of $\mathcal{L})$. Let $\mathcal{M}$ be an object of $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X)$ and $\mathcal{N}$ be an object of $\mathrm{D}^{\mathrm{b}}(Z)$.

For all $y \in Z$ and $q \in \mathbb{Z}$ there are isomorphisms

$$
\begin{aligned}
& {\widehat{\mathcal{T} \mathrm{or}_{q}}}^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N}) \cong{\widehat{\mathcal{T}} \mathrm{or}_{q+2}}_{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N})(1), \\
& \widehat{\mathcal{T o r}_{q}} \mathcal{O}_{z}(\mathcal{M}, \mathcal{N})_{y} \cong \widehat{\operatorname{Tor}}_{q}{ }^{\mathcal{O}, y}\left(\mathcal{M}_{y}, \mathcal{N}_{y}\right),
\end{aligned}
$$

that are natural in $\mathcal{M}$ and $\mathcal{N}$. For all $q$, there is a map

$$
\mathbb{H}^{-q}\left(Z, \gamma^{*} \mathbb{E}_{\mathcal{M}} \otimes_{\mathcal{O}_{Z}} \mathcal{N}\right) \longrightarrow \Gamma\left(Z,{\widehat{\mathcal{T}} \mathrm{or}_{q}}_{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N})\right)
$$

that is natural in $\mathcal{M}$ and $\mathcal{N}$. This map is an isomorphism for $q \ll 0$.

Proof. The first isomorphism is an obvious consequence of the definition of $\widehat{\mathcal{T} \text { or }}$ and the fact that $\left(\gamma^{*} \mathbb{E}_{\mathcal{M}}\right)_{k+2}=\left(\gamma^{*} \mathbb{E}_{\mathcal{M}}(-1)\right)_{k}$ for all $k \in \mathbb{Z}$.

For the second isomorphism, we may apply [7], Example B. 5 (with $B=\mathcal{O}_{Z, y}, A=\mathcal{O}_{X, y}$, $\mathbb{E}=\left(\mathbb{E}_{\mathcal{M}}\right)_{y}, M=\mathcal{M}_{y}$, and $\left.T=\gamma^{*}\left(\mathbb{E}_{\mathcal{M}}\right)_{y}\right)$ to see that $\gamma^{*}\left(\mathbb{E}_{\mathcal{M}}\right)_{y}$ is a complete resolution of $\mathcal{M}_{y}$. Using this complete resolution to compute $\widehat{\operatorname{Tor}}_{q} \mathcal{O}_{z, y}\left(\mathcal{M}_{y}, \mathcal{N}_{y}\right)$, we get

$$
\begin{aligned}
\widehat{\operatorname{Tor}}_{q} \mathcal{O}_{Z, y}\left(\mathcal{M}_{y}, \mathcal{N}_{y}\right) & \cong \mathcal{H}_{q}\left(\gamma^{*}\left(\mathbb{E}_{\mathcal{M}}\right)_{y} \otimes_{\mathcal{O}_{Z, y}} \mathcal{N}_{y}\right) \\
& \cong \mathcal{H}_{q}\left(\gamma^{*} \mathbb{E}_{\mathcal{M}} \otimes_{\mathcal{O}_{Z}} \mathcal{N}\right)_{y} \\
& \cong{\widehat{\mathcal{T}} \mathrm{or}_{q}}^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N})_{y}
\end{aligned}
$$

The last map arises from the spectral sequence

$$
E_{2}^{p, q}=H^{p}\left(Z,{\widehat{\mathcal{T}} \mathrm{or}_{q}}_{\mathcal{O}_{Z}}^{(\mathcal{M}, \mathcal{N})) \Longrightarrow \mathbb{H}^{p-q}\left(Z, \gamma^{*} \mathbb{E}_{\mathcal{M}} \otimes_{\mathcal{O}_{Z}} \mathcal{N}\right), ., ~}\right.
$$

as $\Gamma\left(Z,{\widehat{\mathcal{T}} \mathrm{or}_{i}}^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N})\right) \cong H^{0}\left(Z, \widehat{\mathcal{T} \text { or }}_{i}{ }^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N})\right)$ appears as the $p=0, q=i$ summand of $\mathbb{H}^{-i}\left(Z, \gamma^{*} \mathbb{E}_{\mathcal{M}} \otimes_{\mathcal{O}_{Z}} \mathcal{N}\right) \cong \bigoplus_{p-q=-i} \mathbb{H}^{p-q}\left(Z, \gamma^{*} \mathbb{E}_{\mathcal{M}} \otimes_{\mathcal{O}_{Z}} \mathcal{N}\right)$; the map in question is the projection onto this summand.

It remains to show that the map is an isomorphism for $q \ll 0$. Since $\widehat{\mathcal{T} \operatorname{or}_{q}} \mathcal{O}_{Z}(\mathcal{M}, \mathcal{N}) \cong$
$\widehat{\mathcal{T} \text { or }}{ }_{q+2} \mathcal{O}_{Z}(\mathcal{M}, \mathcal{N})(1)$, as $q$ decreases, the spectral sequence involves computing cohomologies of increasing twists of the same two coherent sheaves. Since $\mathcal{L}=\mathcal{O}(1)$ is very ample, for all $q \ll 0$ Serre vanishing thus gives $H^{i}\left(\widehat{\mathcal{T} \mathrm{or}_{q}} \mathcal{O}_{Z}(\mathcal{M}, \mathcal{N})\right)=0$ for all $i>0$. The result follows from the fact that the rows of the hypercohomology diagram (5.5) have finite length.

Applying this result to the setting of Theorem 5.3.1 (specifically $X=\mathbb{P}_{Q}^{c-1}, W=f_{1} T_{1}+$ $\cdots+f_{c} T_{c}, Z=Y$ ), we now have the following isomorphisms for $q \ll 0$ (with the first isomorphism valid for all $q \in \mathbb{Z}$ ):

$$
\begin{equation*}
\widehat{\operatorname{Tor}}_{q}^{R}(M, N) \cong \mathbb{H}^{-q}\left(Y, \gamma^{*} \mathbb{E}_{M}^{\infty} \otimes_{\mathcal{O}_{Y}} \mathcal{N}\right)[c-1] \cong \Gamma\left(Y, \widehat{\mathcal{T o r}}_{q} \mathcal{O}_{Y}(\mathcal{M}, \mathcal{N})\right)[c-1] \tag{5.7}
\end{equation*}
$$

(where $\mathcal{M}=\beta_{*} \pi^{*} M$ ). Thus we have established a relationship between the stable Tor in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{b}}(R)$ and a notion of stable Tor over $Y$.

The next proposition shows that stable Tor sheaves agree with the usual Tor sheaves in high degree. The statement is analogous to part of [7], Proposition 3.11. The proof is identical to theirs with Exts replaced by Tors, but we provide it here for completeness.
5.4.4 Proposition. In the setting of Proposition5.4.3, given any object $\mathcal{M}$ of $\operatorname{RPerf}(Z \hookrightarrow$ $X)$ and any $\mathcal{N} \in \mathrm{D}^{\mathrm{b}}(Z)$, for each $q \gg 0$ there is an isomorphism

$$
\mathcal{T} \operatorname{or}_{q}^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N}) \cong \widehat{\mathcal{T}_{\operatorname{or}_{q}}}{ }^{\mathcal{O}_{Z}}\left(\mathcal{M}^{\prime}, \mathcal{N}\right)
$$

where $\mathcal{M}^{\prime}$ is the image of $\mathcal{M}$ in the localization $\operatorname{RPerf}(Z \hookrightarrow X) / \operatorname{Perf}(Z)=\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X)$.

Proof. By [6], Lemma $5.2(1),\left(\gamma^{*} \mathbb{E}_{\mathcal{M}}^{\infty}\right)_{\geq 0}$ is a locally free resolution of coker $\mathbb{E}_{\mathcal{M}}$ (which is isomorphic to $\mathcal{M}$ in $\left.\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X)\right)$. By the definition of the stable Tor sheaf, it follows that

$$
{\widehat{\mathcal{T}} \mathrm{or}_{n}}^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N}) \cong \mathcal{H}_{n}\left(\gamma^{*} \mathbb{E}_{\mathcal{M}}^{\infty} \otimes_{\mathcal{O}_{Z}} \mathcal{N}\right) \cong \mathcal{T}_{\text {or }_{n}^{\mathcal{O}_{Z}}\left(\operatorname{coker} \mathbb{E}_{\mathcal{M}}, \mathcal{N}\right) .}
$$

for all $n \geq 1$.

By the definition of the Verdier quotient (see Definition 2.1.4), the fact that $\mathcal{M} \cong$ coker $\mathbb{E}_{\mathcal{M}}$ in $\mathrm{D}_{\mathrm{sg}}^{\mathrm{rel}}(Z \hookrightarrow X)$ is the same as the existence of a diagram

$$
\begin{equation*}
\mathcal{M} \leftarrow \mathcal{G} \rightarrow \text { coker } \mathbb{E}_{\mathcal{M}} \tag{5.8}
\end{equation*}
$$

with $\mathcal{G} \in \operatorname{RPerf}(Z \hookrightarrow X)$ and both arrows having cones that are objects of $\operatorname{Perf}(Z)$. Note that $\mathcal{T} \operatorname{or}_{q}^{\mathcal{O}_{Z}}(\mathcal{P}, \mathcal{N})=0$ for $q \gg 0$ when $\mathcal{P} \in \operatorname{Perf}(Z)$ since $\mathcal{P}$ has a bounded resolution by definition. Therefore, since $\mathcal{T} \operatorname{or}_{q} \mathcal{O}_{Z}(-, \mathcal{N})$ is a triangulated functor (and hence commutes with taking cones), for $q \gg 0$ the cones of the arrows in the diagram

$$
\mathcal{T} \operatorname{or}_{q}^{\mathcal{O}_{Z}}(\mathcal{M}, \mathcal{N}) \leftarrow \mathcal{T} \operatorname{or}_{q}^{\mathcal{O}_{Z}}(\mathcal{G}, \mathcal{N}) \rightarrow \mathcal{T} \operatorname{or}_{q}^{\mathcal{O}_{Z}}\left(\text { coker } \mathbb{E}_{\mathcal{M}}, \mathcal{N}\right)
$$

obtained by applying $\mathcal{T} \operatorname{or}_{q}^{\mathcal{O}_{Z}}(-, \mathcal{N})$ to (5.8) are 0 , so both arrows are isomorphisms in $\operatorname{RPerf}(Z \hookrightarrow X)$, which gives the desired result.

One application of the results of this chapter is the following partial generic hypersurface version of a recent theorem of Bergh and Jorgensen ([3], 3.3) that relates Tor groups over $R$ to those over hypersurfaces that lie between $R$ and $Q$, that is, rings $Q /(f)$ with $f$ an arbitrary element of the ideal $\left(f_{1}, \ldots, f_{c}\right)$ that defines $R$. As explained in Section 2.5, in a sense the generic hypersurface stands in for all of these intermediate hypersurfaces; each intermediate hypersurface $Q /\left(a_{1} f_{1}+\cdots+a_{c} f_{c}\right)$ for $a_{i} \in Q$ is the result of substituting $a_{i}$ for $T_{i}$ in $S /(W)$.
5.4.5 Corollary. Let $R$ be a complete intersection, $M$ and $N$ be finitely generated $R$ modules, and $M^{\prime}$ and $N^{\prime}$ be the $S /(W)$-modules $M\left[T_{1}, \ldots, T_{c}\right]$ and $N\left[T_{1}, \ldots, T_{c}\right]$ respectively. If $\operatorname{Tor}_{q}^{S /(W)}\left(M^{\prime}, N^{\prime}\right)=0$ for $q \gg 0$, then $\operatorname{Tor}_{q}^{R}(M, N)=0$ for $q \gg 0$.

Proof. Set $\mathcal{M}=\beta_{*} \pi^{*} M$ and $\mathcal{N}=\beta_{*} \pi^{*} N$. If $\operatorname{Tor}_{q}^{S /(W)}\left(M^{\prime}, N^{\prime}\right)=0$ for all $q \gg 0$, then clearly $\mathcal{T} \operatorname{or}_{q} \mathcal{O}_{Y}(\mathcal{M}, \mathcal{N})=0$ for all $q \gg 0$. Then Proposition 5.4.4 gives that $\widehat{\mathcal{T} \operatorname{or}_{q}}{ }^{\mathcal{O}_{Y}}(\mathcal{M}, \mathcal{N})=0$ for all $q \gg 0$, and in particular $\widehat{\mathcal{T} \text { or }_{q}}{ }^{\mathcal{O}}(\mathcal{M}, \mathcal{N})_{y}=0$ for all $y \in Y$ and $q \gg 0$. Then by the
second isomorphism in Proposition 5.4.3. we have $\widehat{\operatorname{Tor}}_{q} \mathcal{O}_{Y, y}\left(\mathcal{M}_{y}, \mathcal{N}_{y}\right)=0$ for all $y \in Y$ and $q \gg 0$.

By [2], Proposition 1.6, localizations of modules of finite complete intersection dimension again have finite complete intersection dimension. Therefore $\mathcal{M}_{y}$ has finite CI-dimension for any $y \in Y$ and so by [1], Theorem 4.9, $\widehat{\operatorname{Tor}}_{q}{ }^{\mathcal{O}}, y\left(\mathcal{M}_{y}, \mathcal{N}_{y}\right)=0$ for $q \gg 0$ implies that in fact $\widehat{\operatorname{Tor}}_{q} \mathcal{O}_{Y, y}\left(\mathcal{M}_{y}, \mathcal{N}_{y}\right)=0$ for all $q \in \mathbb{Z}$, and in particular for all $q \ll 0$.
 for all $y \in Y$ and $q \ll 0$, which clearly implies that $\widehat{\mathcal{T o r}_{q}}{ }^{\mathcal{O}_{Y}}(\mathcal{M}, \mathcal{N})=0$ for $q \ll 0$, and particularly that $\Gamma\left(Y,{\widehat{\mathcal{T}} \mathrm{or}_{q}}^{\mathcal{O}_{Y}}(\mathcal{M}, \mathcal{N})\right)=0$ for $q \ll 0$. Next we may use the combination of Theorem 5.3.1 and Proposition 5.4.3 given by equation 5.7 above to get $\widehat{\operatorname{Tor}}_{q}^{R}(M, N)=0$ for $q \ll 0$. One more application of $\| 1$, Theorem 4.9 gives that $\widehat{\operatorname{Tor}}_{q}^{R}(M, N)=0$ for all $q$, and in particular for $q \gg 0$. Since stable Tor and ordinary Tor are isomorphic for $q \gg 0$, the result follows.
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