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ABSTRACT 

The inspection of welded and brazed joints has been performed in several 

industries using ultrasonic phased array. In the automotive sector, many of 

the current standards for brazed joint inspection do not apply due to the 

high variations in surface geometry and limited accessibility to the 

inspection region. As the automotive industry looks to integrate laser 

brazing into the production process, the need to determine the size and 

geometry of the joint, as well as the presence of any defects, is desirable to 

ensure product quality and reduce costs. Currently, the use of destructive 

techniques, such as cross-sectioning, is employed in the inspection 

process, with the ultimate desire being the shift to non-destructive 

methods. With this in mind, ultrasonic techniques have been investigated 

as a possible testing method. 

Ultrasound techniques have evolved over the decades, starting from a 

single element and eventually moving to phased array techniques. 

Recently, the investigation of the full matrix capture method has become 

popular in the field of ultrasound imaging. This technique, which separates 

the data acquisition process from the image formation process poses a 

viable solution to the inspection of laser brazed joints due to the ability to 

compensate for varying surfaces in post-processing. 

 In this work, we make use of this technique, deriving the image formation 

process as an inverse problem for an arbitrary set of ultrasonic emitters 

and receivers. From this, the image formation process becomes equivalent 
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to solving the inhomogeneous Helmholtz equation. By approximating the 

solutions to such an equation using the ray series expansion, an estimation 

of the solutions can be found in a time-efficient manner. When these 

solutions are found, the inverse process can be rewritten as a weighted, 

time-delayed summation of the acquired ultrasonic data.  

In current work, further approximations to this image formation process are 

often made; however, in the inspection of the laser braze process, these 

approximations are found to degrade image quality in a number of cases. 

In this work, we propose our second order corrections as a viable solution 

to increase the limit under which ultrasound imaging can currently occur. 

This is accomplished through the design of an ultrasonic array transducer 

and the manufacturing of a series of simulated defects, with the final 

assessment being performed on real joints. 

These techniques were found to improve imaging in a select set of samples 

when the radius of curvature dropped below 2 mm. In these cases, the use 

of the amplitude weighting was found to drastically improve system 

resolution, allowing for the determination of joint size, geometry and the 

presence of defects. 
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Chapter 1 

Introduction 

1.1. Overview of Work 

Laser brazing is a commonly employed joining method in numerous industries, 

including the automotive sector. In the automotive sector, laser brazing is 

currently under investigation as a supplemental technique to welding, where it 

offers advantages in terms of its lower heat input, which reduces thermal stress 

and the formation of intermetallic compounds that occur during welding. Despite 

the advantages brazing offers, like all joining and manufacturing techniques, 

brazing is susceptible to the formation of a variety of defects. These defects, 

depending on the type, size and location, as well as the physical makeup of the 

joint, determine its overall yield strength. As a result of this, the determination of 

these parameters is crucial to ensure that the final product meets the design 

criteria and that the final assembly is safe to put into service. As the automotive 

sector operates on a large scale, such assurances prevent premature failure and 

critical failure, ensuring the safety of the public and the reputation of the 

manufacturer are maintained.  

As part of the quality assurance process, cross-sectioning is currently performed 

at regular intervals to ensure process parameters are in line with the original 

specification. This physical sectioning is a destructive process and therefore 

selective by its nature, resulting in the production of scrap materials and an 

increased cost of production. In this work, we look to design an alternative 

inspection technique based on ultrasonic imaging, with the eventual goal being 
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the replacement of the current destructive technique with a non-destructive 

alternative. Such a technique must be capable not only of detecting the presence 

of defects but measuring the physical dimensions of the brazed joint. The 

limitations of any inspection technique must also be characterized, to ensure that 

the system is capable of being integrated into a quality assurance process. 

Although ultrasound offers the potential for being a suitable replacement from a 

theoretical basis, the majority of ultrasonic inspections rely on the use of phased 

array, manual or electronic scanning. These techniques rely on operator training, 

and a priori knowledge of the inspected part to form high-quality images. In the 

laser brazing process, the melting of the brazing material results in a surface 

geometry that varies between samples, resulting in a majority of ultrasonic 

inspection systems being unviable for establishing an alternative to cross-

sectioning. Despite this, the advent of recent technologies that can adapt the 

imaging process to an unknown geometry was expected to overcome many of 

these challenges. 

In order to access the ability of the imaging system, the design of a transducer 

and the selection of acquisition hardware was undertaken as part of this project. 

After this was done, implementation challenges were overcome to allow for the 

scanning of production samples, including the design of a housing and coupling 

method, and the writing of code for the acquisition, processing and display of 

ultrasonic images. With this completed, currently available implementations were 

found to be insufficient in the imaging of brazed joints that displayed a surface 

curvature with a small radius. 
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After currently available techniques were found to be insufficient, the adaptation 

of inverse methods to a high-speed imaging technique was performed. These 

adaptations, once implemented, were found to correct for and explain the 

shortcomings of previous techniques, as well as propose future improvements 

that can be made. Using these techniques, discussed in this work, an evaluation 

of the limits of the ultrasound imaging technique was undertaken. This evaluation 

was conducted with both experimental and simulated data, on both idealized 

representations of brazed joints and physical samples.  

When this was completed, it was determined that in many cases ultrasound 

imaging can form a viable measurement of laser brazed joints. The primary 

limitation of the imaging system was found to occur when the radius of the braze 

dropped below the 2 mm mark, where the surface physically limits the 

transmission of sound and degrades image quality as a result. 

1.2. Author Contributions  

In order to complete this work, many sub-projects were undertaken by the author. 

The notable contributions in this work that were completed by the author are as 

follows, 

- Design of ultrasonic array and selection of data acquisition hardware 

- Design of a coupling method to inspect laser brazed joints 

- Development of code to acquire and process data using current 

adaptive techniques 

- Development of code to simulate wave propagation for use in second-

order techniques 
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- Acquisition and simulation of data for comparison of current and newly 

proposed techniques 

- Comparison of various techniques for imaging brazed joints 

- Assessment of system limitations 

Outside of the requirements of such a system, which are defined in accordance 

with our research partner, this work was completed by the author, with guidance 

provided by various parties as outlined in the acknowledgements section. 

1.3. Dissertation Outline 

 As the primary goal of this work is determining the viability of an ultrasound-

based imaging system for inspecting laser brazed joints, this work starts with a 

review of the brazing process, explaining the relevant defects and measurements 

that are required for a system to be considered capable of performing an 

evaluation of the brazed joint. In this section, current methods are explored for 

comparative purposes. 

Once the parameters of the braze joint have been established, the background 

information for wave propagation is dealt with from a theoretical perspective. This 

theoretical background serves as the basis for the discussion of the limitations of 

the current inspection technique, and the potential areas for improvement that 

can be explored in future work. 

In order to facilitate the analysis of the system’s capability, both numerical and 

experimental simulations of ultrasound waves must be conducted. In the next 

chapter, two numerical techniques, that of the pseudospectral finite element 
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method and that of ray-based modelling are used. The trade-off of accuracy 

versus performance of each method results in this work requiring both. This 

chapter also introduces the theoretical foundations of the ray series expansion 

from which much of the imaging and results section is formulated. 

In the next section, the imaging method used in this work is derived using a 

change of basis notation. Using this format, a simple derivation of the image 

formation process can be formed from an inverse method. This inverse method is 

then simplified using the ray series expansion derived in the previous section. 

When this is done, the standard approach of delay and sum imaging used in 

many systems is shown to be a further approximation to this simplified 

expression. This allows for a clear theoretical basis as to why the original 

inspection technique fails. This section also reviews comparative techniques. 

Following the theoretical establishment of imaging, the design of a transducer 

and selection of acquisition electronics that optimized the imaging process was 

undertaken. By optimizing the basis used in imaging, the ease of acquisition and 

quality of acquired images acquired in subsequent chapters is ensured. 

In order to determine the viability of the imaging system, experimental and 

simulated data was acquired from a series of phantoms with a varying radius of 

curvature and the presence of a variety of defects. These phantoms were 

designed to simulate a series of defects that are expected in the brazed joint. 

This chapter shows under which circumstances image quality is improved and 

where it approaches that of traditional imaging theory. 
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In the second-last chapter, the investigation of a series of brazed joints, some of 

which were designed to contain defects is performed and compared to cross-

sections and x-ray computer tomography. This chapter serves to establish the 

viability of an ultrasonic inspection system for assessing the quality of laser 

brazed joints.    

In the final chapter, the limitations and abilities of the system are summarized, as 

well as the potential improvements that can be made to the system. It is found 

that the proposed system can detect a variety of defects, with the potential for 

characterization of defects possible once more data becomes available.   
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Chapter 2 

Laser Brazing in the Automotive Sector 

2.1. Introduction to Laser Brazing 

Brazing is a process in which two sheets are joined using a filler metal. 

Physically, it is similar to soldering, with the principle difference being the heat at 

which the filler metal melts. In an ideal case, these filler metals are chosen such 

that, above a temperature, they exhibit a wetting property with respect to the 

base material. A wetting property is defined by the measure of the contact angle 

between a liquid and a solid structure. If this angle, measured relative to the 

surface, is found to be greater than 90 degrees, the material is said to be non-

wetting and will bead on the surface. If the wetting angle is less than 90 degrees, 

however, the liquid will display a tendency to flow across the surface of the 

material. 

Physically, the wetting process is a balance between the free energy of each 

boundary along the edge, mainly the solid-liquid, 𝛾𝑆𝐿, the liquid-vapour, 𝛾𝐿𝑉 and 

the solid-vapour, 𝛾𝑆𝑉. In this manner, the contact angle, 𝜃, can be found through 

the relation, 

cos 𝜃 =
𝛾𝑆𝑉 − 𝛾𝑆𝐿

𝛾𝐿𝑉

(1) 

In this work, the primary focus is that of the flare at v-groove joint, shown in 

Figure 1. From an analysis point of view, the formation of such a joint can be 

performed fairly simply, where the contact angle for a uniformly heated sample 
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should be constant on all corners of the joint. The result, however, is rarely 

uniform due to the surface conditions, temperature variations in the workpiece 

and other parameters. 

 

Figure 1 – An example of an idealized brazed joint between two plates. The metal is drawn into 

the workpiece until an energy balance is formed between each contact angle, as depicted for one 

section of the joint. 

In the brazing process, unlike the soldering process, melting does not occur 

along a eutectic, and the fillers are not chosen to reach a lower melting point. In 

general, the fillers in the braze process are chosen to create mechanical strength 

in the joint and are often chosen from copper alloys with a weight percentage of 

copper greater than 90%. In this work, the percentage weight is in the 97% 

region, indicating that the phase composition of the material should be stable 

regardless of slight alloying changes[1]. This was confirmed using cross-

sectioned joints comparing to the raw bronze of similar content. 

With the advent of hybrid vehicles, consisting of mixed alloys of steel, aluminum 

alloys and other metals, a reduction in the vehicle weight and subsequent fuel 

costs can be realized[2]. These vehicles, however, pose an issue in the joining 

process. High strength steels, which have become far more common, are 
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susceptible to thermal cracking when melted[3]. Additionally, the intermetallic 

compounds formed in aluminum-steel joints prevent joining techniques such as 

welding from occurring[2]. As a result, alternatives to welding are currently being 

explored in the automotive industry. 

Brazing is one such alternative, as the base material can be joined without the 

formation of intermetallic compounds caused by melting. Brazing has the 

additional benefit of reducing stress caused during welding while offering the 

ability of a continuous, high speed joining process that does not exhibit ageing 

effects common in rivets and adhesive joining. In the automotive industry, one of 

the primary brazing techniques being explored is that of laser brazing, where a 

laser is used to heat the substrate. Lasers offer many advantages over other 

heat sources due to the highly localized heating of the joint, resulting in an 

efficient and cost-effective process.  

In this work, the formation of all joints was done at a partner facility. As a result, 

the choice of braze material, joint geometry, heating rates, wire feed rates, 

surface conditions and other factors that affect joint quality were not explored. 

The chosen parameters were based on the design of production samples or were 

varied to generate the desired defect. As a result, the details of the joining 

process parameters are completely excluded in this work, with only the resulting 

joint being available for analysis. 

2.2. Defects Encountered in the Brazing Process 

The brazing process is robust; however, like all joining processes, it is 

susceptible to several types of defects. The severity of the defect is often 
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determined by the degradation of joint strength; however, the appearance may 

also play a role in acceptance. Defects can range from a joint not meeting a 

minimum size to more complex defects, such as the presence of pores, cracks 

and other abnormalities in the joint structure. 

 

In this work, the primary desired quantity is that of the braze size. In general, the 

throat thickness, 𝐷, defined by the minimum thickness of the braze fillet must be 

determined alongside the leg lengths, 𝐿1 and 𝐿2, defined as the bond length 

between the braze and substrate. The geometric features of the braze joint are 

indicated in Figure 2; In general, the leg length is measured directly measure, 

rather than following the curvature of the part, yielding some deviation between 

the two. 

 

Figure 2 – A depiction of the braze joint measurement. The leg lengths, 𝐿1 and 𝐿2, are determined 

by the contact between the braze material and steel while the throat thickness 𝐷 is detmined by 

the minimum thickness of the joint. 

In addition to this primary feature, any inspection technique should ideally be 

capable of determining the presence of any defects which hinder these 

measurements from being a relative indicator of joint quality. Due to the 

complexity of defect formation, isolation of a single defect in a workpiece was 
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found to prove difficult. For this reason, many example defects in both this 

section and the results section display a variety of defects simultaneously. 

2.3. Porosity and Voids in Sample 

In a sample, porosity and voids can result from two primary processes, either gas 

being trapped during the formation of the joint, or differences in the solubility of 

atmospheric gases, which precipitate out of liquid during cooling. Inspection of 

braze joints should ideally determine the location, size and degree of porosity 

and voids within the sample. If the degree of porosity is low, as seen in Figure 3, 

it may not compromise joint quality as pores are known to be fairly stable under a 

variety of loading conditions. 

 

Figure 3 – A depiction of a small pore in the upper right of a malformed braze joint. If the number 

or size of pores becomes large, joint quality can be compromised. 

2.3.1. Inclusions and Flux Entrapment 

In the brazing process, flux, surface coatings or other materials can become 

entrapped in the braze metal. When this occurs, the quality of the joint can be 

affected in a manner similar to a pore or void being present. Depending on the 

material being entrapped, it is expected that only entrapment that results in the 

secondary defects to the joint would be detectable by any inspection.  
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Figure 4 – An example of a zinc coating being entrapped in the braze material. This zinc coating 

appears to not have seriously affected the braze joint. 

2.3.2. Noncontinuous fillet 

When the feed rate of wire is insufficient for the braze rate, or the geometry of the 

braze changes, the fillet can become non-continuous. This can result in 

variations in the throat thickness and, in extreme cases, a gap in the braze can 

form. As this effect occurs along the length of the braze, any measure to detect it 

would involve multiple measures along the braze surface, with uniformity 

established through these measures. 

2.3.3. Lack of Adhesion 

If the surface of the material is contaminated or heating is uneven, the flow of 

material can be obstructed, resulting in no adhesions or a lack of adhesion. This 

defect, seen in Figure 5, shows a region under which adhesion did not occur, 

creating a small air gap in the sample. Depending on the location and extent of 

the defect, joint quality may be affected. 



 

13 
 

 

Figure 5 – An example of a lack of adhesion, where a region of incomplete fusion is present 

between the base material and filler.  

2.3.4. Base-metal erosion 

If the laser travel speed is insufficient, the base material can melt, under which 

cases alloying can occur between the braze material and the base, resulting in 

lower yield strengths and potential intermetallics forming. This defect, seen in 

Figure 6, was not found viable for inspection with the techniques used in this 

work. 

 

Figure 6 – An example of a void trapped in the brazing process. Melting of the base material is 

also found to be present. 

2.3.5. Unsatisfactory Surface Appearance 

For any finished product, the surface appearance should be uniform. Although 

many process changes can affect surface appearance, the visibility of the 

surface results in it being outside of the scope of this project. 
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2.3.6. Crack 

Cracks in the braze material form when the braze material undergoes cooling 

stresses beyond its elastic limit. In these cases, the braze will form cracks along 

its surface. Cracking was not observed in any samples in this work. 

2.4. Evaluation of Laser Brazed Joints 

In any process, deviations and defects can result in a product that does not 

conform to engineering standards for safety and appearance. These deviations 

must be controlled to create a product that does not pose a risk to the purchaser 

and is of a quality that a purchaser would not reject it. In order to ensure the 

quality of brazed joints, standards have been developed[4]; however, as only 

some standards apply to automotive joints, not all are discussed here. Additional 

resources for testing are presented based on active research where applicable. 

This review was conducted in parallel with one on welding[5] but due to a shift in 

project focus we shall only discuss brazed joints here. 

 

2.4.1. Destructive Evaluation of Brazed Joints 

The destructive evaluation process is an inspection process that results in the 

sample being unfit for further use. Currently, destructive testing is predominantly 

used in the automotive sector, where a section of the joint is removed for x-ray or 

cross-sectional analysis. Although x-rays are a non-destructive testing technique, 

most currently available x-ray systems are not capable of imaging joints found in 

the automotive industry due to the size of the parts. As a result, an x-ray is 

typically a destructive process done on sectioned joints. 
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Cross-sectional analysis is a process whereby a specific location is sectioned 

and embedded in a resin polymer. This sample is then polished to a suitable 

degree to be viewed under a microscope for measurement. In addition, etching 

agents can be added, which dissolve the material based on the chemical 

resistance of the present alloys and allow for a characterization of the 

microstructure of the material. If the material chemical composition is of interest, 

it is also possible to perform x-ray fluorescence imaging, allowing for the 

mapping of the chemical makeup of a small region.  

In this work, the base material was found to be relatively unchanged under 

etching, such that cross-sectioning was only used for joint geometry 

measurements. These sections, shown in the previous section, formed the initial 

analysis point; however, in the case of micro defects, such as porosity, the 

isolation of a pore during the cutting and polishing process posed a challenge, 

with x-ray being employed as an alternative measure. 

2.4.2. Non- Destructive Testing Methods 

2.4.3. Visual inspection 

Visual testing, as the name implies, makes use of visual evaluation of a joint. 

Visual inspection often employs additional implements, such as radius gauges, 

which measure the radius of the joint, magnifiers and light sources. 

In the inspection of brazed joints, visual inspection is limited in that only surface-

breaking defects can be observed. As no physical measurement outside of the 

surface geometry can be made, visual inspection is employed only as a 
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supplemental technique. In this study, surface irregularities were noted as 

possible sites of defects within the samples provided. 

In Figure 7, surface irregularities can be noted, including a region with burn 

marks; such irregularities are indicative of joint overheating. These surface 

defects have been used as an indicator of regions that may contain both surface 

and subsurface defects; however, defects have also been found in regions 

without such indicators. 

 

Figure 7 – An image of a region in which visual inspection has yielded a possible overheating of 

the material. Such regions may need additional testing to ensure that this overheating has not 

compromised the joint quality or produced secondary defects. 

2.4.4. Dye and fluorescent penetrant inspections 

Liquid penetrant inspection is a process that involves the use of visual inspection 

aided by a visible or fluorescent dye, which acts to aid in the detection of surface-

breaking cracks and other defects.  

The testing process involves a 3-stage inspection process. In the first stage, the 

liquid penetrant is applied and allowed to sit on the surface for a prescribed time. 

Using proper penetrant results in the liquid being drawn into the cracks through a 
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capillary effect. After removing excess penetrant from the surface of a part, the 

application of a developer draws the penetrant from the cracks, making a visible 

defect on the surface of a part.  

Liquid penetrant testing poses some difficulty in the proper cleaning of parts but 

provides an application for the detection of surface cracks and surface breaking 

pores in traditional brazing techniques [6,7]. As such surface-breaking defects 

pose a detection issue in ultrasonic imaging, such techniques have the potential 

to supplement those discussed in this work. 

2.4.5. Acoustic emission 

Acoustic emission testing is an in-process method that may involve both 

ultrasonic and audible frequencies of sound waves. During the manufacturing 

process, the formation of cracks occurs due to residual stress within the material 

exceeding the elastic deformation limit. When this occurs, a fracture results, for 

which a distinct acoustic signature is produced. Other defects, such as oil on the 

surface of the metal will produce a signature based on its vaporization. This 

process has been used in the monitoring of laser welds[8–10] and could be 

implemented in the in-process detection of some defects in the laser braze 

process, such as cracking, quite readily.  

Although acoustic emission has been used in the welding of joints, the isolation 

of the defect signal from surrounding noise is difficult in cases where the 

signature is of much lower strength. Access to the facility where the brazing 

occurs was limited during this research. As a result, this process was considered 

unviable, as it requires physical calibration in a plant-like environment. 
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2.4.6. Radiographic inspection 

Radiography is widely used in industrial processes. In general, a radiographic 

inspection can be separated into distinct areas, mainly radiographic imaging, and 

computed tomography. Some additional techniques, such as backscatter 

radiography[11], which allows for the examination of large workpieces, were 

determined to be a viable solution in the future, but as the process is still in its 

infancy, it does not currently offer the resolution required in this inspection. In this 

work, radiography has been used to supplement ultrasound imaging as it offers a 

much higher resolution. Despite this, the health concerns of radiation, cost of 

system and inspection part size limit most radiographic systems to a post-

process destructive test in the automotive sector. 

2.4.6.1. X-ray Imaging 

X-ray imaging forms the basis of the subsequent techniques. In this form of 

imaging, a source of x-rays is used to radiate a sample. As the x-rays encounter 

the sample, the majority of them pass through the mostly empty martial, with a 

portion being reflected off of the nucleus of the atoms. These reflected x-rays 

result in a loss of the transmitted intensity. By placing an x-ray detecting film, or 

digital sensor on the opposite side of a sample, the number of x-rays hitting the 

detector over a period of time results in a recorded intensity or exposure. This 

process can be seen in Figure 8 below. 
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Figure 8 – A depiction of the x-ray process. the specimen obscures a portion of the x-ray based 

on its atomic number, resulting in variations in the exposure of the film or detectors placed 

opposite the source. 

As the attenuation depends on the atomic number of the specimen, any change 

in material will result in a change in exposure in the resultant image. In this way, 

voids and cracks can be detected readily, with material changes resulting in a 

lesser contrast. To determine the additional parameters, such as the location of 

voids in the sample, the thickness of the sample, depth of cracks, etc. we must 

employ imaging techniques using a series of x-ray images. 

2.4.6.2. Tomographic Reconstruction 

This process relies on a series of x-rays taken at selected angles to localize 

defects such as pores inside of an inspected part. For a sample with a single 

pore, the use of a series of scans taken at different angles will produce images 

based on the location of the pore, as seen in Figure 9. 
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Figure 9 -  A depiction of the tomographic x-ray method. Using a series of x-ray images, the 

location of defects such as voids can be determined. In cases where multiple defects are present, 

tomography is limited due to the inability to uniquely identify the location of the defect, as seen by 

the overlap in the back-traced image. 

By tracing the location of the defect with respect to the orientation of the image 

with respect to the part, it is possible to determine the position of the defect in a 

2d space. This technique is used in cases where a simple characterization is 

needed. As the series of images increases, the use of more complicated 

techniques used in x-ray computed tomography (x-ray CT) can be employed. 

Due to the smaller sample size, this technique must be done from a maximum 

likelihood point of view, rather than a standard statistical process used in x-ray 

CT[12]. 

2.4.6.3. X-ray CT  

X-ray CT relies on the use of a plane wave inverse reconstruction technique 

known as the filtered back-projection algorithm. This process relies on the use of 

a series of CT images taken at differing angles along with the specimen. In 

general, a 3d reconstruction can be done by either translating such a detector or 

acquiring a series of 2d images, for which the back-projection becomes a 

volume. 
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By rotating the sample, a series of 2d projections can be collected at several 

angles. When the slices are put next to each other, they form what is known as a 

sinogram. The reconstruction process works in a similar manner as regular 

tomography while employing a sufficiently large sample set as to not require 

complicated statistical models. 

Although outside of the discussion here, further filtering techniques based on 

inverse methods apply a weighting to the pixel based on the geometry of the 

problem at hand. Inverse problem form the basis upon which most modern CT’s 

are based, allowing for higher quality reconstructions to occur. Even more quality 

can be gained using iterative processing; however, these processes are still used 

mostly in research applications. 

In the imaging of brazed joints, x-ray CT’s were used in this work for comparative 

purposes. These scans were performed externally, with the resultant images 

allowing for resolutions of greater than 0.1mm to be obtained on sections of the 

workpiece. These scans were used as a comparative method, however, as they 

require sectioning the workpiece, they are considered to be a destructive 

technique, and are not considered a viable testing method. 

2.4.7. Ultrasonic inspection 

This section covers the current inspection methods for brazed joints. As the 

development of a new technique for this type of inspection is the focus of this 

work, detail of the laser brazes inspection technique used in this work is left for 

subsequent sections. In current ultrasonic inspection techniques, the geometry of 

the joint is often exploited to allow for imaging to occur. This is often performed 
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on pressure vessels, where an incident ultrasound beam produces a reflection 

from regions between two plates, as seen in Figure 10, where a reflection occurs 

from the interface between the flat plates. This technique can also be done using 

pairs of transducers or a phased array. Although this technique is accepted for 

brazed joints in some situations, the accessibility and geometry of the majority of 

brazed joints in the automotive sector significantly limits its applicability.  

 

Figure 10 – An example of the braze inspection common in pressure vessels. Here the reflections 

of waves from any defects in the braze joint indicated by arrows can be analyzed as a simple 1D 

system. 

Emerging techniques, upon which this work is based, allow for direct imaging 

through the surface of the joint. This is done using a variety of methods, but often 

makes use of phased array imaging to view through the surface. These 

techniques have emerged in the nuclear, oil and gas industry, where they are 

used to inspect welds in pipes [13]. The foundation of these techniques is 

covered in subsequent chapters on ultrasound imaging. 
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Chapter 3 

Ultrasonic Propagation Theory 

In this work, we deal with the propagation of ultrasound waves through matter, 

particularly solid and fluid media. This chapter discusses the propagation of 

waves, starting with the simple case of a fluid media, under which the derivation 

of non-linear effects can be performed. The propagation of stress waves in solid 

media is then discussed, along with the generation of sources and receivers from 

a conceptual perspective. Finally, some phenomena such as dispersion are 

discussed in a conceptual manner.  

Both the fluid and stress wave derivations in this chapter are based on standard 

texts[14,15], with additional applications added where noted. As this chapter is 

designed to serve as the basis for subsequent chapters, readers unfamiliar with 

ultrasound are encouraged to read it. 

3.1. Pressure wave in fluid Media 

In fluid media, sound waves are governed by the adiabatic equations that relate 

pressure and density, mainly, the equation for conservation of mass, Euler’s 

equation and the adiabatic equation of state. These equations allow us to 

express the spatial and temporal variations of the pressure, 𝑝, density 𝜌 and 

velocity, 𝑣, as[14], 

𝜕𝜌

𝜕𝑡
=  −∇ ∙ 𝜌v (2) 

𝜕v

𝜕𝑡
+ (v ∙ ∇)v =  −

1

ρ
 ∇𝑝(𝜌) (3) 
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𝑝 =  𝑝0 + 𝜌′ [
𝜕𝑝

𝜕𝜌
]
𝑆

+
1

2
(𝜌′)2 [

𝜕2𝑝

𝜕𝜌2
]
𝑆

+ ⋯ (4) 

Where the equation of state is taken under the assumption of constant entropy. It 

is often of convenience to introduce a term, c, which is simply the speed of sound 

in fluid media. 

𝑐2 ≡ [
𝜕𝑝

𝜕𝜌
]
𝑠

(5) 

3.1.1. Non-Linear Waves 

Although not explored in-depth in this work, non-linearity can be used in the field 

of imaging to gain some insight into the inspected material. If we compute the 

divergence of the second term in the uncoupled equations and substitute into the 

third, we can eventually find an expression for a new density, 𝜌′, in terms of the 

initial density[14], 

𝜕2

𝜕𝑡2
(
𝜌′

𝜌0
) = ∇2𝑐2 (

𝜌′

𝜌0
) +

𝜌

𝑐
[
𝜕𝑐(𝜌0)

𝜕𝜌
] (

𝜌′

𝜌0
)

2

(6) 

Here, the concept of non-linear waves emerges as the fact that in the linear wave 

equation, we assume that the density does not change appreciably due to the 

propagation of the wave. When the intensity of the wave is great enough 

however, it is possible to have new behaviour emerge in relation to the change in 

density. One particular area of application is that of cracks, where small changes 

in pressure can result in hairline cracks opening or closing, resulting in differing 

reflections during imaging[16]. 
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In the limiting case where the density does not change, we are left with the 

familiar wave equation of sound, 

𝜕2

𝜕𝑡2
𝜓 = ∇2𝑐2ψ (7) 

Where the wave, 𝜓, is a solution of the given equation, with the choice of a 

variable being more commonly associated with waves. The Laplacian operator 

∇2, takes its form depending on the symmetry of the problem. 

3.2. Waves in Solid Media 

In a solid media, the isotropic elastic wave equation takes the form[15], 

(𝜆 + 𝜇)
𝜕Δ

𝜕𝑖
+ 𝜇∇2𝑢𝑖 − 𝜌

𝜕2𝑢𝑖

𝜕𝑡2
= 0, for 𝑖 = 𝑥, 𝑦, 𝑧 (8) 

Where the Cartesian coordinates, 𝒙 = [𝑥, 𝑦, 𝑧]𝑇 define the spatial location of 

some points. The displacement field, 𝒖 = [𝑢𝑥, 𝑢𝑦, 𝑢𝑧]
𝑇
, the density, 𝑝(𝒙),  and the 

first and second lame constants, 𝜆(𝒙), 𝜇(𝒙) as a function of position, 𝒙, define the 

wave propagation. The dilation, Δ, is defined in accordance with, 

Δ =
𝜕𝑢𝑥

𝜕𝑥
+

𝜕𝑢𝑦

𝜕𝑦
+

𝜕𝑢𝑧

𝜕𝑧
(9) 

Where 𝑢𝑖, is the displacement in the 𝑖𝑡ℎ direction. The Laplacian operator, ∇2, 

takes on the familiar form, 

∇2=
𝜕2

𝜕𝑥2
+

𝜕2

𝜕𝑦2
+

𝜕2

𝜕𝑧2
(10) 
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The application of the Helmholtz decomposition theorem can now be applied. As 

the functions are smoothly varying, they can be written as the sum of a curl-free 

and divergence-free vector field as noted in[17].  

• The curl free component, often referred to as the dilatational wave, 

corresponds to the traditional compression or longitudinal wave 

encountered in liquid media. This wave is spatially symmetric. 

• The divergence-free component often called the distortional wave, or 

shear wave is the antisymmetric solution.  

As these waves have a differing spatial symmetry, it is often simplest to treat 

them completely separate from one another in a homogeneous medium, as 

changes in symmetry require an inhomogeneity to be introduced as will later be 

shown. As a result, it is common to write the shear and longitudinal components 

as, 

∇2𝑢𝑖 −
1

𝑐𝑇
2

𝜕2𝑢𝑖

𝜕𝑡2
= 0, for 𝑖 = 𝑥, 𝑦, 𝑧 (11) 

𝜕Δ

𝜕𝑖
−

1

𝑐𝐿
2

𝜕2𝑢𝑖

𝜕𝑡2
= 0, for 𝑖 = 𝑥, 𝑦, 𝑧 (12) 

Where the speed of sound for the longitudinal, 𝑐𝐿, and the transverse, 𝑐𝑇, wave is 

found in accordance with the relations, 

𝑐𝐿 = √
𝜆 + 2𝜇

𝜌
(13) 
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𝑐𝑇 = √
𝜇

𝜌
(14) 

Differentiation of the wave equation can yield an alternative, more useful form of 

the wave equation for elastic media. By performing this arrangement, we can 

eliminate Δ between the two equations, yielding the two characteristic wave 

equations, 

∇2𝑢𝑖 −
1

𝑐𝑇
2

𝜕2𝑢𝑖

𝜕𝑡2
= 0, for 𝑖 = 𝑥, 𝑦, 𝑧 (15) 

∇2𝑢𝑖 −
1

𝑐𝐿
2

𝜕2𝑢𝑖

𝜕𝑡2
= 0, for 𝑖 = 𝑥, 𝑦, 𝑧 

Showing that the waves both obey the characteristic wave equation. Despite this 

somewhat simplified form, the spatial parity of the wave should be noted, as it is 

not evident in this form of the equation. The derivation of sound waves can be 

done in a variety of ways, including lattice structures, field theories, and more, 

with books on these details being available [18]. The acoustic wave propagation 

can also be derived from the phonon propagation in quantum mechanics; 

however, the details of both treatments are outside the scope of this work, where 

we deal purely with the results of the wave equation itself. 

3.3. Source Representation of Spatially Symmetric Waves 

The wave equations thus far describe the propagation of waves through a media 

but do not describe the source or detection of sound. In later chapters, we 

explore the physical generation of sound; however, a purely theoretical approach 

is undertaken here. In ultrasound, as in much of physics, the two bases most 
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commonly used are a spherical basis and a plane wave basis. In this section, we 

discuss the details of each representation based on standard approaches[14]. 

Without regard to the type of wave propagation, a wave is any mathematical 

construct that obeys the wave equation for either propagation form. The 

introduction of a source or sync term is given by the addition of a potential 𝑓(𝑟, 𝑡) 

to the equation, under which the modified equation becomes, 

∇2𝜓 −
1

𝑐2

𝜕2𝜓

𝜕𝑡2
= 𝑓(𝑟, 𝑡) (16) 

for longitudinal waves and  

𝜕Δ

𝜕𝑖
−

1

𝑐𝐿
2

𝜕2𝑢𝑖

𝜕𝑡2
= 𝑓(𝑟, 𝑡), for 𝑖 = 𝑥, 𝑦, 𝑧 (17) 

for shear waves. Here, we can note immediately that the shear wave solution can 

occur along any dimension, indicating 3 possible solutions. As these solutions 

are of the same form in an isotropic media, only one shall be considered here. 

The introduction of a point source is often done by first re-writing the equation in 

the frequency domain through the application of the Fourier pairs, 

𝑓(𝑡) =
1

2𝜋
∫ 𝑓(𝜔)𝑒−𝑖𝜔𝑡𝑑𝜔

∞

−∞

(18) 

𝑓(𝜔) = ∫ 𝑓(𝑡)𝑒−𝑖𝜔𝑡𝑑𝑡
∞

−∞

(19) 

under which, the Helmholtz equation is found for longitudinal waves, 
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[∇2 + 𝑘2(𝑟)]𝜓(𝒓,𝜔) = 𝑓(𝒓,𝜔) (20) 

where the wavenumber, 𝑘(𝑟), relates the frequency and propagation speed as, 

𝑘(𝑟) =
𝜔

𝑐(𝑟)
(21) 

The solution to such an equation can take two primary forms, that of a point 

source and that of a plane wave. For a plane wave, the propagation of the wave 

occurs in two directions outwards from the source as, 

𝜓(𝒙) = { 𝐴𝑒𝑖𝒌∙𝒙

𝐵𝑒−𝑖𝒌∙𝒙
(22) 

whereas the point source takes the form of a radially symmetric equation, 

𝜓(𝑟) = {
(
𝐴

𝑟
) 𝑒𝑖𝑘𝑟

(
𝐵

𝑟
) 𝑒−𝑖𝑘𝑟

(23) 

3.4. Spherical Basis 

For a spherical basis, we can define the radial displacement of the wave as, 

𝑢𝑟 =
𝜕𝜓(𝑟, 𝑡)

𝜕𝑟
(24) 

For a source, 𝑢𝑟, with an initial radius 𝑎, substitution into the Helmholtz equation 

yields a relationship between the source and frequency at the boundary 𝑟 = 𝑎, 

𝑢𝑟(𝑎) = 𝑈(𝜔) (25) 
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where 𝑈(𝜔) is the initial intensity for a frequency 𝜔. Under the assumption that 

the wave is a source, we are interested only in the wave solution that yields and 

outward propagation, 

𝜓(𝑟) = 𝐴
𝑒𝑖𝑘𝑟

𝑟
(26) 

For which the displacement field is, 

𝑢𝑟(𝑟) = 𝐴 𝑒𝑖𝑘𝑟 (
𝑖𝑘

𝑟
−

1

𝑟2
) (27) 

Under the assumption of a point source of sound, we assume that 𝑘𝑎 ≪ 1, under 

which the simplification in the source term becomes, 

𝑢𝑟(𝜔, 𝑎) = −
𝐴

𝑎2
(28) 

which allows for the definition of the initial amplitude of the wave, 

𝐴 = −𝑢𝑟𝑎
2 (29) 

It is common to normalize this factor to the surface area of the wavefront at 𝑟 =

𝑎, defining the source strength 𝑆𝜔 = 4𝜋𝑎2𝑢𝑟, such that, 

𝜓(𝑟) =  −𝑆𝜔

𝑒𝑖𝑘𝑟

4𝜋𝑟
(30) 

3.5. Shear Wave Basis 

In the case of shear waves, it is best to use direct solutions to the wave equation 

in a spherical basis, mainly the spherical Bessel function of the first kind, 𝑗1. In 

the case of shear waves, we note that the solution takes the form of, 
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𝑗1(𝑥) =
sin(𝑥)

𝑥2
−

cos(𝑥)

𝑥
(31) 

As the distance from the origin increases, we can note that the behaviour is of 

the same form of the longitudinal wave, where the higher-order terms are 

ignored, arriving at, 

𝜙(𝑟) = −
𝑆𝜔𝑒𝑖𝑘𝑟+

𝜋
2

4𝜋𝑟 
(32) 

  In this way, we see that both the longitudinal wave and shear wave can be dealt 

with using a similar mathematical treatment, so long as the parity change is 

noted correctly. 

3.6. Plane Wave Basis 

Although this work makes use of the spherical wave basis in many descriptions, 

some elements are better described using a plane-wave basis. In the plane wave 

basis, we can take the direct solutions that are widely known, mainly, 

𝜓(𝑥) =
𝐴

|𝑟|2
𝑒𝑖𝒌∙𝒓 (33) 

𝜙(𝑥) =  𝐴𝑒𝑖𝒌𝒙 (34) 

These plane waves form the basis of boundary interaction, with the reflection and 

transmission coefficients determined using these expressions. In imaging, plane 

waves are frequently used as a basis in simple media, as a mapping of many 

point sources can be expressed in plane wave notation through the radon 

transform. 
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3.7. Propagation in an Inhomogeneous Medium 

In an inhomogeneous medium, the Helmholtz equation must be modified. In a 

general description, the only values that are spatially dependent are the 

propagation speed, and conversely wavenumber, and the potential 𝑓(𝑟) such 

that, 

[∇2 + 𝑘(𝑟)2]𝜓(𝑟) = 𝑓(𝑟) (35) 

and likewise for the case of shear waves. The transition between shear waves 

and longitudinal waves that occurs at a boundary, a phenomenon is known as 

mode conversion, shall be covered subsequently. 

In general, the approach of Green’s functions is employed in solving these 

equations. Green’s functions assume that the wave equation is a combination of 

the homogeneous solution, 𝐻𝜔, plus a solution, 𝑔𝜔, such that,  

𝐺𝜔(𝑟. 𝑟0) = 𝑔𝜔(𝑟, 𝑟0) + 𝐻𝜔(𝑟) (36) 

In this radial symmetric case, the second wave is described as a point source 

with an origin at the surface of the sphere, such that, 

[∇2 + 𝑘(𝑟)2]𝐺𝜔(𝑟. 𝑟0) = 𝛿(𝑟 − 𝑟0) (37) 

The solution of these equations is known formally as the Green’s theorem for 

bounded surfaces and is described by[14] 

𝜓(𝑟) = ∫[𝐺𝜔(𝑟, 𝑟0)
𝜕𝜓(𝑟0)

𝜕𝑛0
− 𝜓(𝑟0)

𝜕𝐺𝜔(𝑟, 𝑟0)

𝜕𝑛0
] 𝑑𝑆0 − ∫𝑓(𝑟0)𝐺𝜔(𝑟,𝑟0)𝑑𝑉0

𝑣𝑠

(38) 
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Such solutions, known as Green’s solution, form a simplistic model from which to 

work. Despite this form, it is important to note the two issues that arise from such 

a solution. The first is the fundamental point source assumption, which was 

derived only as a high-frequency approximation to the wave equation. The 

second mathematical issue is that both writing and solving such integrals in a 

closed-form solution is rarely possible. For this reason, it is common to employ 

numerical techniques, such as those discussed in the numerical methods 

section.  

One of the fundamental theorems that can be derived from such solutions is that 

of Helmholtz reciprocity.  This theorem states that the interchange of the source 

and destination in the Green’s functional form leaves the solution unchanged. In 

this way, we can note that the inverse propagator is interchangeable with the 

forward propagator, a critical assumption in the field of imaging[19,20]. 

3.8. Reflection and Refraction  

At a surface between two media, the wave undergoes refraction into the second 

media and a reflection back into the first. One of the simplest derivations is 

through the analysis of the slowness surface of the material, shown in Figure 11. 

At the boundary between two media, the wave must be continuous, therefore 

requiring that the distance of propagation perpendicular to the surface of the 

boundary be constant between the reflected and refracted wave. This 

requirement, combined with the fact that the distance travelled is scaled by the 

sound speed immediately yields Snell’s law through geometric relations, 
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sin 𝜃

sin 𝜃′
=

𝑐

𝑐′
(39) 

 

Figure 11 – A depiction of the acoustic slowness surface. As the rays reflect and refract, the 

continuity condition at the boundary requires that propagation in the vertical direction, 𝐷, be equal 

on either side of the boundary, yielding the relation of Snell’s law. 

In industrial acoustic imaging, the material in question often supports both 

longitudinal and transverse waves at differing sound speeds. In theory, this 

means that for either an incident shear or longitudinal wave on a planar 

boundary, 𝐼𝑠, 𝐼𝑑, we have a reflected shear, 𝑅𝑠, reflected longitudinal 𝑅𝑑, 

transmitted shear, 𝑇𝑠, and transmitted longitudinal, 𝑇𝑑, wave. Each of these 

waves has its own respective angle given in accordance with Snell’s law, with all 

being related through the relation, 

1

𝑐𝑑
sin 𝜃𝑑 =

1

𝑐𝑆
sin 𝜃𝑆 =

1

𝑐𝑆
′ sin 𝜃𝑆

′ =
1

𝑐𝑑
′ sin 𝜃𝑑

′  (40) 

These angles, along with the respective directions of propagations, are labels in 

Figure 12. In addition, as the reflected and incident angle are equal, Snell’s law 

need not be applied to solve for them.  
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Figure 12 – A depiction of the varying wave propagation directions, after encountering a 

boundary. Smaller arrows are used in the case of shear waves to denote the displacement 

direction. Adapted from [18]. 

To determine the transmission and reflection coefficients, we consider the wave 

as continuous across the boundary. For an incident wave, this implies that both 

the position, stress, and intensity must be constant across the boundary. As 

reflection imaging is used in ultrasound, reciprocity allows for the use of the 

simplified intensity coefficients[19]. For each incident wave, a total of 4 

coefficients can be found, corresponding to the transmitted shear, 𝑇𝑠, reflected 

shear, transmitted longitudinal and reflected longitudinal wave. These are related 

to the impedance of the material, 𝑍, in accordance with, 

𝑍𝑖 = 𝑐𝑖𝜌,   𝑖 = 𝑠1, 𝑠2, 𝑑1, 𝑑2 (41) 

As a result, the intensity coefficients become a problem of solving the system, 

𝐴 [

𝑅𝑑

𝑇𝑑

𝑅𝑠

𝑇𝑠

] = 𝐵 (42) 

where the matrix A is given by, 

   

   

   

       

   

  1 

  2 

  2  

  1      
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𝐴 =  

[
 
 
 
 

− cos 𝜃𝑑1 −cos 𝜃𝑑2 −sin 𝜃𝑠1 sin 𝜃𝑠2

−sin 𝜃𝑑1 sin 𝜃𝑑2 cos 𝜃𝑠1 cos 𝜃𝑠2

−𝑍𝑑1 cos 2𝜃𝑠1 𝑍𝑑2 cos 2𝜃𝑠2 −𝑍𝑠1 sin 2𝜃𝑠1 −𝑍𝑠2 sin 2𝜃𝑠2

−𝑍𝑠1

𝑐𝑠1

𝑐𝑑1
sin 2𝜃𝑑1 −𝑍𝑠2

𝑐𝑠2

𝑐𝑑2
sin 2𝜃𝑑2 𝑍𝑠1 cos 2𝜃𝑠1 −𝑍𝑠2 cos 2𝜃𝑠2]

 
 
 
 

(43) 

and the matrix B takes the form based on the incident wave. For longitudinal 

incidence, 

𝐵 = 

[
 
 
 
 

− cos 𝜃𝑑𝑖

cos 𝜃𝑑𝑖

𝑍𝑑1 cos 2𝜃𝑑𝑖

−𝑍𝑠1

𝑐𝑠1

𝑐𝑑1
sin 2𝜃𝑑𝑖]

 
 
 
 

(44) 

For incident Shear vertical waves, we have, 

𝐵 = [

− cos 𝜃𝑠𝑖

cos 𝜃𝑠𝑖

𝑍𝑠1 cos 2𝜃𝑠𝑖

−𝑍𝑠1 sin 2𝜃𝑠𝑖

] (45) 

We can now solve the system through the application of Cramer’s rule or similar 

methods. In this work, the coefficients are implemented using a lookup table, with 

an approximate coefficient being looked up based on the given angle, rather than 

solving the transmission/reflection equation. 

3.9. Diffraction 

In the case of plane and point sources, the source term is simple mathematically; 

however, in most cases, we lie somewhere in between these two wave 

modalities where diffraction effects apply. Diffraction effects are caused by 

sources of waves in this regime, either a physical source or the reflection of 

waves off of a limited size object, acting as a new source of sound. 



 

37 
 

The simplest case of diffraction is that of the single-slit diffraction pattern. In 

ultrasound, as the transmission sources, or elements, increase in size above that 

of half wavelength, the spatial emission pattern becomes that of the Fraunhofer 

diffraction formula. In this case, the source of wave, which has a finite width D, is 

broken into smaller, point source terms with even spacing across the slit. 

These emitters have a constant phase with respect to each other, resulting in the 

characteristic angular pattern derived by Fraunhofer, 

𝐼(𝜃) = 𝐼0 sinc2 (
𝐷𝜋

𝜆
sin(𝜃)) (46) 

where the intensity, 𝐼, is given as a function of angle from the center, 𝜃, and the 

initial intensity 𝐼0. As will be discussed in the imaging section of this work, 

ultrasound transducers tend to use elements that are not true point sources, 

meaning that such directivity plays a key role in the imaging process. 

In general, we need not limit ourselves to a line of emission, where the solution 

takes on a simple expression, with numerical methods being used to describe 

more generic diffraction patters. Diffraction techniques apply to these same 

cases, where the interference pattern results in regions with both high and low 

intensity depending on the refracting media. 

3.10. Resonance 

The resonant effect can occur between any two objects that are spaced at a 

distance in continuous waves; however, in pulsed waves, these are limited to 

spacing near the wavelength of the sound. This resonance results in constructive 
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interference that increases or decreases the intensity of the wave in a spatial 

region. In imaging, this effect may eventually prove useful through an iterative 

reconstruction process[21]. 

3.11. Attenuation 

In many systems, it is common to analyze the system in the absence of losses; 

however, such cases are seldom realized in nature. In ultrasound, these losses 

are grouped together as attenuation, describing losses that are not accounted for 

in the chosen model of sound propagation. These losses occur due to both 

elastic and inelastic scattering within the media. In general, elastic scattering 

accounts for the majority of loses in ultrasound wave propagation. 

Elastic scattering comes in a variety of forms, one of which is Rayleigh 

scattering. In this scattering regime, the size of the scattering material is much 

smaller than the wavelength of the material. Rayleigh, in his work, noted that this 

results in a frequency-dependent attenuation proportional to 𝜆−4 [22]. This 

scattering regime acts primarily as a filter to the frequency content of a wave 

spectrum, mainly, applying a linear transform that acts to reduce high-frequency 

content in a waveform.  

In addition to this scattering, incoherent scattering plays a critical role in the loss 

of wave energy. This scattering results from scattering off structures that are not 

accounted for in the sound propagation model. In general, a homogeneous 

medium is assumed for imaging; however, the material is often better 

approximated as a sum of gain structures with distinct boundaries that result in 

incoherent scattering. These boundaries separate material of slightly varying 
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density and sound speed, resulting in scattering from each boundary. This 

scattering, seen in Figure 13, results in the generation of noise within a sample 

due to the scattering effects.  

 

Figure 13 – An example of Incoherent scattering, where the reflections are small, overlapping and 

do not contain a clear signature. This scattering results in a lossy propagation, which is often 

grouped in with other attenuation. 

3.12. Dispersion 

Sound propagation, in many cases, is assumed to be non-dispersive. Dispersion 

is a measure of the frequency dependence of the speed of sound. In general, as 

the frequency of the wave increases, its speed of propagation also increases. For 

a pulsed wave, such as those often used in acoustic measurements, this results 

in a frequency phase dependence on the propagation. In a dispersive medium, 

the lower frequencies are delayed, resulting in a broadening of the pulse tail as 

the wave propagates. This phenomenon is visually depicted in Figure 14, where 

the asymmetric Gaussian envelope obtains a tailing effect due to propagation. 
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Figure 14 – A dispersive media results in a broadening of the wave pulse. Dispersive effects are 

often ignored from a theoretical perspective but do play a factor in the resolution limit of the 

system. 
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Chapter 4 

Ultrasound Modelling 

The homogeneous wave equation has known, analytic solutions; however, the 

homogenous wave equation, even ignoring dispersion and attenuation, can 

rarely be solved using analytic methods. In order to solve such problems, we 

must instead rely on numerical methods of wave modelling. These methods take 

many forms, but for the most part, involve solving the wave equation, or an 

approximation to it, using computational methods.  

In this work, we look at two solutions to the wave equation, one using available 

toolkits that rely on the finite difference pseudospectral models[23–25] and 

another that relies on the ray-based models. Both models take a different 

approach to the wave equation, with the finite difference model often resulting in 

higher accuracy at the cost of computational efficiency. More models were 

reviewed and are available[14]; however, the discussion of most are outside the 

scope of this work. In this work, the finite difference model was used for more 

robust simulations, where the full effects of wave phenomena needed to be 

considered. The ray model was chosen as an approach to allow for high-speed 

reconstruction, where simulation time is the most critical factor. In this section, 

we discuss the implementation of both models. 

The spectral model code makes use of the k-wave toolbox, with only the 

development of the necessary setup code performed as part of this work. In the 
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case of the ray model, the code was developed completely from scratch, using 

only the theoretical applications, which were developed previously[26–28]. 

4.1. Pseudospectra Model of the Wave Equation 

Finite difference models represent a physical medium as a discrete set of points, 

or a grid for which the specific properties of the medium are known. This grid 

can, in general, be of any form; however, the most common are square or 

rectangular grids. 

On a rectangular grid, the wavefunction defines a spatial gradient, for which a 

derivative must be found. This derivative can be done using a variety of models, 

including finite difference, central difference, or in the case of spectral models, 

Fourier series, to express the spatial derivative, as seen in Figure 15[29]. In 

cases where the wave is broadband in nature, the functional form may span an 

extensive range of points simultaneously, making methods that use a larger 

series more accurate in the modelling process. In the spectral model, this series 

is expanded globally through the computation of the Fourier transform. Using 

numerically optimized transforms, the use of global methods can be faster than 

an expansion involving a large number of terms, making the spectral model 

viable when broadband signals are considered. 
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Figure 15 – An example of the differing methods for computing a spatial derivative of multiple 

points spanning the grid defined by j. Both finite difference, a), and central difference, b), models 

offer advantages when the difference is localized; however, in the case where a broadband wave 

is modelled, the computation of a large number of terms makes the spectral model c), more 

efficient. Adapted from [29] 

In addition to the spatial derivative, the time evolution of the wave must be 

solved. This poses some issues, in that the same expansion cannot be applied. 

In the case of the simulations used in this work, the spectral model makes use of 

a central difference time step, employing the relation between the Fourier 

transform and its derivative (or simply the sin and cos relations) [29],  

ℱ {
𝜕

𝜕𝑥
𝑓(𝑥)} = 𝑖𝑘𝑥ℱ {

𝜕

𝜕𝑥
𝑓(𝑥)} (47) 

This step poses a potential problem, in that a fine time step is needed for the 

numerical stability of the model. The k-space method employed by the model 

attempts to relax this constriction; however, the operator used in this method 

relies on a low variance between the properties of the spatial grid. As a result, 

this parameter will not be covered here, as the benefit was not realized in most 

performed simulations. 

a 

c 

b 
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In order to make use of the model, the definition of an input term, or source, 

medium, sensor and the computational grid is performed. Based on sample 

code, a number of simulation environments have been realized in this work, 

including both shear and longitudinal models for a wide variety of part 

geometries. In each case, the performance of the model has been verified using 

the standard method of reducing time steps and grid spacing until error is 

minimal. 

 

4.2. Ray Methods Solution to the Wave Equation 

Ray methods are one of the most common solutions to the wave equation used 

in the field of physics. Ray methods make use of a generalized coordinate space 

to simplify the solutions to the wave equation. The derivation covered here can 

be found more in depth than covered here[14], with only the notable results 

making it to this section. Ray theory allows for a numerical solution to the wave 

equation that can be orders of magnitude faster than other methods as a result. 

Mathematically, ray methods are derived from the Helmholtz equation, making 

the mathematical approximation of an asymptotic expansion that takes the 

form[14], 

𝑝(𝑥) = 𝑒𝑖𝜔𝜏(𝑥) ∑
𝐴𝑗(𝑥)

(𝑖𝜔)𝑗

∞

𝑗=0

(48) 
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where 𝜔 is the frequency of the wave, 𝜏, its propagation length, 𝐴𝑗, its initial 

amplitude for the 𝑗𝑡ℎ power. By taking derivatives of this equation, and 

substituting into the Helmholtz equation, we obtain an expression, 

∇2𝑝 = 𝑒𝑖𝜔𝑟 {[−𝜔2|∇𝜏|2 + 𝑖𝜔∇2𝜏]∑
𝐴𝑗

(𝑖𝜔)𝑗

∞

𝑗=0

+ 2𝑖𝜔∇𝜏 ∙ ∑
𝐴𝑗

(𝑖𝜔)𝑗

∞

𝑗=0

+ ∑
∇2𝐴𝑗

(𝑖𝜔)𝑗

∞

𝑗=0

} (49) 

which, when ordered in terms of powers of frequency yields, 

𝑂(𝜔2) |∇𝜏|2 = 𝑐−2(𝑥)

𝑂(𝜔) 2∇𝜏 ∙ ∇𝐴0 + (∇2𝜏)𝐴0 = 0

𝑂(𝜔1−𝑗) 2∇𝜏 ∙ ∇𝐴𝑗 + (∇2𝜏)𝐴𝑗 = −∇^2 𝐴𝑗−1 𝑗 = 1,2, …

(50) 

where the first term is known as the eikon equations and the second term the 

Boltzmann transport equation. As the series is divergent, it is common to ignore 

higher-order terms, as these result in larger errors. The most important note of 

the ray series is that it is assumed a high-frequency approximation or small 

wavelength approximation, as noted by the ordering of terms by frequency. Ray 

methods, which use the ray series, work best in situations when the boundaries 

present in a material vary slowly with respect to the wavelength as a result of 

this.  

These two solutions define a common coordinate system, as seen in Figure 16, 

where the path that the ray takes, 𝜏, is related to its amplitude or divergence 

through the divergence as a function of 𝜏. 
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Figure 16 – A conceptual 2D representation of ray theory. The rays visually present the path 

along which the wave propagates through a medium. Adapted from [14]. 

 

4.2.1. Solutions to the Eikonal Equations 

The solutions to the Eikonal equation are derived by looking at the path or 

trajectory the wave follows. Since the trajectory, ∇𝜏, is perpendicular to the 

waveforms, the trajectory of the ray can be defined using the differential 

equation, 

𝑑𝑥

𝑑𝑠
= 𝑐∇𝜏 (51) 

Where 𝑠 is a generalized distance. As the eikon equation is defined by the 

relation between the path and sound speed, we see that the differential term 

𝑑𝑥/𝑑𝑠 is unity. In this regard, the parameter 𝑠 is simply the arc length of the ray. 

In the waveform, this propagation length simply corresponds to the phase 

associated with its travel. To solve the eikon equation, the common approach is 

to perform a transform into the coordinate system of the ray, under which the 

travel time becomes given by the path integral, 

𝜏(𝑠) = 𝜏(0) + ∫
1

𝑐(𝑠′)
𝑑𝑠′

𝑠

0

(52) 

  

 ays

Source
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such that the phase of the wave is delayed in accordance with its travel time. The 

equation can now be arranged. Using the fact that in the ray’s coordinate system 

|𝑑𝑥(𝑠) 𝑑𝑠⁄ |2 = 1, we can express our equation in the form of a variational 

principle, 

𝑆{𝑦} =  ∫ 𝐿(𝑦, 𝑦′, 𝑥)𝑑𝑥
𝑥1

𝑥0

(53) 

which is minimized in the Euler Lagrange equation,  

𝜕𝐿

𝜕𝑦
−

𝑑

𝑑𝑥
(
𝜕𝐿

𝜕𝑦′
) = 0 (54) 

which results in stationary travel time in accordance with the equation of motion, 

𝑑

𝑑𝑠
(
1

𝑐
(
𝑑𝑥

𝑑𝑠
)) +

1

𝑐2

𝜕𝑐

𝜕𝑥
= 0 (55) 

This method, known often as  ermat’s principle, is one of the most used methods 

in phased-array imaging, stating simply that the solutions to the equations are 

ones that result in highly constructive interference (as the phase change between 

neighbouring rays is zero). This form of the equation can be solved to yield other 

relations, including Snell’s law. 

4.2.2. Boltzmann Transport Equations 

The second term in the expansion is known as the Boltzmann transport 

equations. This term is often written in the more familiar form, 

∇ ∙ (𝐴0
2∇𝜏) = 0 (56) 
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We can then remark that gauss’ divergence theorem relates the integral over the 

divergence of F to the divergence at the surface, 

∫∇ ∙ 𝐹𝑑𝑉
𝑉

= ∫ 𝐹 ∙ 𝒏𝑑𝑆
𝜕𝑉

(57) 

From this, we obtain the equation, 

∫ 𝐴0
2∇𝜏 ∙ 𝒏𝑑𝑆

𝜕𝑉

(58) 

From this, we arrive at the familiar expanding surface as in the point source case, 

where energy is conserved across the surface. In ray theory, this gives each ray 

a converging or diverging surface normal to it. These rays form a set of surfaces, 

such that the directional derivative ∇𝜏 ∙ 𝒏 = 1/𝑐 is satisfied. This results in the 

Boltzmann transport equation, 

∫
𝐴0

2

𝑐
𝑑𝑆

𝜕𝑉0

= ∫
𝐴0

2

𝑐
𝑑𝑆

𝜕𝑉1

= 𝑐𝑜𝑛𝑠𝑡 (59) 

where the partial volume represented by the integral is the region encapsulated 

by the rays. From this equation, we can understand that the region between 

neighbouring rays is of a fixed total amplitude and related to the divergence of 

the rays, 

𝐴0(𝑠) = 𝐴0(0)√|
𝑐(𝑠)

𝑐(0)

𝐽(0)

𝐽(𝑠)
| (60) 

where 𝐽 is the Jacobian, whose determinant specifies the ratio of differential 

volume elements.  
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In this formulation, we have created a system of field equations that originate 

from a source of sound in space. The field equations we have derived, however, 

suffer from the same limitation of the green’s functional form previously derived. 

When the divergence of the rays becomes zero, the amplitude according to the 

field equations approaches infinity. When deriving green’s functions, we noted 

that the point source approximation holds only for 𝑘𝑎 ≪ 1, meaning that the field 

equations must be changed to account for this. The most common method of 

doing so is to apply an empirically derived convergence limit to the field, such 

that regions where the convergence increases beyond the limit of 𝑘𝑎 are re-

normalized to prevent an unphysical result. The empirical limit is often enforced 

such that the beam width is limited to 𝜋𝜆[30].  

4.2.3. Ray Model 

With the equations of rays defined by the acoustic path length and divergence of 

the rays, we must implement a mathematical model for the equations that suits 

numerical techniques. The formulation of the ray model assumed each ray has a 

field around it based on the distance from its center to neighbouring rays. The 

amplitude is scaled in accordance with the initial amplitude and a phase 

component as, 

𝑃𝑏𝑒𝑎𝑚(𝑠, 𝑛) = 𝐴𝑏𝑒𝑎𝑚(𝑠)𝜙(𝑠, 𝑛)𝑒𝑖𝜔𝜏(𝑠) (61) 

Although any functional form can be employed, the most common forms are that 

of the triangle and gaussian functions defined with respect to neighbouring rays, 

such that the rays form a uniform field in space. In this work, we make use of 
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Gaussian beams, which are shown to be smoother spatially[14]. The gaussian 

equations take the form, 

𝜙(𝑠, 𝑛) = 𝑒
−(

𝑛
𝑊(𝑠)

)
2

(62) 

In all cases, the width of the ray, 𝑊(𝑠), is determined in accordance with its 

amplitude at the specified path length, 

𝑊(𝑠) = |𝑞(𝑠)𝛿𝜃0| (63) 

where 𝛿𝜃0 is the angular spacing between rays. In the case of Gaussian beams, 

the amplitude is scaled in accordance with the fact that overlapping Gaussian 

functions result in a total area over unity, as such, 

𝐴𝑏𝑒𝑎𝑚(𝑠) =
1

(2𝜋)
1
4

√
𝛿𝜃0

𝑟

𝑐(𝑠)

𝑐(0)

2 cos 𝜃0

𝑊(𝑠)
 (64) 

In some models, it is common to launch initial rays with fixed spacing. In the 

model employed in this work, however, the rays are specified as a set of rays 

that intersect with a discretized set of spatial points corresponding to a boundary, 

as seen in Figure 17. This makes some computations easier; however, as the ray 

spacing is no longer uniform, two Gaussians must be employed for proper 

modelling, making the rays asymmetric. 
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Figure 17 – A depiction of the rays propagating from a source to the evenly spaced points along a 

boundary. These initial rays form the basis of secondary rays in the new media. 

At the boundary, the angle of each ray changes in accordance with Snell’s law. 

This was accounted for using the vector form of Snell’s law[31], which is much 

more practical for ray tracing techniques, where the direction of the propagating 

rays is of concern. 

𝑠̂2 =
𝑐2

𝑐1
 [𝑁̂ × (−𝑁̂ × 𝑠̂1)] − 𝑁̂√1 − (

𝑐2

𝑐1
)
2

(𝑁̂ × 𝑠̂1) ∙ (𝑁̂ × 𝑠̂1) (65) 

Here, the new refracted ray, 𝑠̂2, is related to the change in the sound speeds, 

𝑐1, 𝑐2 and the incident wave direction, 𝑠1, with respect to the surface normal, 𝑁̂. 

This change yields a new set of rays propagating in the second media with new 

angles. In order to simulate the wave after the boundary, the physical rays, 

indicated by solid lines in Figure 18, are used to compute a new ray, indicated by 

the dotted line. By tracing the physical rays back to an origin, the distance of 

propagation of the new ray can be related to its divergence through the angular 

spread of the beam in either direction.  
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Figure 18 – A depiction of how a new ray is computed at the boundary. By tracing an origin using 

the two transmitting rays, a new direction and divergence of the ray can be formed in the 

secondary media.  

To compute the initial amplitude of this ray, the amplitude at the boundary is 

determined using the arc angle of the field incident on the boundary, under the 

assumption that the source is normalized to a total radius of 2𝜋. This amplitude is 

then scaled by the reflection coefficient at the point of intersection between the 

new ray and the boundary.  

With the second-order term computed, the first-order term is then determined. 

The time of flight can be expressed in a number of ways. In this work, the 

recasting of the rays to a new origin was extended by computing an originating 

time of the new set of rays. This time is computed such that the second medium 

is considered to be the sole propagator. 

With the above performed, a computation grid must be specified. This grid is 

chosen to be after the boundary, with each point specified using a 𝑥, 𝑧 space in 

the form 𝑥 + 𝑖𝑧. For each point in the grid, the computation is performed in a 

similar manner, so a single term is outlined here. 

For each ray, the contribution of the ray incident on the pixel is determined, 

taking into account the amplitude as a function of arc angle, such that the full 
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width half maximum is defined as a function of the angle between the original 

and new rays. This arc angle is converted to a beam width using the distance 

from the origin, with any amplitude falling below the empirical renormalization 

width being set to this factor. Finally, these rays are scaled with respect to the 

original amplitude. This yielded, for each point, a set of corresponding 

amplitudes. The phase of the ray is then computed with respect to the origin for 

each ray based on its sound speed, the distance of travel and the original phase 

factor. 

In this work, the use of pulsed waves was employed. In order to correct the pulse 

shape, two approaches can be taken. In the case of a highly dispersive media, 

an optimal solution would involve recalculating the previous phase and amplitude 

factor (whose renormalization depends on the wavelength in the medium) for 

each frequency component in the pulse. The modified approach, used here, 

makes the assumption that the field term and phase term can be modelled after 

the central frequency, taking into account the pulse shape only in the time 

domain. 

In both cases, each ray produces a time-varying signal with a unique amplitude, 

offset and in the case of dispersion, pulse shape. The summation of these 

signals produces a unique signature for the propagation between the source and 

destination. 

Although the signature produced by such a summation represents the actual 

signal, in most cases, the signal is not used in imaging. As will be discussed in 
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the next section, the impulse response function for such a signal contains 

adequate information to reconstruct the signal in question. In pulsed imaging, this 

can be taken one step further by instead considering what will be termed the 

equivalent response function. This function aims to emulate the regions of high 

intensity within a resulting signal using  ermat’s principle. 

By determining regions of stationary phase within the signal points where 

maximal constructive interference occurs can be found. By extracting the phase 

for these signals, the amplitude can be computed by approximating the signal as 

a temporally enveloped signal around these stationary phase points, with the 

signal decay based on the pulse envelope. When this is done for all stationary 

points, the production of the equivalent response function occurs. The equivalent 

response function mirrors the amplitude of the original; however, the pulse 

broadening caused by the varying paths is not accounted for. The variation 

between these terms, along with an example pulse, is seen in Figure 19 for an 

arbitrary boundary, origin and destination. 
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Figure 19 – A depiction of the equivalent response function. The various transmissions through a 

boundary in the impulse response function are often indistinguishable due to the resolution limits 

of the ultrasound transducer. In these cases, an equivalent response function can be used, 

introducing only a slight error in the wave tail from ignoring the frequency dependence of the 

interference. 

In this work, the final approximation is to take the amplitude and time of the 

equivalent response function, rather than use the true response function. This 

approximation only applies in cases where one or more path is a stationary state 

solution. This term is selected based on the amplitude of the rays for 

computational efficiency, with the assumption that the greatest amplitude ray will 

correspond to the maximal amplitude of the equivalent response function. 
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Chapter 5 

Imaging Theory 

Imaging is defined as the effort of creating an accurate physical representation of 

an object based on a series of measurements. The system that makes these 

physical measurements, combined with the techniques that are used to process 

them, are grouped into what is known as the imaging system. In this section, we 

discuss imaging theory at its most basic level in terms of ultrasound imaging. The 

theory in this chapter, of course, has a much wider range of applicability due to 

the similar projective theory being used in x-ray CT imaging[32]; however, the 

subtleties are not explored here. 

In ultrasound, the imaging system is often expressed as a series of emitters and 

receivers that form a spatial basis inside which a measurement can occur. If we 

define a basis in a purely spatial context, we can define a point in this basis, 𝒙, 

using bra-ket notation[33,34]. Mainly, we can define an input point in our system, 

|𝒙⟩ (66) 

termed the ket, this input has a dual termed the bra and presented as, 

⟨𝒙| (67) 

 and corresponding to a measurement point. Together, these form the expression 

of any spatial measurement. In imaging, we often use an infinite series of such 

points to form spatial basis, where all possible positions within the system form 

the basis on which our image shall be formed. 
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5.1. Coupled Basis and Wave Propagation 

In ultrasound, we work not with a spatial basis, but a coupled space-time basis. 

This basis is presented using a slight modification to the previous notation, 

mainly, we specify a point in space, at a point in time, 𝑡, by writing, 

|𝒙, 𝑡⟩ (68) 

with a complete basis spanning all of space and time. In ultrasound, we can 

conceptualize a measurement in this basis as a Dirac delta measurement of 

some property at a specific point in space-time. If we define our temporal origin 

at 𝑡0, we can specify a later point in time, 𝑡, using the notation, 

|𝒙, t0; 𝑡 + 𝑡0⟩ (69) 

In order to transition between two times, we can also specify a unitary operator, 

𝑈𝑡, as the time evolution operator. The time evolution of an input is defined with 

respect to the system through which it propagates and can be solved using 

analytic or numeric techniques depending on the complexity of the medium. 

From this, we can write, 

𝑈𝑡|𝒙, 0⟩ = |𝒙, 0; 𝑡⟩ (70) 

In this work, we assume that the system and any measure of it do not change 

with respect to time, mainly, the system is time-invariant over the period during 

which the image is formed. Using the above notation, we shall denote a source 

as localized at its temporal and spatial origin; however, this is not in general true 

of a later time. As the goal of the imaging process is to describe a spatial 

measurement, and we consider such a measurement time-invariant, any 
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localized, non-time evolved source at this point in space is suitable to form such 

a measurement. As an example, we can consider the following three 

measurements of some time independent observable, 𝑂, at a point, 𝒙, to be 

equivalent, 

⟨𝑥|𝑂|𝑥⟩ = ⟨𝑥, 0|𝑂|𝑥, 0⟩ = ⟨𝑥, 𝑡|𝑂|𝑥, 𝑡⟩ (71) 

5.2. Inverse Imaging and Time Reversal 

The goal of imaging can thusly be presented as finding an equivalent way of 

representing the spatial basis using a set of space time points. In ultrasound, this 

is done through an inverse approach. Inverse methods were primarily 

established in Mathias  ink’s work [35–38] as a solution to the focusing problem. 

In this work, we make use of the ray series expansion to present the results in a 

simplified manner. In ultrasound imaging, we wish to measure a local point using 

a delocalized measurement. In our space-time model, we can present such a 

problem as, 

∑𝑎𝑛|𝑥𝑛, 𝑡𝑛; 𝑡⟩

𝑛

= |𝑥, 𝑡⟩ (72) 

Mainly, we wish to find a set of delocalized emitters and receivers at fixed points 

in space and time that form an equivalent localized spatial measurement at a 

later point time. By properly selecting this series of points, it is possible to 

reconstruct every point in the system, allowing the set of points to form a spatial 

basis upon which imaging can occur. 
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The simplest example of an inverse solution can be found in acoustic 

microscopy. Although the forward solution yields the desired problem, it is far 

easier to use Helmholtz reciprocity and consider the inverse problem, mainly, we 

wish to find the time evolution of a point source, 

𝑈|𝑥, 0⟩ = ∑ 𝑎𝑛|𝑥𝑛, 𝑡𝑛⟩

𝑛

(73) 

Where the amplitude coefficients are chosen to correspond to a specific point in 

space and time. In a homogeneous medium, we can consider a constant time 

solution of a circular or spherical shell. When this is done, under time reversal, 

the enclosing shell can be used to perfectly represent one such point in space. 

We often approximate this measurement with only a portion of the complete 

shell, allowing for imaging to occur through a rasterization of the transducer or 

imaged part. 

In phased array imaging, we allow for a variable time solution. Using the same 

equation, we can choose an arbitrary enclosing surface and follow the same 

procedure. In a homogeneous medium, we expect the time and amplitude 

coefficients to be based on their distance from the source, as seen in Figure 20, 

rather than a constant as in the previous case. Phased array has the distinct 

advantage in that, by choosing a set of points that completely encloses the 

system, varying amplitude and time combinations can be used to represent any 

spatial point within the system, allowing for a phased array transducer to form a 

complete basis in theory. Despite this, we are often limited in the sampling 
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process to a partially enclosing shell by constraints of accessibility, meaning that 

such a process only approximately holds. 

 

Figure 20 – A depiction of a series of sources located along a line. As the wave propagates 

outward from a point source, the intersection of the wavefronts with the points determines the 

phase offset and amplitude of the inverse problem. 

In an inhomogeneous medium, the situation becomes notably more complicated. 

As a wave can echo inside the sample, each point is expected to record not a 

singular time, but a series of time points, or a signal. In theory, this signal may be 

infinitely long, but the amplitude shall often decay such that the summation over 

a finite time period can be used to approximately reconstruct our original point 

source. Mathematically, we can express such a process as, 

|𝑥, 𝑡⟩ = 𝑈 ∑𝑎𝑛𝑚|𝑥𝑛, 𝑡𝑚⟩

𝑛,𝑚

(74) 

Such a process is further limited by the fact that the energy may not be in the 

same form as the originating source, as mode conversion may occur. If the 

sampling medium supports more than one wave modality, the summation of all 

modalities must be used to form a basis. Furthermore, as energy is lost to other 

forms through attenuation, and the propagation process is only approximated as 

linear, we rarely expect our sampling set to form a complete basis. As such, the 
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topics discussed from here on should be taken as an approximate form of the 

solution. 

Rather than make use of a transmission delay corresponding to each spatial 

point, it is also possible to measure the temporal signal from each emitter as a 

function of time at each receiving point that forms this basis. This data, known as 

full matrix capture (FMC) data, is used in this work to accelerate the imaging 

process. Once this data is collected, selecting samples that correspond to those 

desired for spatial focusing can chosen to reconstruct the image in post-process, 

allowing for analysis of the data using a variety of focal techniques. Such a 

process also allows for a digital rescaling of the amplitudes, whereas the use of 

true phased array techniques require complicated electronics to emit arbitrary 

signals. 

5.3. Simplifications to the Imaging Process 

The first simplification used in this work is the same as in most imaging 

processes. Although exact solutions presented in the previous chapter are 

idealized, we seldom have complete knowledge of the propagation medium or 

the tools to solve for arbitrary wave propagation through the medium. To 

overcome this, we work in the interaction picture, whereby we assume that the 

propagator of our system is of an approximate form 𝑈0. To this propagator, we 

add a perturbation, 𝑈𝑉 such that the complete propagator takes the form,   

𝑈 = 𝑈0 + 𝑈𝑉 (75) 
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When this is performed, we see that any input based on the idealized form will 

ignore the interactions between this idealized form and the perturbations in the 

system. This can result in the presence of reverberations when these interactions 

are not accounted for within the image formation process. In this work, we make 

use of an iterative approach, where the coupling medium is used to form an initial 

image and the time evolution of the system updated based on the boundary 

detected and the physical properties of the brazed joint and coupling medium. 

The second approximation used in this work is formulated based on the ray 

series expansion and the equivalent response function. If one considers a setup 

as shown in Figure 21, a wave packet can be propagated from this origin to the 

destination through the given boundary using the ray series expansion. 

 

Figure 21 – A depiction of the setup that can be solved using numerical techniques. Here, a 

source and destination point are selected, separated by a boundary between two materials. By 

tracing the rays through the boundary, from the source to the destination, an approximation of the 

propagation signal can be solved. 
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Mainly, if we consider the simulation process as shown in Figure 22, the process 

of imaging can be drastically simplified. By considering the time of flight of each 

possible path between the origin and destination through the boundary in 

question, the wave packet can be convolved with time-delayed Dirac impulses to 

achieve a path representation. Here, we can note that about the stationary point, 

corresponding to  ermat’s principle, constructive interference occurs. When this 

representation is scaled by its corresponding amplitude, forming an amplitude 

path representation, many paths in the propagation are found to have no 

significant amplitude present at the point in question. Summation along these 

paths forms a propagation signature that confirms that only a single dominant 

solution is present. By using an approximate deconvolution of such a signal, a 

single dominant solution can be used as the equivalent response function. 
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Figure 22 – A depiction of the various steps in ray tracing. Here, we consider the delay introduced 

by each path (upper left) to form a path image. Scaling by amplitude results in only a few 

dominant paths in many cases (bottom left). These paths each contribute to a signature (top right) 

that can be approximated with an equivalent response function (bottom right) based on the 

dominant path.   

Under this assumption, mainly of dominant paths, the infinite time signal 

proposed in the theory of time-reversal can be approximated to a good degree by 

only a limited number of pulses in most cases. We further approximate this to a 

single dominant solution, making the image formation process a delay, sum and 

multiply technique that can be achieved in hardware with relative ease.    
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With these approximations stated, we can now formulate the image formation 

process in its entirety. For the measurement of a single point, we may substitute 

this with our indirect basis in the form of, 

⟨𝑥|𝑂|𝑥⟩ ≈
1

𝐴𝑡𝑜𝑡
∑∑𝑎𝑛𝑎𝑛′⟨𝑥𝑛′ , 𝑡0 + 𝑡𝑛′ + 𝑡𝑛|𝑈𝑂𝑈|𝑥𝑛, 𝑡0⟩

𝑛𝑛′

(76) 

Where the amplitude coefficients and time shifts are chosen to correspond to 

these maximal paths between origin and point of convergence, and the point of 

convergence and reception points. The total amplitude is a correction factor 

introduced to account for the incomplete sampling by scaling the image with 

respect to the total amplitude incident on each pixel, 𝐴𝑡𝑜𝑡, in accordance with, 

𝐴𝑡𝑜𝑡 = ∑∑𝑎𝑛𝑎𝑛′

𝑛𝑛′

(77) 

The final step in the image formation process is to set pixels whose total 

amplitude falls below a minimum threshold to zero. This is done when the value 

of 𝐴𝑡𝑜𝑡 drops below 5% of the maximum, corresponding to a poorly sampled 

pixel. If this is not done, additional artifacts result as the amplitude normalization 

factor approaches zero. The final approximation used in this work is that of half 

matrix capture, where Helmholtz reciprocity used to decrease the computational 

overhead. The total image formation process can, therefore, be broken into the 

flow chart in Figure 23. 
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Figure 23 – A flow diagram depicting the image formation process. By collecting raw temporal 

data, we first perform the spatial remapping based on the properties of the coupling media. Using 

the formed image, a boundary between the sample and coupling medium is determined and the 

wave propagation model updated based on this. The final step is to perform as secondary spatial 

remapping to form a focused image. 

 

5.4. Comparison with Current Imaging Techniques 

Although it is not possible to compare to all techniques, as much of the 

equipment available from manufacturers implement proprietary algorithms for 

focusing, it is possible to compare to the literature available. From their early 

work on the total focusing method (T M ,  rinkwater’s group has published 

multiple reviews of the TFM and FMC techniques and comparisons to traditional 

phased array approaches[40–45], which themselves are based on synthetic 
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aperture approaches[46]. As the propagator, and its interaction with the 

observable is often termed as a scattering process, the work is done on the 

identification of the defect based on its scattering matrix also has potential 

applicability to future work in the characterization of defects[47–57].  

The closest comparison to the proposed technique found in literature was done 

for the case of a homogeneous medium, where a scaling factor based on the 

beam profile was proposed[58][58]. This profile-based correction does work out 

to the same correction proposed in this work; however, in an inhomogeneous 

medium the addition of the boundary conditions, and the possibility of multipath 

solutions must be accounted for. Additional corrections based on the ray 

methods has been done in the case of a flat boundary[59]; however, as a flat 

boundary results in divergent rays, the numerical implementation and results 

found there would not be valid in much of this work, where a self-focusing effect 

is found to be present. 

The simplest correction found in literature is to use a surface adaptive array. This 

technique allows for adaptive imaging through the employ of a flexible array, 

where the elements conform to the surface of the inspected part. In these cases, 

the Hamiltonian is considered that of a constant material, making phased delays 

analytic. These techniques have proven reliable; however, cost and frequency 

limitations make them unsuitable for this work. 

In many cases, the goal of real-time imaging results in the simplification of using 

only a first-order ray theory expansion, where the time of flight is employed, but 
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the amplitude weighting, or second-order equation, and subsequent 

renormalization, is ignored. This simplification has been employed in multiple 

works [60–62] but has been found insufficient in the imaging of highly curved 

surfaces, such as those in this work. This occurs due to the fact that the surface 

acts as a lens, meaning that the corresponding amplitude weighting varies 

greatly between elements. 

Some adaptive techniques have also used plane wave emitters[63–65], where 

the phase delays are updated to simulate a plane wave emission in the 

secondary media. This technique was not explored as it requires specialized 

equipment to perform efficiently. It also suffers from the same amplitude 

considerations previously mentioned. 

Convolutional imaging has been used in non-destructive testing, although the 

renormalization was not performed. This work, done in a more simple media, was 

shown to be effective in increasing the resolution of the image, as theory 

suggests[66–68]. 

One proposed method that may prove satisfactory is that of the virtual source 

aperture imaging. This technique poses to recast the emitted and received wave 

data to a set of new emitters/receivers[69–74]. This technique is found to provide 

improved imaging results but can be broken into the same class of imaging 

proposed here. It is notable that the renormalization technique was not employed 

in these works, and the amplitude coefficients were only considered using simple 

geometric approaches.  
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Chapter 6 

Ultrasonic Equipment Manufacture, Design and Calibration 

Acquisition and processing components tend to be grouped into a single 

electronics unit. In this section, we discuss these components at a simplified level 

as applicable to this work. 

6.1. Data Acquisition and Processing Equipment 

In order to generate an ultrasound signal, a transducer is employed to convert 

electrical signals into a mechanical one. In piezoelectric transducers, this is done 

through a high voltage emitter that drives the transducer, sometimes referred to 

as a pulsar. The excitation signal can be produced in a variety of forms, including 

unipolar, spike, bipolar and even arbitrary signal generation on advanced 

equipment. In current systems, the most common modalities are unipolar or 

bipolar, as they offer a lower cost of implementation. In general, bipolar pulses 

allow for an increase in the energy transmitted into the sample, at a cost of a 

longer pulse length. 

In phased array equipment, multiple pulsars must be synchronized together to a 

common clock in order to allow for precise time delays between the individual 

elements that form the imaging basis. In general, these pulsars use a common 

high voltage rail, meaning that most phased array systems do not allow for per 

element amplitude variations. Some variation can be introduced by varying the 

pulse length and pattern[75]; however, in the full matrix capture modality used in 

this work, such features are not needed for optimal imaging. 
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On the reception side, the primary components are the amplifiers, filters and 

analog-digital converters (ADC). Due to the low efficiency of ultrasound 

transducers, the received signal after emission and reception is often of a voltage 

that is unreadable by most ADCs. In order to overcome this, amplifiers are 

employed, offering gain amplitudes in the 50-92dB range on most equipment 

using low noise amplifiers. 

 Filtering of the signal to remove noise can occur before or after conversion to a 

digital signal; however, as the application of pre-filters often requires the design 

of a specific circuit for any given signal, many systems offer digital filtering. In this 

work, we employ a filter in the post-process to remove the presence of DC 

components from the signal.  

The final process is to convert this analog signal to a digital format. Industrial 

ultrasound systems tend to range from a sampling rate of 100MHz at 10 Bit to 

125 MHz at 14-bit resolutions, although lower sampling rates can be used in 

most applications. The bit range determines the amplitude resolution, while the 

sampling rate determines the temporal resolution of the signal. In general, the 

sampling frequency only needs to be sufficient to meet the Nyquist limit; 

however, as white noise is inversely proportional to the root of the sampling rate 

it is common to use higher sampling rates. These higher rates also have the 

advantage in that interpolation can make use of simplified methods, such as 

cubic, linear, or nearest-neighbour interpolation models as the sampling rate 

increases. In this work, the sampling rate is approximately 8 points per 

wavelength, allowing for the nearest neighbour interpolation to be employed.  
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In a phased array system, the number of amplifiers and ADCs is increased to 

accommodate the number of elements in the basis. By tying to a common clock 

rate, the time at which the signal is recorded can be known relatively between 

individual channels and with respect to the emission pulse, allowing for imaging 

to occur. In full matrix capture, the electronics can be simplified, as the data can 

be collected using a series of emissions, varying the receiving elements while 

keeping the emission element constant. This, in theory, allows for only a single 

channel receiver to acquire full matrix data; however, it is beneficial to employ a 

multi-channel to increase acquisition speed, preventing operator movements 

from introducing artifacts into the imaging process through the introduction of a 

temporally dependent Hamiltonian.  

The formation of an image using the previously discussed technique can occur in 

hardware using an FPGA when the employed technique is simple, such as the 

case of phased array imaging. In this work, we make use of a desktop graphics 

card for the computation of the delay laws, fields, and image formation process. 

As these graphics processors have drastically increased in power efficiency and 

portability over the course of this project, it is hoped that a portable 

implementation may be possible in the future. 

For acquisition electronics, this project has used a total of 5 differing systems for 

acquisition; however, the images in this work have all been taken using the 

pragma pro system with a PAUT32/128 instrument cartridge. This system offered 

a number of benefits in that it can address arrays up to 128 elements and offered 

higher sampling rates (125 MHz at 12-bit resolution), bipolar pulsars and an 
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open-source API for data acquisition. In order to allow for acquisition and 

processing, the C++ API was incorporated into a MATLAB interfacing library, 

allowing for direct data acquisition in MATLAB. Currently, data is acquired in a 

multiplexed fashion; however, future software updates are expected to add full 

matrix capture support. 

6.2. Transducers 

Ultrasound transducers are any material that converts one form of energy into 

ultrasound. In general, these transducers can come in the form of piezoelectric, 

electromagnetic acoustic transducers (EMAT), magnetostrictive transducers, and 

others. In this work, we make use of the piezoceramic transducer due to the 

higher resolutions the technology currently offers. In this section, the 

manufacture and design of ultrasound transducers are discussed, along with 

areas of future improvement as manufacturing advances. 

6.2.1. Piezoceramic 

A piezoceramic material is one that can be polarized through the application of 

an electric field. By heating these materials above the curie temperature, and 

applying a large electric potential, a net polarization can be introduced into the 

lattice. If this field is maintained during cooling, the resultant material will have a 

fixed polarization[76]. The application of an electric field subsequent to this 

process will result in the contraction or expansion of the material as the internal 

field is perturbed. 

The manufacturing of a transducer involves a multi-part process. In the design of 

a single transducer, a wafer of piezoelectric material is constructed to be at a 
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half-wavelength thickness of the desired frequency, allowing for an on-resonance 

emission. This wafer is then bonded to a silver electrode on either side, which 

allows for the application of a potential across the wafer. These electrodes must 

be bonded to conductive wires to allow for the application of an external 

potential.  

In general, ultrasound imaging employs pulsed transducers to allow for higher 

resolutions and to better approximate the desired delta function. In order to 

shorten the emission pulse, a damping material is added as a backing to the 

array. This material serves the purpose both of shortening the pulse of the 

transducer and attenuating the wave emitted in the opposing direction. Such an 

attenuation, combined with a scattering material at the back of the transducer, 

reduces the need for considering the back-propagating pulse. 

The final design component of a transducer is the front face material. In general, 

piezoceramic materials have an impedance that is approximately 20 times 

greater than water[75], resulting in poor transmission of sound. In order to 

alleviate this, the use of a quarter-wave matching layer is employed. This 

matching layer, in theory, provides a perfect transmission into the second media 

when the proper impedance is selected; however, as ultrasound transducers 

tend to be broadband, this layer is not completely effective, resulting in additional 

frequency changes due to the off-resonant conditions caused by such a cavity. 

Due to this, the front face can also play a role in the pulse shape of a transducer. 

The complete design, seen in Figure 24, serves as a reference for the design of 

phased array transducers. 
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Figure 24 – An example of the transducer design. The silver electrodes are used to apply a 

potential to a piezoelectric element, causing a resonant excitation. By using a heavy backing 

material, the pulse length can be dampened to produce a pulsed signal. The matching layer is 

employed to increase transmission energy into the intended material. 

In the manufacture of a phased array transducer, additional steps must be 

employed. A larger, single element is sectioned into a set of smaller elements 

during the production process. Each individual element must then be electrically 

connected using a series of cables, with additional steps performed to reduce 

cross element interference. These additional steps make phased array 

manufacturing a far more complicated process; however, the design principles 

remain theoretically approachable. 

6.3. Transducer Design 

The design of a transducer can make use of a single crystal, 1D linear array, or 

2D matrix array. These transducers can have a physical focusing applied, 

changing the curvature of the transducer, be cut into a variety of shapes and 

potentially even be flexible[75]. The various layouts of linear arrays, seen in 

Figure 25, serves as a reference for describing arrays in this work. The exact 

array design always depends on the inspection at hand, with the transducer 

array, which physically forms the imaging basis, ultimately determining the 

resolution limit of the system. 
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Figure 25 – An example of the various linear array types available. The 1D linear has no focus 

applied in the non-phased or passive dimension. The curved linear array applies a focus on the 

active or phased direction while the focused linear applies the focusing in the passive direction. 

Adapted from [77]. 

In this work, we make use of a linear array, which blends the elements of both 

single element and phased array transducers in what is referred to as a passive 

and active element respectively. As a result of this blending, the design of a 

linear array involves optimizing both dimensions using the design principles for a 

single element and phased array, such that both will be explored in this chapter. 

Array design is covered in almost any standard ultrasound book as well as 

numerous papers[41][78]. 

6.3.1. Frequency and Bandwidth Selection of Transducer 

The selection of center frequency and bandwidth ultimately determines the pulse 

shape and the resolution limit of the system. In general, although a Dirac impulse 

is desired, the pulse shape takes the form of a driven damped system due to the 

capacitive effect of the transducer. On reception, this process is reversed, 

yielding a transducer signal with a characteristic pulse shape more akin to a 

gaussian. The pulse length tends to be specified in accordance with the length at 

half maximum and the length at the tenth maximum, allowing for a resolution 

estimation. In cases where the pulse is Gaussian-shaped, it is common to also 

    inear Curved  inear  ocused  inear
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specify the bandwidth of the transducer and its Q-factor; however, as the 

resolution is the desired property, non-gaussian envelopes tend to be common. 

In this work, high-resolution arrays were explored, of which two common designs 

are applicable. In traditional manufacturing, pulse lengths of 2.5 cycles are 

common; however, in the design of flat arrays, resolutions of up to 1.5 cycles are 

capable of using proprietary electroacoustic designs. In this work, we explored 

both options, each of which offers trade-offs in terms of axial and lateral 

resolution. During the manufacturing process, the manufacturer was instructed to 

attempt the highest possible axial resolution using a design frequency of 18.5 

MHz. 

6.3.2. Passive Element Design 

The design on the passive dimension of the transducer follows the same 

principles of designing a single element transducer. Although the transducer 

element is square, the design principles often make use of the analytic functions 

that can be found for circular transducers, with a minimal deviation between the 

two patterns being neglected in most cases. 

In the design of a single element transducer, the size and shape of the 

transducer can be varied to change the emission pattern. When a flat transducer 

is used in emission, it is common to make use of the natural focus of the 

transducer to achieve a higher lateral resolution. This effect relies on the natural 

focusing effect that occurs between the near field and far-field of an emitting 

element, as seen in Figure 26. This near field occurs at a fixed distance, 𝑁, 
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based on the wavelength of the transducer, 𝜆, and its diameter, 𝐷, in accordance 

with[39], 

𝑁 =
𝐷2

4𝜆
(78) 

 

Figure 26 – a typical emission pattern of a circular piston transducer. An interference pattern 

results from the aperture of the emitted, resulting in a peak at a defined near field distance N from 

the transducer surface. 

With this in mind, a single element transducer is sized in accordance with its 

desired imaging distance. In this work, 12 mm was determined to be the desired 

distance between the front surface and the transducer and the workpiece. In 

addition, a depth of up to 1 mm of the workpiece component was expected; as a 

result, the modified calculation was performed to take into account the added 

propagation distance. Ignoring the change in the divergence rate at the boundary 

due to refraction effects, the desired transducer diameter was found in 

accordance with, 

𝐷2 = 4(𝜆1𝑁1 + 𝜆2𝑁2) (79) 

where the wavelength and propagation distance for each media is used in the 

calculation, yielding a diameter of 2.6 mm. At this diameter, simulations of the 

beam field in water were conducted. These simulations, shown in Figure 27 and 

Figure 28 below, serve as a reference from which other designs are compared. 
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Measurement of the axial and lateral amplitude profile shows a beam width of 

2.48 mm at full-width half maximum in the lateral direction, with minimal field 

deviation in the axial direction. 

 

Figure 27 – A depiction of the lateral profile of the emission of a flat transducer used in the work. 

A beamwidth of 2.48 mm at full-width half max was found. 

 

Figure 28 – A plot of the axial transducer profile for the unfocused array used in this work. The 

field is indicated for the passive imaging direction with minimal deviation found along the length of 

the transducer. 
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Although the lateral resolution of such a transducer was found to be poor, in 

samples with a cylindrical symmetry the resolution is not expected to affect the 

results. As samples break this symmetry, imaging is expected and was found to 

degrade poorly. 

In the case of a focused transducer, the design considerations must be modified. 

A focused transducer makes use of mechanical lensing, either through a physical 

lens or, in this case, a curving of the array element, to bring the focal spot closer 

to the array. By choosing a radius of curvature that corresponds to the desired 

focal length, a high lateral resolution can be achieved. 

In addition to the curvature, the size of the transducer affects both the resolution 

and the focal length, or region over which the amplitude is stable. Areas within 

the focal length can be imaged without changing the position of the transducer by 

varying the reception time, with a small trade-off in resolution. As the size of the 

transducer increases, the lateral resolution increases at a trade-off to the focal 

length, as shown in Figure 29, where the convergence/divergence rate is seen to 

change as a function of the transducer size or angular span. This allows for some 

estimate of the lateral resolution in accordance with the abbe diffraction 

formula[78], 

𝑊 =
0.44𝜆

sin (
𝛼
2)

(80) 

where the beam width 𝑊 is related to the arc angle 𝛼 through the center 

frequency wavelength.  
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Figure 29 – A depiction of the focal length as a function of the transducer arc angle. As the size of 

the transducer increases, the convergence and divergence rate increases as well. This can result 

in variations in the image amplitude as a function of depth. 

In this work, simulations were performed on an arc angle between 10 and 40 

degrees with the spatial and lateral resolution for each analyzed as shown in 

Figure 30. In each case, a radius of curvature of 15 mm was employed as in the 

flat transducer case. From this array of simulations, a 20-degree arc angle, 

corresponding to a 5mm diameter, was chosen as the optimal trade-off. As 

simulations were performed in water, it was worth noting the focal length is 

reduced by approximately a factor of 3 based on the variance in sound speed 

between bronze and water. 



 

81 
 

 

Figure 30 – A depiction of the axial field amplitude for the inactive direction of the phased array 

based on the arc angle. As the arc angle increases, the field converges and diverges at a faster 

rate, resulting in a lower focal length. 

 

Figure 31 – A depiction of the lateral field amplitude for the inactive direction of the phased array 

based on the arc angle. A notable increase in the resolution occurs as the angle increases from 

15-20 degrees; however, further increases result in minimal gains. 

Although both axial and lateral resolution is important, other trade-offs such as 

alignment must be considered. In the case of imaging a surface, the incident 

wave must return to the transducer in order to allow for imaging. In the case of 
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the flat, 2.6 mm array, a small tilt of the array results in a limited amount of the 

energy returning to the array. This condition is notably relaxed in the curved 

array, making alignment easier during imaging. 

6.3.3. Active Element Design 

In the design of the phased or active dimension, additional considerations are 

needed. With the individual elements forming an equivalent basis, we must apply 

both the elements of traditional design with the limitations of sampling theory. In 

general, the design variables in the active dimension are that of element size, 

pitch and the number of elements. These features, shown in Figure 32, are 

indirectly related to the kerf, or sectioning width, and total aperture or size of the 

transducer. 

 

Figure 32 – A depiction of the various elements of a phased array’s design. 

Based on sampling theory, an ideal element should be a point source emitter 

placed at half-wavelength spacing; however, at the frequency of 18.5 MHz in 

water, this results in an element spacing of 40 microns. Currently, the smallest 

available sectioning method for industrial applications results in a kerf of 25 

microns, making manufacturing problematic. Although future manufacturing 

techniques may allow for this, decreasing element size also results in decreased 

amplitude and greater variation between elements, as the thickness and 
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polarizability are expected to vary along with a manufactured transducer. In our 

design, the smallest achievable element pitch was 100 microns, with designs in 

this work being based on this limit. 

In addition to manufacturing limits, as the probe was designed prior to the 

purchase of the acquisition system, the limitation of a 64-element design was 

explored. This was chosen as 32-element designs were found to be inadequate 

in earlier tests[79], and most hardware is only available in 16, 32, 64 or 128 

channel arrangements. 

In theory, sampling limitations due to the choice of a particular pitch result in the 

presence of grating lobes; however, the intensity of these grating lobes has also 

been found to be dependence on the choice of element size used in the design.  

6.4.  Element Sizing  

At the frequency we desired, a curved linear array was unavailable, meaning that 

the elements are linear in the active direction. The element size in a flat or 

focused linear array determines the directivity of the element in accordance with 

a single slit diffraction formula. In this work, the comparison between various 

element sizes was performed for 50 to 200-micron elements. Each element has a 

directivity pattern as demonstrated in Figure 33.  
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Figure 33 – A depiction of the various element sizes. Side lobes within this imaging range appear 

as the element size increases beyond 125 microns, with the field approaching that of the point 

source as the size decreases.  

As can be seen in the figure, the directivity of the elements does not produce any 

side lobes within the region of imaging; however, the angular sensitivity does 

decrease as the element size increases. As the 50-micron element produces a 

near idealized signal, we can see that the 75, 100- and 125-micron element allow 

for a minimal deviation across the span of 4 mm. As the radius of curvature of the 

joints has the potential to be very small, these element sizes were explored to 

provide the highest angular sensitivity. 

6.5. Element Pitch  

With the chosen element size, the determination of the pitch can be made. Given 

that the smallest element kerf possible is that of 25 microns, the elementary pitch 

is limited to that of 100-150 microns. In this work, we explore 100, 125, and 150-

micron pitches. These pitches violate the Nyquist limit, meaning that the 

presence of grating lobes is expected at large steering angles. For the case of 
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on-center steering, the location of these lobes can be estimated using the grating 

lobe formula[78], where the angle of the grating lobe is found by using, 

𝐵𝑔𝑟𝑎𝑡𝑖𝑛𝑔 = sin−1 (
𝑚𝜆

𝑝
) (81) 

where, 𝑚 = ± 1, ±2,±3 

For the case of the 150, 125 and 100-micron pitch, this results in grating lobes at 

the 37, 46 and 64-degree mark respectively. Using this general rule, steering at 

these angles or above is expected to result in the imaging artifact of aliasing, 

where certain spatial features are remapped to differing locations. In ultrasound, 

the cause for this effect becomes apparent in Figure 34, where an appreciable 

intensity is located at both the focal point on the right and the side lobe on the left 

of the image. This results in any measure along the central lobe having a partial 

mapping of any reflectors located in the grating lobe present in the obtained 

signal. For reference, a depiction of the improvements that can be made via the 

inverse apodization is included for reference. 
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Figure 34 – A depiction of the side lobes and grating lobes produced by an element pitch of 150 

um. In imaging, the side lobe results in an incorrect remapping of features to other parts of the 

image due to spatial aliasing. This effect can be reduced using apodization based on inverse 

methods, as is done in this work.  

The number of elements was chosen to be 64 as an aperture of 32 elements 

proved problematic in earlier tests due to the limited effective imaging area of the 

array[79]. A minimum aperture was defined in accordance with the near field of 

the transducer elements. In theory, this means that a reflector located off-centre 

to the array, as shown in Figure 35, must have an effective aperture above that 

point such that the near field condition is met. For the transducer explored here, 

a 12 mm imaging distance corresponds to an effective aperture of 20, 16 and 14 

elements for imaging to occur in accordance with the given pitches or 100, 125 

and 150 microns. For an array of 64 elements, this results in an effective imaging 

region of 4, 5.5 and 6.9 mm respectively.  
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Figure 35 – A depiction of the effective imaging region, or region under which the transducer 

possesses a large enough aperture to form an in-focus image. Imaging outside of this region is 

expected to have notably lower quality as the transducer cannot physically focus. 

The secondary issue in the case of transducer size is the inability to image at 

larger angles. In the case of an angular reflector located at a fixed distance D 

from the transducer, an effective angular aperture can be defined based on the 

angle of the reflector relative to the surface of the transducer, 𝜃, and an effective 

angular aperture, 𝐷𝑎𝑛𝑔, can be found based on the angular distance, 𝑁𝑎𝑛𝑔. This 

aperture is given in accordance with,  

𝐷𝑎𝑛𝑔 = √
𝑁𝑎𝑛𝑔

4𝜆 cos 𝜃
(82) 

If this effective aperture, shown in Figure 36, does not meet the far-field distance, 

imaging at these angles is expected to again suffer from a loss of resolution. This 

limit, in addition to the directivity of the elements, requires that a trade-off be 

made between the element pitch and the array size that is non-trivial in nature. It 

should be noted that the above equation is based on the assumption of the 

array’s ability to generate a synthetic array at the angle of incidence with its 

surface. 
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Figure 36 – A modified near field equation for imaging at angles. This near field assumes an ideal 

transducer, using an effective aperture based on the angle of the defect. Defects whose angle 

and depth are greater than allowed will have decreased visibility. 

6.6. Simulation Results 

Although we can estimate steering lobes, the amplitude and influence on imaging 

are difficult to estimate. To determine the presence of side lobes and gauge 

imaging quality, a series of brass phantoms were simulated in water with a fixed 

distance of 12 mm between the transducer and surface. The transducer element 

pitch was varied from 100 to 150 microns, with a 25-micron kerf to investigate the 

potential designs. 

Simulations were performed for each of the array sizes to acquire full matrix data 

on joints with a radius of curvature between 1 and 4 mm. In this case, the ability 

to image each boundary is analyzed for the angle and distance at which imaging 

becomes impossible. Although we later investigate sub-surface imaging, the 

ability to steer at greater angles directly affects this. It can also be understood 

that the boundary itself acts as a second aperture, meaning that increased 

visibility of the boundary is directly correlated to the ability to image sub-surface 

defects. 
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After the data was simulated, reconstruction was performed using the total 

focusing method, for which each point in space was focused with a grid size of 

256*512. As the boundary size changes in each image, the axes were scaled to 

display an axis with equal scaling in both directions. 

From the reconstruction, it became apparent that the image quality did not 

change significantly for varying pitch, with the decreased pitch resulting in a 

lower effecting imaging area. At the 4mm radius, the visibility of the upper edge 

was severely degraded in both the 100- and 125-micron pitch images due to the 

smaller total aperture. As a result, a pitch of 150 microns was selected for this 

work. 
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Figure 37 – A depiction of the imaging of bronze phantom in water. Here, the removal of a section 

of the bronze to simulate a varying degree of curvature is performed. As the probe size was 

increased, the effective imaging area was found to increase without any loss of angular 

sensitivity. For this reason, a larger probe was found to offer benefits over those of smaller size. 

6.7. Experimental Calibration 

Based on the previous results, both a flat and focused transducer were 

purchased, with the flat being used to image the bronze phantoms in subsequent 

sections and the focused transducer found to be more applicable to welded 

  mm  adius of Curvature

  mm  adius of Curvature

  mm  adius of Curvature

  mm  adius of Curvature
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joints, where the geometry was found to vary such that a linear symmetry was 

not present. The properties of these transducers are summarized in Table 1. 

Parameter Value (Focused 15mm) Value (Flat) 

Frequency 16.5 MHz 16.5 MHz 

Pitch 0.15 mm 0.15 mm 

Kerf 0.025 mm 0.025 mm 

Element Elevation 5 mm 2.6 mm 

Number of Elements 64 64 

Table 1 – An outline of the transducer properties used in this work. The primary difference 

between the two arrays is the choice of the elevation, with one probe offering a focused profile 

and the other being flat.   

Calibration of a transducer can include several standard measurements. 

Measurements can include element sensitivity, bandwidth, center frequency, 

element cross talk, impedance, and pulse duration. Many of these standard 

measurements are done during the manufacturing process; however, some 

measurements, such as the overall probe imaging ability, must be done in the 

lab. In this case, the imaging ability was assessed by determining the point 

spread function (PSF). 

In order to measure the PSF of the imaging system, a 30-micron wire was used 

as the imaging target. As the wire is 1/3 of the wavelength, it meets the 

requirements of the point source assumption and should be suitable for the 60% 

bandwidth typical of transducers. This target was placed at the center of the 

imaging system with water used as a coupling. Full matrix data was then 

acquired, with focusing done using the standard TFM algorithm. The resulting 

image, seen in Figure 38 and Figure 39 for the flat and focused transducer 

respectively, shows the point spread function. From this image, both vertical and 



 

92 
 

horizontal profiles were extracted, with the horizontal profile being extracted after 

enveloping the image. The full-width half max and full-width tenth max were then 

determined. The results of these measurements are detailed in subsequent 

pages. The presence of grating lobes in the image was found to be minimal, with 

the amplitude being around 5% of the main peak energy. 

Linear Array 

Lateral Resolution 

Amplitude Level Width 

50% 0.14 mm 

10% 0.25 mm 

Axial Resolution 

Amplitude Level Width 

50% 0.07 mm 

10% 0.13 mm 

Table 2 – An outline of the transducer resolution for the linear, unfocused array.   

 

 

Figure 38 – A depiction of the point spread phantom for the transducer that is unfocused in the 

elevation direction. 
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Figure 39 – A depiction of the vertical profile for the unfocused array point spread function. In this 

case, the measured resolution was determined in accordance with the full-width half and full-

width tenth max of this diagram. 

 

Figure 40 – A depiction of the horizontal transducer profile for the point spread function of the 

unfocused array. In this case, side lobes are present on both sides, but are notably low, indicating 

good focal ability. 
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Focused Linear Array 

Lateral Resolution 

Amplitude Level Width 

50% 0.14 mm 

10% 0.25 mm 

Axial Resolution 

Amplitude Level Width 

50% 0.07 mm 

10% 0.13 mm 

Table 3 – An outline of the transducer properties used in this work. The primary difference 

between the two arrays is the choice of the elevation, with one probe offering a focused profile 

and the other being flat.   

 

Figure 41 - A depiction of the point spread phantom for the transducer that is 

unfocused in the elevation direction. 
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Figure 42 - A depiction of the vertical profile for the focused array point spread function. In this 

case, the measured resolution was determined in accordance with the full-width half and full-

width tenth max of this diagram. 

 

 

Figure 43 – A depiction of the horizontal profile of the elevation focused array. A minor asymetry 

is observes in the function and the side lobes are at a low enough amplitude so as to not be seen. 
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Chapter 7 

Imaging of Bronze Phantoms 

In order to determine the viability of the developed imaging technique for brazed 

joints, phantoms were simulated and manufactured to allow for the exploration of 

a variety of defects in an ideal imaging environment. Although these phantoms 

are two dimensional and do not properly represent a true braze, they were found 

to illuminate the limitations of the proposed technique. In this chapter, we discuss 

the results of analyzing these idealized specimens. 

7.1. Design of Defective Samples 

In order to design a suitable set of phantoms, measurements were taken of 

brazed surfaces, showing them to be of a radius of curvature of 1.5 mm and up in 

production pieces. In previous work, joints of higher radius were found to be 

more difficult to inspect without applying the second-order corrections, making 

these smaller radii the subject of this chapter[79]. It shall be shown, however, 

that as the sample radius increases, traditional techniques can be employed. 

For simulated joints, a radius of 1-4 mm was explored through simulation. In 

each case, a variety of defects were constructed, with modifications made in 

consultation with our research partner to ensure a likeness to the desired 

defects. 

In order to have a reference sample, one phantom was designed with no physical 

defects. Here, a fixed radius/diameter is machined from the sample. Previously, 

this was explored for probe design; however, in this section, we shall explore the 
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limitations introduced by the probe design, imaging approximations, and radius of 

joint curvature. This phantom, seen in Figure 44, sets the baseline from which 

other samples are manufactured. 

 

Figure 44 – An example of the standard from which all samples have been built. This block 

contains a simple radial cutout simulating the upper surface of a bronze braze joint. 

For the case of a pore, the pore was selected to be of a fixed size of 0.5 mm and 

at a depth of 1 mm, with a deviation from the center of 20 degrees. Although 

these parameters could deviate in a joint, this was estimated to be within the 

comfort level of detection. Due to the sample, seen in Figure 45, being 2D, the 

pore is manufactured and simulated as a through-hole rather than a true pore. 

 

Figure 45 – A depiction of the size and location of a pore relative to the boundary in an idealized 

phantom. 

By removing a narrow band of material from the bronze block, a simulated lack of 

adhesion can occur as seen in Figure 46. Like the pore, this lack of adhesion 

was made at a fixed depth of 1 mm but at a higher tilt angle of 45 degrees. In the 

 

  o
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case of simulation, the entire section after this band was removed to simulate an 

absolute reflection. In the case of the real phantom, the formation of an air gap in 

water due to the narrow size of the slot resulted in an ideal reflection. 

 

Figure 46 – A depiction of a phantom used to simulate a lack of adhesion in the braze specimen. 

 y keeping a fixed angle and depth, the determination of the system’s ability to imagine such a 

defect can be explored. 

The design of a crack poses some challenges, as cracks are physically different 

from a machined slot. As the cracks desired for inspection are non-surface 

breaking and inside the filler material, this phantom, seen in Figure 47, was 

designed to be of a bottom crack.  In the case of simulations, a minimum width of 

1 grid point was used; however, in the actual manufacturing process, the 

minimum cut possible was a 300-micron cut. In both cases, non-linear effects 

from the crack are ignored, somewhat limiting the viability of comparison. Ideally, 

a real crack could be generated using stress methods; however, the facilities to 

manufacture a sample were unavailable, with the exact location of such a crack 

often difficult to reproduce.  

  o
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Figure 47 – A depiction of a bottom crack in a sample. In this case, physical sectioning of the 

material was performed, making the response somewhat differing from a physical crack. 

To simulate the determination of braze thickens, both concave and convex 

bottom surfaces were constructed. In each case, the thickness between the top 

and bottoms was 1 mm, as indicated in Figure 47 and Figure 48. These 

phantoms were used to gauge both the vertical and angular resolution of imaging 

technique, yielding some estimation of its ability to size the weld correctly. 

 

Figure 48 – A depiction of the concave bottom surface joint. The bottom surface is made to be the 

same diameter as the top surface at a minimum depth of 1 mm. 
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Figure 49 - A depiction of the convex bottom surface joint. The bottom surface is made to be 1 

mm larger diameter than the top surface at a fixed depth of 1 mm. 

In addition to simulation, each phantom was manufactured according to the 

specifications for the 4 mm radius of curvature. In each case, electron discharge 

manufacturing [EDM] was employed due to its ability to offer resolutions higher 

than most traditional manufacturing techniques. These phantoms, shown in 

Figure 50, serve as the experimental reference samples. In order to match the 

expected noise levels in the braze specimen, the same alloy was purchased in 

both rod and ingot form. The material properties between these forms were found 

to have almost no deviation. As the Ingot is a rapid cooling process, changes in 

material properties due to variations in cooling rate were expected to be seen 

between these samples. 

 

Figure 50 – A depiction of the physical phantoms used in this work. In each case, the phantoms 

were designed in accordance with the specifications using a fixed upper surface curvature of a 4 

mm radius. 

7.2. Imaging Results 

When imaging the phantoms, analysis of the phantoms with no physical features 

provides a useful baseline for analysis. These samples allow for the 

measurement of image artifacts in the absence of experimental noise. In order to 
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maximize the layout of artifacts, the threshold used in the reconstruction process 

was removed to maximize the potential for artifacts. These reconstructions, 

shown in Figure 51, are used subsequently to describe the variety of artifacts. 

The first issue is the apparent circular banding that appears in the bottom of all 

images but is only inside of the reconstruction area in the 1 and 2 mm specimen. 

This artifact results from reflections in water being remapped to the bronze 

portion of the image. This is evidenced by the change in the position of this 

reflection as the radius of the upper surface increases. 

The second issue is also occurring due to the upper boundary being remapped; 

however, in this case, it is remapped to a portion where a grating lobe is 

producing a notable portion of the field. This is evidenced in the 1 mm phantom 

by the sharp inversion of the boundary as it reaches this point, which 

corresponds to the half-wavelength offset that has been shown for side lobes. 

This was further verified by analyzing the amplitude fields of the elements in 

post-processing. 

The third issue occurs due to diffraction off of the upper surface of the circle, 

where the curved portion reaches the flat. This defect, seen by a visible banding 

below the upper surface, was found to be eliminated in the imaging of real 

samples, which do not contain sharp changes in geometry. 

In general, these artifacts completely corrupt the image when the radius of 

curvature dropped below 1.5 mm, making imaging impossible in the smallest of 

joints. In addition to this, it is notable that only a portion of the upper boundary is 



 

102 
 

detectable, meaning that the boundary itself will be seen to act as an aperture 

due to the angular dependence of the transmission coefficient and the limited 

angular sensitivity of the probe. As a result of this, imaging at radii of 1 mm is 

rarely able to form a focus at the intended defect depth, further complicating 

imaging. 

 

Figure 51 – A comparison of the physical artifacts resulting from the reconstruction of simulated 

data. In the upper left image, we see a banding along the middle portion of the image due to 

reflections from the upper surface being remapped to the subsurface. The upper portion of this 

band shows a discontinuity as the grating lobe switches to the dominant solution. The final defect, 

near the upper boundary, results from the sharp drop-offs that are inherent to ray theory about 

caustics. This effect is also present in other images but drops off drastically as the radius 

increases. 

7.3. Comparison to Physical Samples 

In comparing to physical samples, the primary difference between the model 

results and those of physical samples is the presence of shear waves in the 

physical specimen. The presence of shear waves is expected to result in some 

artifacts in the imaging process; however, these artifacts are reduced due to the 
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different sound speed between these wave modalities. During the focusing 

process, the shear wave’s appearance becomes notable only if the phases align 

in a manner under which constructive interference results. 

In theory, the presence of shear waves can be exploited for the use of imaging 

by changing the focal laws such that they correspond to these propagation 

modalities. Although shear waves were developed in the modelling capabilities, 

the exploration of these waves cannot be employed using the current method. 

This occurs due to the inability of the probe to detect boundaries with a high 

degree of curvature. As shear waves are only of notable amplitude at higher 

angles of incidence, the inability to detect a surface at these angles makes 

imaging all but impossible.  In this section, we look primarily to the samples 

inspected to test the viability of ignoring these shear waves in the reconstruction 

process. In this case, the physical phantom and simulation are compared 

directly, with attempts made to minimize any positioning and alignment errors. In 

order to maximize the similarity to the simulation, the phantoms were scanned 

using the flat transducer, for which an approximation of a 2D imaging system can 

be considered valid. 

In the defect-free sample, a measurement of the expected noise level due to the 

grain structure of the bronze material was explored. The deviation is expected 

between the grain reflections in each sample; however, the intensity of these 

reflections should be of a similar level. In comparison, the simulated model 

completely lacks this noise. In the case of shear waves, as no reflectors are 
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present in the imaged region, and water does not support shear wave 

propagation, no additional reflections are noted.  

 

Figure 52 – A depiction of the idealized surface in both simulation (top) and real samples (bottom) 

for the case of no subsurface reflectors. The upper boundary is noted to have a slight subsurface 

reflection due to the pulse length of the transducer. No shear waves are expected in this image 

due to water being used as a coupling medium. 

In the case of a convex bottom sample, we note multiple echoes present due to 

the ignorance of the interaction between these surfaces in the employed 

Hamiltonian. After the first echo, we also note an additional signal present in the 

real sample that is absent from the simulated results. As the sound speed in 

brass is noted to be approximately 4890 m/s and 2100 m/s for shear and 

longitudinal waves respectively, the position of the additional reflection is in the 

region corresponding to the shear wave. This effect, shown in  
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Figure 53, is noted to be present after the initial reflection, meaning that such 

reflections would not affect the ability to make a quality determination in any 

brazed joint. In addition to the additional reflections, it is noted that the presence 

of multiple echoes is present. This effect occurs due to the exclusion of the sub 

surface reflector from the propagation model.  

 

Figure 53 – An image of the reconstruction results for the convex bottom sample in simulation 

(top) and experimental (bottom) measurements. In this case, the presence of a shear wave 

reflection is noted after the secondary echo from the surface. This artifact is, however, outside of 

the area of interest and is not expected to affect imaging results. 

Such an effect was not noted in the case of the convex bottom surface as well. In 

this case, the surfaces result in a divergence of the echoes between them, with 

the amplitude of the wave decaying notably. This change in the symmetry results 

in the shear wave reflection being remapped perpendicularly to the boundary. 

These additional reflections were again after the primary reflection, meaning that 



 

106 
 

they would also have minimal impact on the inspection process. The amplitude of 

these reflections was also found to improve when employing second-order 

corrections, becoming negligible in amplitude with respect to the desired 

reflection. 

 

Figure 54 – An image of the reconstruction results for the concave bottom sample in simulation 

(top) and experimental (bottom) measurements. In this case, the presence of a shear wave 

reflection is noted more in the real sample when first-order corrections are used. 

In all other cases, the presence of shear waves was not noted within the image. 

In the pore, this is expected due to the much smaller radius of the pore, resulting 

in any reflected shear waves being weaker than the case of the concave bottom. 

Such an effect is also seen in the sample depicting the bottom crack. In the case 

of the lack of adhesion sample, the shear wave will propagate at a differing angle 

in accordance with Snell’s law.  This results in a lack of coherence when mapped 

with respect to the longitudinal wave path. These reconstructions, shown in 
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Figure 54, Figure 55 and Figure 56, demonstrate that most defects will not form 

appreciable shear waves under imaging. In addition to the lack of shear waves, it 

is noted that physical samples were found to be far more likely to meet the 

threshold of detection when second-order corrections were applied. In many 

cases, first-order corrections resulted in a defect amplitude comparable to the 

noise level of the sample. 

In general, it was found that although shear waves can be present in an image, 

they often occur either outside of the area of interest or at a negligible amplitude 

with respect to the primary reflector. As a result of this analysis, they are primarily 

ignored in the next chapter, where physical joints are inspected. 

 

Figure 55 – An image of the reconstruction results for the bottom notch sample in simulation (top) 

and experimental (bottom) measurements. In this case, the presence of a shear wave reflection is 

not noted. The primary deviation from the simualted results is the higher reflection from the inner 

notch caused by its increase in size over the simulation results. 
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Figure 56 – An image of the reconstruction results for the sample with a simulated pore in 

simulation (top) and experimental (bottom) measurements. In this case, no shear waves are 

noted; however, the pore visibility is affected by its location. Rotations of the transducer can 

alleviate this effect.  
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Figure 57– An image of the reconstruction results for the lack of adhesion sample in simulation 

(top) and experimental (bottom) measurements. Although no shear wave is found to be visible, it 

is noted that in the case of first-order corrections, the boundary was below the threshold of 

visibility. Second-order corrections allow for some visualization with a decreased visibility as the 

depth increases due to the angular aperture of the upper boundary.  

 

7.4. Imaging Subsurface Defects and the Influence of Radius of Curvature 

In order to access the viability of subsurface imaging for a range of curvatures, 

this section outlines the change in visibility of each defect as the upper surface 

curvature varies. This section acts to compare the imaging ability of the proposed 

second-order corrections to those of the first-order for various curvatures, 

yielding some insight into the transitional point where the proposed technique 

offers a significant advantage over more traditional imaging techniques. As the 

proposed technique has a notable computational overhead associated with it, 

this can also be used to accelerate the processing in the future. 
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In the case of a pore, the second-order corrections offer a significant advantage 

as the radius of curvature drops below 3 mm, offering almost no benefit at the 

radius of 4 mm. These variations, seen in Figure 58, is, of course, limited to a 

specific region of the image and do not show a more complete picture. 

 

Figure 58 – A depiction of the simulated results for pore imaging at various radii of curvature for 

the upper surface. In each case, the pore is found to be visible. At 2 mm, second-order 

corrections do improve the amplitude of the pore; however, they also increase deterministic noise 

in the image. 

In the case of a lack of adhesion, the imaging was found to improve somewhat in 

the lateral direction in all cases, making the defect more visible than the 

traditional technique. In the case of a 1 mm and 2 mm radius, the side lobe 

presence results in a curvature being added into the image in the upper right 

corner. This defect, which poses some issue, was found to be further suppressed 
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through the change in the threshold of the normalization amplitude; however, its 

presence here does pose a limitation in detecting defects at these large angles. 

This is expected to be improved by scanning at differing angles, as discussed in 

the further work section. 

 

Figure 59– A depiction of the simulated results for lack of adhesion at various radii of curvature 

for the upper surface. In each case, the sloped surface is visible, with a slight increase in the 

visibility at greater depths using second-order corrections.  

In the convex bottom simulations, the increase in the visibility of the bottom 

surface as the imaging angle increases shows the key benefit of second-order 

corrections, with the technique offering a distinct advantage in almost all cases. It 

is noted that in the case of 4 mm curvature, the benefits once again decrease, 

showing a key transition between these two radii. These effects, shown in Figure 
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60, were also found to be reflected in the case of the concave bottom surface 

detailed in Figure 61. 

 

Figure 60– A depiction of the results for the convex bottom at various radii of curvature. In the 

case of the convex bottom surface, the surface was found to be visible in most cases; however, 

at higher angles, the visibility was improved by applying second-order corrections.  
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Figure 61 - A depiction of the simulated results for the concave bottom at various radii of 

curvature for the upper surface. For the case of a concave bottom surface, the surface was found 

to be visible in most cases; however, at higher angles, the visibility was improved by applying 

second-order corrections.  

In the case of the bottom notch, the location of the defect being central to the 

surface shows that the second-order techniques offer less benefit in the imaging 

of idealized reflectors in this region. Although some increase in the visibility was 

found at the 2 mm radius, the lack of any other reflectors within the image makes 

analysis and identification possible in all cases using either first or second-order 

techniques. 
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Figure 62 - A depiction of the simulated results for bottom notch phantom at various radii of 

curvature for the upper surface. For the case of the bottom notch, the visibility was found to be 

fairly consistent between first and second-order corrections. This can be explained due to the 

location of the defect being at the center of the image.  

 

7.5. Conclusion 

Based on the samples inspected in this section, the implementation of second-

order corrections was found to offer beneficial results as the radius of curvature 

dropped below the 3 mm mark. Despite these benefits, the imaging of samples 

with a radius of curvature approaching 1 mm was found to be impossible using 

first or second-order corrections. These limitations, which are inherent of the 

high-frequency approximation used in current imaging systems, set a 
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fundamental limit in the ultrasound imaging field given current limitations of 

transducer manufacturing.  

 The imaging of smaller radii also presents the potential for side lobes to cause 

artifacts in the imaging process. This effect, caused by the limited visibility of the 

upper surface, can be corrected by scanning at a differing angle where side 

lobes will not be present in this region. 
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Chapter 8 

Imaging of Braze Samples 

In the early stages of this work, imaging resulted in mixed success. This was due 

to the use of first-order corrections, and the use of transducers whose designs 

formed an insufficient basis in terms of size and pitch of the elements. Despite 

these early limitations, the early success of imaging specific physical samples, 

combined with the results of simulations, allowed for the acquisition of the 

equipment used in this work. In this chapter, we primarily assess the capabilities 

of the current system, rather than these early results, to accurately reflect the 

capability of ultrasound in the assessment of laser brazed joints. These results 

demonstrate the significant progress made in imaging of laser brazed joints 

through the upper surface. 

This chapter makes use of two comparative methods for assessing the quality of 

ultrasonic images, mainly CT imaging and cross-sectional analysis. CT images 

were found to offer a much better analysis tool due to its higher accuracy in the 

inactive imaging direction. Using this, the detection of pores and other defects in 

which span fractions of a millimetre can be performed. Cross sectioning, 

although cheaper, has the disadvantage of both destroying the sample in the 

area and having a resolution of a few mm in the inactive direction.  

8.1. Early Imaging of Braze Samples 

Early scanning of brazing samples with the original equipment was found to be 

inadequate for a variety of reasons. In this early work, the use of a 32 element, 

0.25 mm pitch array with an unfocused elevation was explored. Here, the use of 
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a larger pitch resulted in poor steering angles, with artifacts being present in even 

idealized imaging cases due to inadequate sampling. This lack of steering, show 

in Figure 63, also resulted in inadequate subsurface imaging in the majority of 

samples. The use of an array with a smaller pitch did improve the results[80]; 

however, this array had a relatively small effective imaging area and could not 

visualize the outer geometry as a result. Reprocessing of such results with 

second-order techniques, which were not implemented at the time, did show 

improvement in the image quality, although not to the degree desired. Due to 

this, subsequent sections shall make use of the redesigned probe with data 

being required on a similar joint. 

 

Figure 63 – A depiction of the early scans performed with an unoptimized transducer. In this 

case, only the upper braze surface is visible, with the steel plates not being seen within the 

imaged region. 

8.2. Imaging of Braze Specimens 

In order to assess the imaging ability of the final system, samples were 

manufactured at our partner’s facilities using two plates arranged in the flare at 

V-groove arrangement. These samples were manufactured in a manner intended 
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to produce particular defects; however, CT scanning showed them to contain a 

variety of defects rather than a singular type. Although the highly curved nature 

of the joints made imaging difficult, the geometry afforded the ability to encode 

the scan along the length of the braze using a translation stage and submerging 

the sample and transducer in water. This allowed for a comparison to x-ray CT 

slices/images along the length of the braze. Due to the expense of the CT 

images, the acquisition of CT data sets was limited; however, all defects outside 

of cracks and melting of the base metal were detected in the acquired CT data. 

 From the x-ray CT data, one principle issue in imaging was found. Although the 

upper surface was found to be fairly consistent, the bottom surface of the braze 

was found to vary significantly over short distances in some regions. In others, 

the bottom surface exhibited a notable slant, which reduces the visibility of the 

second boundary. These variabilities, seen in Figure 64, show some issues with 

the intended scanning technique in that the measure of a single point, through 

ultrasonic means or cross-section, may be insufficient to indicate the quality of 

the joint.  In addition, the proposed transducer produces a focal point of 

approximately 1.5 mm in bronze, meaning that many images contain defects 

from multiple sections of the joint. Luckily, as the bottom surface did not vary 

widely enough to result in completely destructive interference, usable images 

were found along the majority of the joint. 
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Figure 64 – An X-ray CT of the braze bottom surface. The high level of variations along the 

bottom surface makes imaging difficult. In the case of a flat transducer, averaging over large 

regions can result in poor image quality. 

In the imaging of this sample, the results were drastically improved, yet still 

insufficient in some areas. In each case, the imaging results managed to detect 

most defects within the sample; however, limitations to the imaging resolution 

make discerning and identifying defects difficult. When imaging these samples, 

using first-order corrections was found to be completely unviable in most regions, 

with no visible subsurface defects or boundaries detected. The radius of 

curvature of the sample was often in the 2 mm range, where second-order 

corrections are found to dominate. As a comparative example, Figure 65 shows 

the comparison between first and second-order corrections on a sample with a 

radius of curvature of approximately 1.5 mm. In this case, second-order 

corrections were found necessary to generate a usable image. In the case of 

second-order corrections, the bottom surface of the braze sample was found to 

be of a notably higher contrast as compared to first-order corrections, where a 

notable spreading of this reflection is present. This result shows the increase in 

resolution second-order techniques provide.  

  mm
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Figure 65 – A depiction of first and second-order corrections in the imaging process. It is notable 

that for a sample with a smaller radius of curvature, the second-order techniques reduce the 

spatial spread of the bottom surface reflection. Some banding still exists on the right side of the 

image due to the decreased angular aperture. 

When comparing ultrasonic images to CT images, most defects were detectable; 

however, in the case of lack of adhesion, such as shown in Figure 66, the 

reflection from the upper tip of the unadhered area shows a similarity to the 

reflection from a pore, such as seen in Figure 67. These similarities show one 

disadvantage of ultrasonic techniques in that the impedance change caused by 

the defects results in a similar reflection, with the defect only being 

characterizable by its geometry. It is notable that current characterization 

techniques[47,53,81] are expected to fail in these cases due to the self-focusing 

effect of the surface, which prevents the extraction of directivity as a single 

element may exhibit an omnidirectional field. 

Some characterization may be possible through the visibility of the sub-surface, 

as pores tend to be of limited size along the inactive direction, whereas lack of 

adhesion which spans a larger length of the sample. One notable deviation from 

the phantoms explored in the previous chapter is the absence of the banding 

effects in the image. These subsurface reflections, which occur from 
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reverberations due to the internal geometry of the surface were eliminated as the 

surface arc angle was decreased. 

 

Figure 66 – A depiction of the second-order corrected image for a region with multiple defects 

present. Here, the overlapping defects result in an image that is very poor, with no visible 

subsurface. In such cases, the sample would be considered defective. 

 

Figure 67 – A depiction of pores in a sample. Here, regions without pores do not block the 

ultrasound signal, making both the pores and lower boundary present at the same time due to 

averaging along the inactive direction. 

In regions with a lower radius of curvature, such as seen in Figure 68, more 

characteristics of the braze, such as the bottom surface profile, and the presence 

of a lack of adhesion in the sample on the left side, were visible. Unfortunately, a 

larger than desirable beam spot size in the inactive direction resulted in 

additional, weaker reflections from other areas of the sample. In regions with a 
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low number of defects, the joint measurement was found to be possible with the 

leg length and throat thickness comparable to those of CT images. Despite this 

success, other samples, whose geometry may better represent real parts, were 

inspected to determine the wider applicability of the proposed system. 

 

Figure 68 – A depiction of a region with a small lack of adhesion, shown as a secondary reflection 

coming off of the bottom surface reflection. 

8.3. Measuring Joint Geometry 

To assess the ability of the system to determine joint geometry on a wider 

section of samples, imaging was conducted on a series of samples with differing 

geometries. These parts, representative of the final samples, provide a wider 

variety of geometries than in the samples containing defects. Although numerous 

images were acquired in the past, they were repeated with the newly acquired 

probe, which significantly reduced artifacts and improved imaging of both the 

upper and sub-surface. Although the use of a 6 axes stage has been employed 

in the past to optimize imaging, the results presented here use a more plant-

friendly implementation that was designed as part of this work.  

In a lab setting, submersion of smaller sections in a water tank is possible; 

however, in a plant environment, the submersion, scanning, and drying of large 
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parts make such an inspection technique impractical. Establishing a column of 

water using a pump or other means is also problematic due to the constant loss 

of water and the special environments needed to manage this. The desired 

implementation was determined to be simple to deploy, easy to clean and 

relatively low cost.   

With this in mind, the use of a commercial delay line was explored. Most 

commercial delay lines make use of rubbers that highly attenuate ultrasound at 

higher frequencies, often limiting the use to frequencies below 5 MHz. One 

candidate that was found viable in this project was a solid gel delay line. This 

commercial delay line, distributed by the brand name Aquaflex, has a speed of 

sound of 1600 and a density of 1 kg/m^3, making it similar to water and water-

based ultrasound gels. Due to this similarity, the use of a water-based coupling 

gel to fill the gap was found to produce no reflections or aberrations when 

imaging. This sound speed difference of approximately 8% also allows for direct 

comparison to water, which is easier to employ in lab settings as it requires no 

cleaning of the surface. 

The secondary issue that was encountered was the alignment of the probe with 

the braze sample. Depending on the orientation of the defect, the angle of the 

probe with respect to the surface may increase the visibility of this subsurface 

feature. In addition to this, the alignment of the probe with the sample proved 

problematic without the use of a stage as both angle, position and orientation in 

the inactive direction must be maintained. To overcome this, an external housing 

was designed. This housing serves two purposes: firstly, it can be used to hold 
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an Aquaflex delay line to the transducer, and secondly, the use of pins allows for 

the alignment of the probe with respect to the braze. As the transducer is 

physically inserted into the housing, the use of pins also allows for the fixing of 

the transducer distance from the surface of the braze, even if the angle is 

changed. This housing, shown in Figure 69, serves primarily as a reference 

design, with eventual plans to replace pins with a safer option and reduce the 

overall housing design to allow clearance at higher angles of rotation. In use, 

images were found to be easily obtained, with only minor adjustments to the 

placement required to properly orient the surface of the sample with the probe. 

Given that surface imaging, which uses analytic delay laws, can be done in real-

time the alignment procedure is fairly simple when using such a housing. 

 

Figure 69 – A depiction of the current probe enclosure in use, the probe is encased in a 3D 

printed housing, with pins set to keep the probe at a fixed orientation and distance with respect to 

the sample. An aqua flex delay line is used with a small amount of gel to prevent the formation of 

air pockets with the surface. 

In addition to the alignment, the imaging of a more arbitrary surface poses a 

problem in that the detection of the surface cannot be automated. In this work, 
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the use of a user-defined area of interest was incorporated into the boundary 

detection program to eliminate points that are not on the braze surface.  As the 

reflections from both steel and bronze are of similar amplitude, this process 

requires some user knowledge about the geometry of the sample; however, as 

the upper surface is visible, this is not expected to cause issues in a plant 

environment. Despite the relative success, in some scans, the automated 

detection picked up points due to artifacts where the steel and brass reflections 

overlap. Currently, others in our group are researching methods to reduce these 

artifacts, as their presence can corrupt the image as rapid jumps are an 

eigenvalue solution due to the similarity to a physical point source. 

When imaging these samples, which better resemble geometries expected in the 

automotive assembly, many samples were found to be of a much lower radius of 

curvature than present in the samples designed to have defects. As a result, 

geometry estimations were found to be possible in a variety of joints and, in 

some cases, without using second-order corrections. These measurements, 

shown in Figure 70 and Figure 71, can be compared to cross-sections in a region 

close to the scan area. It is notable that the bottom surface reflection was found 

to be visible even when the braze pool almost completely closes the gap. 

The primary artifact found in these images occurs due to the reflection from the 

steel plates being incorrectly mapped. This results from the sound speed 

difference between bronze and steel resulting in reflections being remapped 

closer to the surface. As the impedance mismatch between bronze and steel is 

approximately two orders of magnitude less than that between water and bonze, 
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no internal reflections from the bronze steel boundary are detected. As a result, 

some defects, such as the melting of the base metal, cannot be seen 

ultrasonically.  

 

Figure 70 – A depiction of the subsurface of a sample from a representative part. Here, we 

compare a cross-section of the joint at the area ultrasound data was acquired. The lower gap of 

the braze can be seen alongside reflections from the steel plate.  

 

Figure 71 – A depiction of the subsurface image of a sample from a representative part. Here, we 

compare a cross-section of the joint at the area ultrasound data was acquired. The lower 

boundary reflection is present; however, some bleeding of the reflections from the steel plate 

does blend in with this lower surface. 

In addition to direct images of the sample, some scans were acquired by rotating 

the transducer using the pins as a guide. This method can also allow for the 

visualization of geometric features that were not previously visible or to enhance 
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the visibility of inner surfaces, as seen in Figure 72. Here, scanning of the same 

sample as in Figure 71 allows for a much clearer discerning of the boundaries 

within the image. The reflections that blurred together when the sample was 

imaged at a single angle can now be distinctly differentiated. It is expected that in 

some geometries, the rotation of the transducer may be performed to verify the 

defect in question, as has been shown from scanning the bronze samples. This 

scanning arrangement, although useful, is still limited by the clearance of the 

housing, with more optimized designs expected to be produced in the future. 

 

Figure 72 - A depiction of the same sample as in Figure 71. Here the probe is rotated at differing 

angles of approximately 15 degrees. These rotations change the visibility of sub-surfaces, 

allowing for the separation of the steel plate reflections from the bottom surface reflections. 

8.4. Conclusions 

In this chapter, we analyzed the imaging ability of the probe on real braze 

samples. It was found that the results show the possibility of detecting joint 

geometry, pores and lack of adhesion; however, identifying and characterizing 

the defects are not always possible in cases where the radius of curvature 

decreases. In cases where the geometry is approaching a flat surface, a higher 

level of characterization is expected to be possible as evident from the increased 

visibility of features in acquired images.  The design of a prototype system for 

scanning real specimens was undertaken and proved a viable option for 
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scanning outside of lab environments. This housing was also found to allow for 

imaging at various angles, which improves the image quality in regions where the 

surface geometry and probe limitations prevent imaging. 
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Chapter 9 

Conclusion and Future Work 

In this work, a new method of imaging based on the second-order ray series 

expansion and a first-order approximation to the inverse imaging problem was 

proposed. The derivation of the technique was presented using a change of 

basis notation. Using this and the Lagrange formalism, the introduction of a 

physically interpretable normalization factor results alongside a physical meaning 

for the apodization or weighting factor used in many imaging techniques. This 

technique was shown to be equivalent to the current methods through further 

simplifications and offers numerous opportunities for future work as more 

complicated wave models become applicable to real-time. 

With the purpose of imaging laser brazed samples in mind, the development of 

an optimized transducer, alongside a housing and coupling method for use in a 

plant environment was performed. The development of code for the acquisition, 

simulation and processing of ultrasonic data was completed using a 

computationally efficient implementation, allowing for testing of the device on a 

wide range of samples. A number of samples, simulating both real and idealized 

geometries and defects were explored, with the results showing that imaging of 

the brazed joint should be possible in many cases. It was further determined that 

although defects can not be characterized in all cases, the current inspection 

method is capable of detecting the majority of defects outside of the melting of 

the base metal and cracking. 
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Using this system, an explanation for the limitation of imaging in the case of high 

surface curvature has also been explored. It was found that in cases of high 

curvature, the surface acts as an additional aperture within the system, limiting 

the depth at which imaging can occur as the radius of curvature increases. This, 

coupled with the assumption of the smoothly varying surface as formulated in the 

ray series expansion, describes the breakdown of imaging as the curvature 

approached the wavelength of the transducer. In addition, the use of a weighted 

summation with a normalization process was shown to enhance the imaging of 

curved surfaces, providing a significant increase in image quality as the radius 

decreases. 

Although these results show the great potential for characterizing the brazed 

joint, there still exist many improvements that can be made to the system. In the 

imaging algorithm, an efficient numerical model was chosen due to the time 

constraints of the inspection process. As computational hardware improves, 

more accurate techniques may become viable for the imaging process, further 

improving the inspection. As the current model relies on the determination of the 

Hamiltonian of the system, further improvements can be made to the detection of 

boundaries, including automated separation of the braze pool from the steel. 

Additional reconstruction improvements can be made by using iterative 

techniques and simulating the interactions of sub-surface reflectors. The current 

implementation also relies on the use of MATLAB to implement the various 

routines. Although some areas of the code perform well, the use of a compiled 

language offers many possibilities for improved performance. 
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To the acquisition hardware, improvements can be made to the housing design, 

removing the use of steel pins and replacing them with safer alternatives. In 

addition, the housing can be modified to allow for higher accessibility in some 

regions where rotation is currently not possible due to clearance issues. Due to 

cost constraints, the exploration of multiplexed hardware, which offers a 

significantly lower cost of implementation may be explored. Finally, technological 

improvements to the transducer manufacturing process may allow for the 

exploration of frequencies above those used in this work. 

Due to the limited sample set, and the cost of comparative techniques needed to 

verify defect presence, a large scale assessment of the applicability to production 

geometries could not be explored. The acquisition of production parts, with 

verified geometries, provides the opportunity to perform such an assessment. If 

sufficient samples can be acquired, it may also be possible to automate the 

analysis process using image processing techniques, or even artificial 

intelligence. 

Other components of the project, including the design of a user-friendly interface, 

acquisition of portable processing hardware, such as a laptop with dedicated 

graphics hardware, and many other minor steps must still be undertaken. These 

areas, scheduled for the coming year, will allow for the assessment of the system 

in a more industrial environment, where portability and ease of use become 

important. 
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Although many improvements, both minor and major, can be made in the future, 

this work has shown that the inspection of the laser brazing process can be 

performed using existing hardware in an efficient manner. The techniques 

developed here for high-frequency applications are, of course, directly applicable 

to other inspection processes, such as welds in wind turbines, pipes and 

automotive assemblies. These other areas have not been explored in this work 

but allow for further research avenues as the development of the device reaches 

a finalized state. This indirect achievement is expected to further increase the 

value of the research presented here as these avenues are explored. 
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